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ABSTRACT In distributed satellite communication systems, spatial diversity techniques such as
Space-Time Block Coding (STBC) offer an attractive opportunity to enhance the link’s capabilities
without additional spectrum consumption. One of the major challenges that still remains is the
degradation of the Signal-to-Interference-plus-Noise Ratio (SINR) at the receiver, primarily due to time
misalignment between satellites. This paper presents a robust receiver architecture that demonstrates
strong resilience against SINR degradation caused by time misalignment between satellites and
maintains robust performance even under additional impairments such as power imbalance and
Doppler shifts. Moreover, we present an efficient implementation of the receiver, which combines
both software and hardware platforms.

INDEX TERMS STBC, Spatial Diversity, Satellite Communications, SINR, Time Misalignment.

I. INTRODUCTION

NOn-geostationary orbit (NGSO) satellite constella-
tions are expanding rapidly, with the potential to

transform global communications by enabling ubiqui-
tous coverage and significantly boosting satellite network
capacity [1]. One promising approach to fully exploit
the capabilities of these constellations is the simultane-
ous use of signals from multiple satellites, which can
substantially improve both spectral efficiency and link
reliability for broadcast and related services [2]. Within
this context of multi-satellite systems, Space-Time Block
Coding (STBC) emerges as a compelling, albeit innova-
tive, candidate technique. If effectively adapted, STBC
could offer considerable advantages, such as increased
received Signal-to-Noise Ratio (SNR), theoretically up to
3 dB from combining two signals of the same power [3],
and enhanced resilience against channel blockages and
time-varying fading encountered in mobile satellite en-
vironments [4]. Compared to other cooperative schemes,
STBC is more resilient to fast differential phase variations,
particularly those induced by Doppler shifts and payload
phase noise [4]. As such, its application could provide an

interesting alternative for improving handover procedures
in highly dynamic NGSO settings. Unlike network coding,
which operates at higher layers and depends on successful
packet transmissions, STBC inherently provides symbol-
level transmit diversity, significantly improving signal ro-
bustness and SNR [5]. Furthermore, its low computational
complexity, predictable performance gains, and limited
reliance on Channel State Information (CSI) make STBC
well-suited for latency-sensitive and resource-constrained
wireless applications, offering a more direct and deter-
ministic solution compared to network coding [6], [7].

Despite its advantages, the practical implementation of
STBC in distributed multi-satellite NGSO architectures is
highly challenging, primarily due to the stringent time
alignment requirements between the signals. In conven-
tional systems with co-located transmit antennas sharing
a common oscillator, time-aligned reception is inherently
achievable. However, in distributed satellite systems, this
assumption becomes problematic. While prior research
has focused on improving metrics such as spectral effi-
ciency [8], physical layer security [9], and channel capacity
[10], the assumption of synchronous waveform arrival at
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the user terminal (UT) remains prevalent [11]. In prac-
tice, achieving precise time alignment from geographically
displaced satellites is exceedingly difficult [12], [13]. Even
with stringent synchronization loops established between
the transmitting satellites themselves, the inherent un-
certainty in the precise position of the intended receiver,
compounded by differing and dynamically varying prop-
agation delays, means that the received waveforms will
inevitably exhibit relative time offsets [14].

Issues concerning the performance of STBC systems
under imperfect symbol time synchronization have been
explored in prior studies, including [15], [16], and [17].
These works primarily address synchronization errors re-
sulting from oscillator mismatches between the transmit-
ter and receiver. However, they do not consider differential
symbol time misalignment caused by varying propagation
delays in distributed relay networks. Other contributions,
such as [18], investigate time misalignment among relayed
signals and propose a detection scheme based on Parallel
Interference Cancellation (PIC) to mitigate the resulting
degradation in STBC performance. In [19], the authors
introduce a near-optimum Maximum Likelihood (ML)
detection algorithm that surpasses conventional STBC de-
tection methods when differential symbol time misalign-
ment reaches up to 0.5 symbol periods. Additionally, [20]
presents a zero-padded time-reversal quasi-orthogonal
STBC scheme, combined with an ML detector, to address
the misalignment between the symbols.

Addressing these challenges, our prior work in [21] pro-
posed a novel approach for symbol time synchronization
and tracking at the UT for the signal coming from two
satellites. The method leverages a feedback channel to
compensate for substantial integer-symbol time misalign-
ments and to estimate the remaining fractional offset at
the UT. Furthermore, [22] presented a diversity combining
scheme capable of supporting STBC transmissions in
the presence of time misalignment between signals from
multiple NGSO satellites. This technique relies on an
extended Inter-Symbol Interference (ISI) cancellation or
compensation mechanism operating on blocks of finite
size. Although effective in theory, the approach requires
the computation of a compensation matrix for a block
of N symbols, involving the inversion of a 2N ×2N ma-
trix. The subsequent decoding involves a matrix-by-vector
multiplication. The computational burden associated with
these operations, particularly the large matrix inversion,
can render the decoder implementation impractical for
real-time, resource-constrained UTs.

Motivated by the preceding discussion, this paper pro-
poses the following contributions:

• A UT architecture featuring a dual digital reception
chain, enabling simultaneous synchronization with
two satellites and the combination of STBC-encoded
symbols under conditions of imperfect time align-
ment.

• A novel low-complexity receiver architecture that
exploits the block circulant properties of the solu-
tion matrices introduced in [22] used to compen-
sate for the time misalignment between the STBC
encoded signals. The proposed approach leverages
eigen-block decomposition based on Fourier analy-
sis, significantly reducing the required computational
resources compared to conventional direct inversion
techniques [23]–[25].

• A real-time capable hardware demonstrator for com-
bining dual symbol streams, which exploits the block
circulant structure of the solution matrix. The re-
sulting compensation matrix is represented as a set
of "stripes", (vertically appended rows or vectors of
blocks) that correspond directly to the coefficients of
a bank of Finite Impulse Response (FIR) filters. These
filters are applied to the incoming signal symbols at
the receiver, enabling efficient and structured symbol
combination.

Building on this structure, the coefficients corresponding
to each FIR filter stripe are computed using channel esti-
mates acquired at the receiver. These coefficients are peri-
odically updated to reflect changes in the communication
channel, ensuring that the symbol combination remains
both adaptive and robust under dynamic conditions. We
assess the application of this method to single-carrier
communications, with a particular focus on its adaptation
to standard physical layer protocols such as DVB-S2X,
considering its periodical pilot structure and physical
layer scrambling. The efficacy of the proposed scheme is
evaluated through analytical derivations of expected per-
formance gains under various Medium Earth Orbit (MEO)
satellite channel conditions. These theoretical results are
further validated by extensive computer simulations and
experimental assessments in a laboratory environment
using Software Defined Radio (SDR) platforms, where
transmitter, receiver, and channel emulation functionali-
ties are implemented on Field Programmable Gate Arrays
(FPGAs). Although the methods proposed in this work
can theoretically be extended to configurations involving
more than two satellites, as demonstrated in [22], large
NGSO satellite constellations typically avoid frequency
reuse over the same coverage area to mitigate interference.
Nevertheless, the proposed approach remains applicable
when two satellites reuse the spectrum within a localized
spot beam, without requiring frequency reuse across all
satellites within the terminal’s field of view. In this sense,
STBC is not proposed as an efficient method for com-
bining the power of more than two satellites, but rather
as a means of providing link resiliency and continuous
coverage.

The remainder of this paper is organized as follows.
Section II provides the system model and describes the
operational scenario. Section III details the proposed effi-
cient STBC processing scheme and algorithms. Section IV
describes the experimental setup, and Section V presents
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Fig. 1. Dual satellite STBC communication scenario, with a forward link
and a return link.

the simulations and experimental results. Finally, Section
VI concludes the paper, summarizing key contributions
and suggesting directions for future research.

Notations: Bold lowercase and uppercase letters rep-
resent vectors and matrices, respectively; superscripts
(·)∗, (·)T and (·)H denote the conjugate, transpose and
conjugate transpose operators, respectively. ∥·∥2

F represent
the Frobenius norm squared of a matrix and ⊗ denotes the
Kronecker product; ⊛ denotes circular convolution and
∗ represents linear convolution. The real and imaginary
parts of a complex scalar symbol are represented by sR

and sI , respectively.

II. SYSTEM DESCRIPTION
Consider the system model represented in Fig. 1, where
a UT with a single wide-beam antenna can receive sig-
nals from two distinct NGSO satellites [26]. To provide
spatial diversity, the same information is transmitted by
the two satellites according to the STBC technology. The
two superimposed waveforms incorporate orthogonal pi-
lot sequences, enabling independent synchronization for
each satellite. Although the UT employs a single radio
frequency (RF) input, it requires two separate digital
reception chains (one per satellite) as well as a diversity
processing block, as illustrated in Fig. 2.

The encoded data symbols are embedded within the
DVB-S2X waveform standard, where each waveform is
transmitted using a distinct Walsh-Hadamard sequence to
enable independent synchronization chains. Despite this
separation, both waveforms occupy the same frequency
spectrum. As a result, while each synchronization chain
can lock onto only one of the two signals, both waveforms
are in superposition within each chain.

Due to the relative motion between the satellites and
the UT, each signal experiences a distinct and time-
varying propagation path, resulting in misalignment be-
tween the incoming symbols. This misalignment not only
degrades the performance of STBC due to inter-symbol
delays, but also introduces ISI caused by improper time
synchronization at the input of the Square Root Raised
Cosine (SRRC) filter. Moreover, even after compensating
for the integer symbol time misalignment as proposed
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Fig. 2. Receiver schematic with two synchronization chains (one for each
satellite signal) and a diversity processing block that combines such
signals after synchronization.

in [21], the remaining fractional misalignment exhibits
a time-varying behavior that must be continuously es-
timated.

Once the Automatic Gain Control (AGC) and synchro-
nization chains in Fig. 2 have locked onto their respective
signals, the received symbols r1n and r2n , observed at the
output of each chain, can be mathematically modeled as
in (1) and (2). Let the synchronized encoded symbols
from the first and second chains be denoted by an

and bn , respectively. It is important to note that each
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synchronization chain also includes the inverse sequence
of encoded symbols, which remains unsynchronized and
therefore acts as a source of interference in the received
signal.

r1n = an +αne jθn

( ∞∑
k=−∞

bk g (nTs −kTs −τn)

)
+ zn , (1)

r2n = bn + 1

αn
e− jθn

( ∞∑
k=−∞

ak g (nTs −kTs +τn)

)
+ zn . (2)

Herein, αn , θn , and τn = τ1n − τ2n denote the differ-
ential amplitude, phase, and symbol time, between the
incoming signals, where τ1n and τ2n are the symbol time
misalignment of the individual signals before the com-
pensation applied by the digital resampler. The function
g represents the impulse response of the overall channel,
encompassing the transmitter filter, the wireless channel,
and the receiver filter, under the assumption of a single-
path (non-dispersive) scenario. Ts denote the symbol
period, and zn corresponds to additive white Gaussian
noise (AWGN) filtered by the SRRC filter. To combine
the signals, a diversity processing block is introduced
after both synchronization chains. This block utilizes
the received symbols, Alamouti dispersion matrices, CSI
estimation, and symbol time misalignment estimation to
recover the original transmitted information.

III. DIVERSITY PROCESSING 2x1
The overall communication system illustrated in Fig. 1
can be characterized as a Multiple-Input Single-Output
(MISO) configuration, in which each signal transmitted
by the gateway (GW) is independently amplified and for-
warded by a separate satellite. Spatial diversity is achieved
by transmitting identical information (with different STBC
codes) through both satellites, resulting in two statistically
independent propagation channels. In the proposed sce-
nario, we assume a relatively directive antenna operat-
ing with a signal bandwidth that is significantly smaller
than the channel’s coherence bandwidth. Under these
conditions, the multipath delay spread is negligible due
to the dominant line-of-sight component and minimal
scattering, allowing the channel to be modeled as flat
fading. This channel is represented by a complex coef-
ficient h, which varies over time as a result of factors
such as atmospheric conditions, satellite motion, and user
terminal (UT) mobility.

A. Signal model of STBC
In a transmit diversity system with NT antennas, a generic
STBC codeword is sent over an interval of P symbol pe-
riods. Assuming that the channel propagation conditions
remain invariant over the length of P , the transmitted
codeword can be written as a matrix S with dimensions
P×NT that contains K complex symbols. Hence, the code
length is P and its code rate (transmitted symbols per

codeword) R = K
P [27]. Then S can be expressed as:

S =
K∑

i=1
(AR

i sR
i +AI

i s I
i ) (3)

where the information symbols are si = sR
i +s I

i and sR
i and

s I
i are the real (I) and imaginary (Q) components of si .

Matrices AR
i and AI

i , both of dimension P ×NT , are called
the encoding matrices of the STBC.

In the case of Alamouti STBC [3], with NT = K = P = 2,
the codeword matrix containing the encoded symbols can
be written as:

S =
[

s1 s2

−s∗2 s∗1

]
, (4)

where the corresponding encoding matrices are:

AR
1 =

[
1 0
0 1

]
,AR

2 =
[

0 1
−1 0

]
,AI

1 =
[

1 0
0 −1

]
,AR

2 =
[

0 1
1 0

]
.

(5)
The row of the STBC codeword represents the symbol to

be transmitted at a particular time slot, while the column
represents the symbol to be transmitted at a specific
transmit antenna. Each encoding branch represents an
independent communication link with a code rate of 1,
which translates to an increase in the spectral efficiency
when the two branches are received with the same power.

The encoded symbols are then modified by the channel
coefficients h1 = αne jθn and h2 = αnh1e jθn respectively,
and subsequently impacted by the differential time of
arrival at the UT. Since the Alamouti scheme encodes
two symbols over two consecutive time slots, a common
representation of the received signal involves organizing
the symbols into a column vector, stacking their real and
imaginary components as

s =


s1R

s1I

s2R

s2I

 . (6)

Each symbol stream in the corresponding transmitter is
encoded using the stack representation of the encoding
matrices in (5)

A1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

 , (7a)

A2 =


0 0 1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 . (7b)

Then at the receiver, the differential flat fading channel
effects can be written in a stack representation as well,
given by the matrix as

Hi =


ℜ(hi ) ℑ(hi ) 0 0
−ℑ(hi ) ℜ(hi ) 0 0

0 0 ℜ(hi ) ℑ(hi )
0 0 −ℑ(hi ) ℜ(hi )

 , i ∈ {1,2}. (8)

4 VOLUME ,

This article has been accepted for publication in IEEE Open Journal of the Communications Society. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/OJCOMS.2025.3648041

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



-8 -6 -4 -2 0 2 4 6 8

Symbol Time

-0.2

0

0.2

0.4

0.6

0.8

1
A

m
pl

itu
d

SRRC

SRRC Function
Time synchronized
Not time synchronized

Fig. 3. The blue curve represents the continuous SRRC filter function. In
contrast, the red circles indicate the discrete weights used to weight the
output of the synchronized symbols, while the purple diamonds represent
the weights applied to the non-synchronized symbols.

As such, to analyze the ISI introduced by the time mis-
alignment, a block of more than two symbols must be
considered. Suppose that the ISI spreads over K sets of
stacked (as in (6)) consecutive symbols sK , one can re-
express (1) and (2) in matrix form as

r1K = ((I⊗A1)+G(I⊗ (H2A2)))sK +zK , (9a)

r2K = ((I⊗A2)+GT (I⊗ (H1A1)))sK +zK , (9b)

wherein, I be the identity matrix with dimensions (K ×K ),
G being a matrix function of the symbol time misalign-
ment between the signals, formed as a block-circulant
(4K ×4K ) matrix whose rows are the shifted values of the
overall (transmitter and receiver) SRRC function evaluated
on the parameter τn .

Fig. 3 shows the difference in the ISI contribution of the
SRRC filter when the input symbols are time synchronized
vs when they are not. For the case of τn = 0 (time
synchronized symbols), G = I, however, when τn ̸= 0 (not
time synchronized symbols), G ̸= I.

As in any practical system, the parameters τn , αn , and
θn used to describe the received signal model must be
estimated, hence, the estimated (imperfect) values may
differ from the actual (perfect) ones. For the case of time
misalignment estimation, we can define the imperfect
estimation as:

τ̃n = τn +τϵ (10)

Where τϵ is the error of the estimation. Furthermore,
since the matrix G is formed using the estimated values
of the misalignment, the imperfect version of it would be
defined as:

G̃(τn +τϵ) = G+Gϵ (11)

Where Gϵ would be an error in the representation of
the ISI contribution from the SRRC filter.

On the other hand, the relationship between the perfect
and imperfect CSI estimation can be expressed as in [28]:

h̃i =
√

1−σ2
hhi +

√
σ2

hhϵ (12)

Where σ2
h is the estimator error variance, and hϵ is the

error which follows a normal distribution C N (0,σ2
h).

If we define the effective channel matrices in (9a) and
(9b) as the following quantities

Ψ1 = (I⊗A1)+ G̃(I⊗ (H̃2A2)), (13a)

Ψ2 = (I⊗A2)+ G̃T
(I⊗ (H̃1A1)), (13b)

we can recover the transmitted symbols via pseudo-
inverse approximation given by

s̃1K = (
Ψ1

⊤Ψ1
)−1
Ψ1

⊤︸ ︷︷ ︸
Γsol1

r1K , (14a)

s̃2K = (
Ψ2

⊤Ψ2
)−1
Ψ2

⊤︸ ︷︷ ︸
Γsol2

r2K . (14b)

Herein, Γsol1 will be called solution matrix 1 and Γsol2
will be solution matrix 2. For the final approximation
of the transmitted symbols, we use the maximum ratio
combining of the two branches as

s̃K = |h1| ˜s1K +|h2| ˜s2K

|h1|2 +|h2|2
. (15)

An analytical expression for the SINR after the combining
was developed in our previous work [22] and is given by

SI N R = 10log10

(
σ2

s

σ2
z

)
−10log10

(∥ΓsolQ∥2
F

2K

)
, (16)

where σ2
s is the variance of the transmitted symbols,

σ2
z represents the variance of the filtered noise, Γsol =

[Γsol1;Γsol2] is the concatenated solution matrices for each
branch and Q = [Q1;Q2] denotes the matrix for the AWGN
at the receiver, filtered by the SRRC and downsample by
a factor of 4.

B. Numerical approach
To implement the analytical approach presented above,
one must find efficient numerical methods for calculating
the solution matrices Γsol1, Γsol2 and multiply them by
the incoming symbols. While analyzing (14a) and (14b), it
becomes evident that, following a classical linear algebra
approach, two matrix multiplications and one matrix
inversion are required to compute Γsol1 and Γsol2. Due to
the time-varying nature of the parameters h1, h2, and τn ,
both solution matrices must be updated rapidly to track
channel variations and adapt to varying conditions with-
out significantly degrading system performance. Although
matrix inversion is a common operation in adaptive
communication systems, its computational complexity
increases rapidly with matrix size. Consequently, consider-
able research work has been focused on exploiting specific
matrix structures to reduce the complexity of inversion
algorithms [23].
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From (13a) and (13b), it can be noticed that all Kro-
necker products are performed between an identity matrix
I of dimensions (K ×K ) and squared matrices of dimen-
sions (4× 4), which leads to block-circulant matrices of
dimension (4K × 4K ). On the other hand, the structure
of the G matrix is also block-circulant with dimensions
(4K ×4K ). Therefore, Ψ1 and Ψ2 are block-circulant ma-
trices composed of K smaller (4×4) real matrices ϕ1, · · ·ϕK

in each of the K rows, represented as Ψi , i ∈ {1,2}

Ψi =


ϕ1 ϕ2 · · ϕK−1 ϕK

ϕK ϕ1 · · ϕK−2 ϕK−1

ϕK−1 ϕK · · ϕK−3 ϕK−2

· · · · · ·
ϕ2 ϕ3 · · ϕK ϕ1

 . (17)

One advantage of block-circulant matrices is that their
inverse can be calculated relatively easily with the help
of the Discrete Fourier Transform (DFT). A description of
such an approach is proposed in [23], and is based on
an extension of the Fourier decomposition of circulant
matrices.

If a circulant matrix CN×N is composed of shifted
versions of a column vector cN×1, then such a matrix can
be decomposed as

C = F H
(
diag

(p
N F c

))
F , (18)

with F represents the Fourier unitary matrix, whose com-

ponents are fn,k = exp
[− j 2πnk

N

]
. Further, the inverse C−1

can be given as

C−1 =
(
FH diag

(p
N Fc

)
F
)−1

= F−1 diag−1
(p

N Fc
)(

FH )−1

= FH diag−1
(p

N Fc
)

F.

(19)

This approach can be naturally extended to compute
the pseudo-inverse required for obtaining the solution
matrices Γsol1 and Γsol2, without introducing significant
additional complexity. For this purpose, we define the
(4× 4) complex matrices ϕ(1), . . . ,ϕ(K ), which are related
to ϕ1, . . . ,ϕK through the DFT relations as

ϕk =
K∑

n=1
ϕ(n)αk−1

n , k = 1, · · · ,K , (20a)

ϕ(n) = 1

K

K∑
k=1

ϕk
(
α∗

n

)k−1 , n = 1, · · · ,K , (20b)

with αn = exp
[

j 2π
K (n −1)

]
. Now, one can compute Γsoli, i ∈

{1,2} as

Γsoli =


ξ1 ξ2 · · ξK−1 ξK

ξK ξ1 · · ξK−2 ξK−1

ξK−1 ξK · · ξK−3 ξK−2

· · · · · ·
ξ2 ξ3 · · ξK ξ1

 , (21)

with ξk = 1

(K )2

K∑
n=1

αk−1
n

((
ϕ(n))H

ϕ(n)
)−1 (

ϕ(n))H
. (22)

Algorithm 1 Filters coefficients generation using DFT
approach.

1: Set τn ⇐ (τ1n −τ2n).
2: Set G ⇐ SRRC (τn).
3: Form H using (8).
4: Form Ψ using (13a) or (13b).
5: Set ϕ(n) ⇐ F F T (ϕk ).
6: for n = 1,2, . . . ,K do

7: Set γ(n) ⇐
((
ϕ(n)

)H
ϕ(n)

)−1 (
ϕ(n)

)H
.

8: end for
9: Set ξk ⇐ I F F T (γ(n)).

10: Update filters coeffs with ξk .

Herein, ξk is a real matrix of dimension (4 × 4). Once
again, we can leverage the block-circulant structure of
the solution matrix when multiplying it by the incoming
symbols. This process can be made relatively simple,
since multiplying a row vector by a block-circulant matrix
(as in (14a) and (14b)) is equivalent to performing a
circular convolution between the first row of blocks in the
solution matrix, and the row vector. Furthermore, circular
convolution can be approximated by linear convolution
if one of the sequences is padded with zeros at the
beginning and the end as

˜si K = ξK ⊛ ri K ≈ [0ξK 0]∗ ri K . (23)

It’s noteworthy that linear convolution is a well-researched
topic and can be easily implemented in the form of an
FIR filter.

C. Implementation
To implement the (2×1) combiner at the receiver, a hybrid
design approach is adopted, integrating both software and
hardware components, as illustrated in Fig. 4. The most
time-critical operation, combining the incoming symbols
using FIR filter banks, was implemented in hardware
(Fig. 5). In contrast, the solution matrix does not require
updates at every symbol period; it only needs to adapt
quickly enough to track variations in the propagation
channel. Therefore, Algorithm 1, which generates the filter
coefficients, was implemented in software. This approach
also enables the use of floating-point arithmetic during
the pseudo-inverse computation, thereby avoiding quan-
tization errors associated with fixed-point representations.

Once the coefficients are generated, the filters are
updated with the first four rows of the solution matrix.
Each ξk block is a real matrix of 4 × 4, hence the total
number of coefficients will be 4× 4×K . The output of
each filter is downsampled by a factor of 4, and then a
selector switches continuously from the output of each
downsampler.

IV. EXPERIMENTAL TESTBED
To emulate the scenario in Fig. 1, we used three USRPs
from National Instruments, one for the GW, one for the
channel emulator, and one for the UT interconnected,
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Fig. 4. Internal structure of the 2 × 1 diversity processing block in Fig. 2.
The channel coefficients and time misalignment estimation are sent to an
embedded processor, which generates the solution matrices. This
processor later updates the filter coefficients in the hardware.
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Filter 2

W2n

Filter 3
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Filter 4

W4n

rn

4

4

4

4

Fig. 5. FIR filter bank used to perform linear convolution between the
incoming symbols (is stack representation as in (6)) and the first four
rows of the corresponding solution matrix.

as shown in Fig. 6. The GW and channel emulator were
implemented on the USRP model 2944R, which features
an internal field programmable gate array (FPGA) Kintex-
7 410T from Xilinx (AMD). On the other hand, the UT
was implemented on a USRP model 2974 owing to the
additional presence of an internal Intel Core i7 6822EQ
processor, which communicates through PCI Express with
the FPGA (same family as in the 2944R), which makes this
model ideal for the fast interactions required between the
software and hardware parts of the design.

As previously mentioned, we selected the DVB-S2X
waveform standard with superframe format two owing to
the stringent timing and phase synchronization require-
ments of the system. The Walsh-Hadamard sequences

Fig. 6. 2 × 1 Diversity combining Test-Bed. Each USRP is connected to a
PC running LabVIEW which is used to initialize and configure the
experiments.

used in the Start of Superframe (SOSF) and Pilot (P) fields
enable robust synchronization, even under low SNR and
high-interference conditions [29].

Fig. 7 illustrates a diagram of the GW in which random
data bits are generated, mapped into M-PSK symbols,
encoded, and transmitted through the two RF outputs of
the 2944R USRP.
An important aspect to consider in the GW design is
the impact of the scrambler on the non-synchronized
symbols in (9a) and (9b). The ISI introduced by timing
misalignment, as the signal passes through the SRRC
filter at the UT, affects the scrambled symbols. However,
the compensation for this timing misalignment occurs
after the symbols are descrambled. As a result, the ISI
that is compensated does not match the ISI originally
introduced by the SRRC filter (see proof in Appendix A).
For this reason, in our experiments, we chose to deactivate
the data scrambler while keeping the synchronization
sequence scrambler active. This configuration is feasible
due to the two-way scrambler mechanism defined in the
DVB-S2X standard.

To validate the proposed design, we partially emu-
lated the scenario depicted in Fig. 1 using a satellite
link channel emulator, whose block diagram is shown
in Fig. 8. This setup enabled us to extend the experi-
mental validation beyond software-based simulations. The
emulator introduces controllable impairments, including
differential delays [30] and amplitude, phase rotation, and
additive noise [31]. The last step in the channel emulator
is to add the signals into a single stream and transmit
it to the UT. This configuration is illustrated in Fig. 6,
where two input lines from the GW feed into the channel
emulator, and a single output line connects the emulator
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Fig. 7. In the Gw diagram, the Alamouti encoder is placed after the bundle
frame generation but before the superframe generator so that the
synchronization sequences (SOSF and P) can be used in the
synchronization process needed at the UT before the combining.

USER

AWGN

MISO CHANNEL

H
Air Link

Differential 
Delay

Fig. 8. Satellite link channel emulator. Differential Delay: Allows for the
control of the sample time misalignment between waveforms. Air Link
(Channel Matrix): Is used to apply phase rotation and change the
amplitude of the signals. AWGN: Introduces Gaussian noise to the link.

to the UT. A detailed description of the communication
link parameters is provided in Table 1.

V. NUMERICAL RESULTS
The evaluation phase was divided into two categories:
(i) experiments with constant channel impairments, in-
cluding time misalignment, phase offset, and power im-
balance, and (ii) experiments with time-varying channel

TABLE 1. Communication Link Parameters

Waveform DVB-S2X format 2

Transmitted Signals 2

Walsh-Hadamard indices 5 and 13

Modulation Scheme QPSK

Bandwidth 3.1 MHz

Oversampling Factor 4

SRRC Parameters
filter span=80 symbols, roll-

off factor=0.2

SNR of individual signals Variable

Symbols Time Misalignment
Variable, between -0.5 and

0.5 (-2 to 2 samples)

Uplink carrier frequency

(GW to channel emulator)
1.13 GHz

Downlink carrier frequency

(channel emulator to UT)
1.376 GHz

impairments. The former were conducted using both soft-
ware simulations and hardware implementations, while
the latter were limited to software-based testing. In all
cases, the primary performance metric was the SINR, as
it directly reflects the impact of channel distortions such
as differential phase rotation, symbol time misalignment,
power imbalance, and additive noise, nevertheless the
symbol error rate (SER) after the combining process was
also analyzed. The numerical results demonstrate that the
proposed receiver significantly mitigates SINR degrada-
tion caused by symbol time misalignment and enhances
the robustness of the communication link against the
aforementioned impairments.

When transmitting a signal using Alamouti’s scheme
with two antennas, an expected SINR gain of 3 dB can
be achieved after combining the signals [3]. However, this
gain is contingent upon two critical conditions: precise
time alignment and equal amplitude of both signals.
If a fractional symbol-time misalignment is introduced
between the waveforms, the resulting combined SINR
undergoes significant degradation, primarily due to ISI
induced by the SRRC filter at the UT, as detailed in (1)
and (2).

A. SINR gain with constant impairments
Figs. 9, 10, and 11 illustrate the SINR improvements
achieved through the methods described in Section III.
The blue curve represents the SNR of a single beam (i.e.,
the signal from an individual satellite), while the remain-
ing four curves depict the SINR of combined signals under
both synchronous (zero symbol time misalignment) and
asynchronous (non-zero symbol time misalignment) com-
bining scenarios. In the synchronous case, the combined
signals exhibit a 3 dB SINR gain relative to the individual
beams from each satellite. However, as time misalignment
increases, the SINR performance of the classic Alamouti
combining receiver (red curve) degrades significantly. No-
tably, the combined signals most susceptible to time mis-
alignment are those with higher individual SNR, where the
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Fig. 9. SINR in Alamouti’s scheme vs symbol time misalignment when
combining two signals with 20 dB of SNR each and a differential phase of
2.3 Radians using the proposed methods from section III.
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Fig. 10. SINR in Alamouti’s scheme vs symbol time misalignment when
combining two signals with 10 dB of SNR each and a differential phase of
0.75 Radians using the proposed methods from section III.

impact of ISI is more pronounced. In contrast, signals with
lower individual SNR exhibit less degradation from ISI,
as additive noise becomes the dominant factor affecting
signal quality. On the other hand, the proposed combining
method demonstrates strong resilience to such degrada-
tion. Specifically, the green curve shows the theoretical
SINR gain, the yellow curve presents results from MATLAB
simulations, and the purple curve reflects measurements
obtained from hardware implementation using 16-bit
fixed-point arithmetic. Notably, even when the symbol
time misalignment reaches 0.5, resulting in a loss of
combining gain, the SINR degradation remains limited
to approximately 3 dB. Furthermore, the close alignment
among theoretical predictions, simulation outcomes, and
hardware measurements underscores the robustness and
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Fig. 11. SINR in Alamouti’s scheme vs symbol time misalignment when
combining two signals with 5 dB of SNR each and a differential phase of
1.85 Radians using the proposed methods from section III.
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Fig. 12. Symbol Error Rate performance under symbol time misalignment
when combining two signals with individual SNR of 10 dB (combined
SINR of 13 dB).

practical viability of the proposed approach. It is worth
noting that the differential phase values shown in the fig-
ures are those estimated in real time during the hardware
experiments.

If we consider the case with the SNR regime of 10 dB
for individual signals and analyze the SER (Fig. 12), it
becomes obvious how the proposed receiver outperforms
the classic Alamouti receiver when time synchronization
between the signals is lost.

In most cases, signals transmitted from distributed
satellites arrive at the receiver with different amplitudes,
a phenomenon known as power imbalance. This effect is
primarily caused by variations in propagation path lengths
and fading events. In waveform standards such as DVB-
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Fig. 13. SINR in Alamouti’s scheme vs symbol time misalignment when
combining two signals with 5.10 dB of power imbalance. The first signal
has an individual SNR of 20 dB, while the second 14.9 dB. In this case, the
differential phase is 2.5 Radians.

S2X, adaptive modulation and coding (modcod) schemes
are typically employed, thus a degradation in signal SNR
often results in a shift to a lower-order modulation and
a higher Forward Error Correction (FEC) rate, leading to
reduced throughput. Therefore, the capability of provid-
ing a semi-stable SINR gain under time-varying channel
conditions is a highly desired one. Figs. 13 illustrates the
SINR gain achieved when combining two signals with
more than 5 dB of power imbalance. It can be noticed
that the system consistently maintains a combined SINR
that exceeds the higher of the two individual SNRs for
most values of symbol time misalignment.

When analyzing the system in terms of spectral effi-
ciency, a combining gain of approximately 3 dB under
perfect alignment conditions is expected to enhance per-
formance compared to single-signal transmission. Figure
14 illustrates the spectral efficiency as a function of the
ratio between the channels’ amplitudes, where the values
of |h2| remain constant as the ones for |h1| increase from
0.2 to 1 (equal amplitude). When the values of |h1| are
significantly lower than those of |h2|, the spectral effi-
ciency approaches that of a single-channel transmission.
However, as the amplitudes of both channels become
comparable, the overall spectral efficiency of the system
increases, demonstrating the benefit of signal combining.

B. Effect of imperfect parameter estimation
The system performance critically depends on the ac-
curate representation of the effective channel matrices,
denoted as Ψ1,2. Consequently, it is essential to analyze
how estimation errors in symbol time misalignment and
differential CSI influence the achievable combining gain.
Fig. 15 shows the SINR performance when an error is
introduced in the symbol time misalignment estimation
with values τϵ= 0%, 1%, 2%, 3% and 4% of the total symbol
period.
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Fig. 14. Spectral efficiency of the proposed system in comparison with
the one expected for single signal transmission. For the case of
combining individual signals with 5, 10 and 20 dB of indiviidual SNRs.
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Fig. 15. SINR of combined signals with individual SNR of 20 dB under
imperfect symbol time misalignment estimation.

Another critical aspect is the impact of symbol time
misalignment on the estimation of CSI in overlapped
waveforms. It is well established that perfectly aligned
Walsh Hadamard sequences (like the ones used in the pi-
lot fields) exhibit complete orthogonality. However, when
this orthogonality degrades due to time misalignment, the
variance of the CSI estimator increases accordingly. (Fig.
16).

As it is to be expected, an increase in the variance of
the CSI estimation has a negative impact on the resulting
SINR after combining. Fig 17 shows the degradation in
the combining gain when the variance from Fig. 16 is
introduced into the CSI estimation used to generate the
solution matrices. Similar results are show in Fig. 18 where
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Fig. 16. Variance in the CSI estimation under imperfect pilot alignment.
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Fig. 17. Effect of variance in the CSI estimation when combining two
signals with individual SNR of 10 dB.

an increse in SER can be noticed for an imperfect CSI
estimation.

C. SINR gain with time-varying impairments
Differential delay between waveforms is not the only
factor that changes when signals are received from dis-
tributed satellites. Variations in power imbalance also play
a significant role. Moreover, Doppler-induced frequency
shifts introduce rapid phase rotations in the symbol con-
stellation, which can further degrade system performance.

Figs. 19 illustrates the variation in SINR gain as a func-
tion of symbol time misalignment and power imbalance
for the high SNR regime. In this analysis, the SNR of
one signal is progressively reduced, introducing a power
imbalance of up to 14 dB between the signals, while the
misalignment is incrementally increased from 0 to 0.5
symbol time. As observed, the system consistently main-
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Fig. 18. Symbol Error Rate for performance under imperfect CSI
estimation, when combining two signals with individual SNR of 10 dB.
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Fig. 19. SINR gain vs symbol time misalignment vs power imbalance,
when combining two signals of 20 dB of SNR each and the power of one
signal is decreased in steps from 20 dB down to to 6 dB.

tains a quasi-stable SINR, with degradations limited to
approximately 3 dB even in the worst-case scenario of 0.5
Ts misalignment. This is possible due to the redundancy
provided by the power stability of the signal with the
stable (time-invariant) amplitude.

One of the key parameters for effective signal combin-
ing using Alamouti’s scheme is the differential phase be-
tween the incoming symbols. In satellite communication
systems, however, this differential phase can exhibit rapid
variations when signals originate from different satellites.
These fluctuations are primarily caused by frequency
shifts resulting from the Doppler effect. Although some
compensation methods can be employed [32], a remnant
Doppler shift (as commonly known) will always persist.

Fig. 20 illustrates the impact of Doppler shifts up to
500 Hz on the SINR gain. The simulations are conducted
under the system configuration specified in Table 1, with
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the differential phase measurement updated every 956
symbols, corresponding to the pilot spacing in the DVB-
S2X Format 2 standard. As the Doppler shift increases,
the SINR gain decreases, reflecting the growing difficulty
of the synchronization system in accurately tracking the
differential phase between signals.

D. Filter length impact in SINR and computational
complexity
One critical aspect of our design is the analysis of the
combining filters length. Filters with too few taps fail
to adequately compensate for the ISI introduced by the
SRRC filter, while excessively long filters increase compu-
tational complexity without significant performance gains.
An upper bound for the filter length can be defined
based on the symbol span of the SRRC filter, which in
our case is 80 symbols. To determine a suitable lower
bound, we conducted experiments analyzing the SINR
gain as a function of the number of taps in the filter bank,
under varying conditions of symbol time misalignment
and individual SNR.

For the scenario with individual signal SNRs of 20 dB
(Fig. 21), it can be observed that lower time misalignments
between signals require fewer filter taps to effectively
compensate for ISI. Moreover, beyond 60 taps, the SINR
gain saturates, even in the worst-case misalignment of 0.5
Ts.

Since the receiver is fully implemented in an embedded
system, computational resources are limited. Therefore,
each arithmetic operation must be carefully examined
to ensure efficiency. Given the division between software
and hardware components, it is appropriate to conduct
separate analyses: one for the floating-point operations
executed in software, and another for the fixed-point
operations carried out in hardware.
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Fig. 21. SINR gain vs filter length when combining two signals with 20 dB
of SNR each.
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Fig. 22. Computational complexity using classical matrix inversion
methods vs using our proposed method.

The proposed Algorithm 1 introduces considerable
computational complexity. It involves multiple matrix
multiplications, both real and complex, with a com-
plexity of O (N 3), as well as K 4 × 4 complex matrix
inversion using either Lower-Upper decomposition or
Gauss-Jordan elimination, which also has a complexity of
O (N 3). Additionally, the algorithm performs several Fast
Fourier Transform (FFT) computations using the radix-2
algorithm, requiring O ( K

2 l og2(K )) complex multiplications
and O (K log2(K )) complex additions [33].

Table 2 presents a comprehensive breakdown of the
computational complexity involved in calculating the filter
coefficients. All complex operations are represented by
their equivalent number of real floating-point operations
to provide a uniform and precise comparison.

Fig. 22 compares the overall computational complexity
of calculating the pseudo inverse in (14a) and (14b), using
the proposed Algorithm 1, against conventional matrix
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TABLE 2. Floating Point Operations in Algorithm 1 (for an individual Rx

chain)

Operation Description
Complexity (Real

Flops)

Computing τn One real substraction O (1)

Computing G Pre-computed values -

Form H using

(Eq. 8)
Read values from FPGA -

Form Ψ1,2 us-

ing (13a) and

(13b)

One 4 × 4 real matrix

multiplication, One N ×
N real matrix multiplica-

tion and one N ×N real

matrix addition

O (43) + O (N 3) +
O (N 2)

Compute FFT

Perform 16 FFT of K

samples each (where ϕK

is composed by K (4×4)

matrices)

16[O (4( K
2 )log2(K )) +

O (2(K log2(K ) +
( K

2 )log2(K ))]

Compute

Pseudo-

Inverse of K

4 × 4 complex

matrices

Each complex pseudo in-

verse requires 2 (4 × 4)

complex matrix multipli-

cation and one 4×4 com-

plex matrix inversion

O (2(480))+O (856)

Compute IFFT

Perform 16 IFFT of K

samples each (where γ(n)

is composed by K (4×4)

matrices)

16[O (4( K
2 )log2(K )) +

O (2(K log2(K ) +
( K

2 )log2(K ))]

inversion techniques such as Lower-Upper decomposition
and Gauss-Jordan elimination. All matrix sizes are powers
of two, in accordance with the radix-2 FFT algorithm re-
quirements. The results indicate that for smaller matrices,
the computational complexities are comparable. How-
ever, as the matrix size increases, the proposed method
demonstrates a notable efficiency gain, requiring less
than half the number of floating-point operations for a
64×64 matrix and nearly 2.7 times fewer operations for a
128×128 matrix.

In contrast, hardware complexity analysis is more
straightforward. According to digital filter theory, the
number of multiplications in an N-tap FIR filter scales
with O (N ), and the number of additions scales with
O (N − 1) [34]. Fig. 23 illustrates the total number of
fixed-point operations per symbol accounting for both
filter banks required to merge the two data streams as
a function of the filter length.

VI. CONCLUSION
In conclusion, this work introduces a novel receiver archi-
tecture tailored for distributed STBC satellite communica-
tion scenarios, addressing the critical challenge of symbol-
level time misalignment. The proposed system, imple-
mented and validated in both software and hardware
environments, leverages adaptive and computationally
efficient algorithms to enhance STBC-based combining
schemes. By integrating time misalignment information
into the combining process, the receiver achieves signif-
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Fig. 23. Computational complexity of the two filter banks used in the
combining process.

icant performance gains over conventional approaches,
particularly under imperfect signal alignment. The ro-
bustness of the system was further demonstrated under
typical satellite impairments such as power imbalance
and Doppler shift, with consistent SINR and SER per-
formance. A detailed computational complexity analysis
was conducted, including the development of an effi-
cient pseudo-inverse computation algorithm for software
implementation. Future work will focus on over-the-air
validation using real satellite links and the exploration
of alternative waveform standards, such as orthogonal
frequency-division multiplexing (OFDM) in 5G NR.

APPENDIX
A. SCRAMBLER EFFECT ON THE INTER-SYMBOL
INTERFERENCE
Suppose we want to transmit a vector of complex symbols
x ∈C. On the GW side, the symbols are first encoded by
a generic encoding matrix E and then scrambled by a
scrambling vector s, before going through the transmis-
sion filter. On the UT side the received symbols can be
expressed as

r = diag(d )Gh diag(s)E x , (24)

where h is a scalar representing the channel CSI that
remains constant for the duration of the symbol’s trans-
mission, G is the ISI introduced by the SRRC filter due to
improper time synchronization, and d is the descrambler
sequence applied to the incoming symbols, and has the
property diag(d )diag(s) = I . If we wish to recover the
transmitted symbols using the approach proposed in (14a)
and (14b) based on the estimation of h and G, we can
write

x̃ =
[(

(GhE )H (GhE )
)−1(GhE )H

]
×

[
diag(d )G

(
diag(s)hE x

)]
.

(25)
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if G = I then (25) transform into:

x̃ =
[(

(hE )H (hE )
)−1(hE )H

]
hE x . (26)

Then the transmitted symbols can be recovered appropri-
ately, otherwise if a scrambler sequence is used while the
signal is affected by improper time synchronization (like
the overlapped signals in (9a) and (9b)), the ISI distortion
compensated is not the same as the one introduced by
the SRRC filter.
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