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Abstract—In this paper, we propose an efficient and low hard-
ware complexity multiuser multiple-input multiple-output (MU-
MIMO) joint radar-communication (JRC) system. The proposed
system is implemented via an analog phase shifting network
and a variable gain amplifier. The proposed system simulta-
neously supports the downlink communication with multiple
users and radar target detection through its multiple antenna
transmitter. We consider two design architectures for the phase
shifting network: infinite and finite resolution phase-shifters.
Furthermore, the energy consumption of the both the proposed
architectures is modeled. For these two cases, the transmit
waveform is designed in the radiofrequency (RF) domain such
that the downlink multi-user interference is minimized while
the desired radar beampattern is achieved under architecture
specific constraints. To do so, a difficult nonconvex optimization
problem is formulated and solved by a novel algorithmic solution
based on the primal-dual framework. The numerical results
verify the good performance and significant gains in the energy
efficiency of the proposed approach with respect to the existing
state-of-the-art fully-digital methods.

Index Terms—Joint radar-communications, MU-MIMO, low
hardware complexity, waveform design, phase shifter, primal-
dual, RF precoding.

I. INTRODUCTION

THE sixth Generation (6G) wireless technologies have to
satisfy an exponentially increasing demand for high qual-

ity wireless communications services, since a huge volume
of different devices demand access to the wireless medium.
By 2023, 29.3 billion interconnected devices [1] were ex-
pected, spanning from regular cellular networks to small-scale
smart devices within the context of the so-called “Internet
of Things (IoT)” [2], [3]. Therefore, wireless communication
systems could benefit from additional frequency spectrum
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resources, in order to meet those demands. Towards that
direction, the efficient utilization of the currently occupied
electromagnetic spectrum by other applications, is a high
potential solution. Among different proposals [4]- [5], the
case of joint communications-radar spectrum sharing has
recently gained great interest in the literature [6]- [7]. The
latter is usually implemented via two different approaches: 1)
Coexistence of the radar and the communication systems [8]-
[10], and 2) Joint radar-communication (JRC) system design
that simultaneously supports both functions [11]- [16].

In the present paper, we are interested in JRC systems
aiming at designs that can jointly handle the operations of
both the radar and communication systems. Such designs may
apply in real-time joint sensing/communication operations via
a single hardware setup. Thus, they require lesser hardware
complexity, implementation costs and communication over-
head in comparison to the coexistence-based approach [8]-
[10]. This is the case since in the coexistence-based ap-
proach, the communication and radar systems are, in general,
implemented in different hardware platforms. Furthermore,
the two systems require to exchange information related to
the interference channels and radar waveform parameters to
manage the cross interference between them [8]- [10].

In the considered regime, the JRC system is implemented
by designing the transmit waveform such that both the per-
formance of the radar and communication systems is opti-
mized subject to spatial/temporal constraints. Following this
approach, the available spatial degrees of freedom in the JRC
system are effectively exploited, i.e., via multiple transmit
antennas. As a result, the designed transmit waveform for such
a JRC MIMO system achieves high information transmission
rates to the intended users and a reliable operation of the radar
system.

A. Prior State-of-the-Art

In [11], the transmit waveform for the JRC system is
designed by minimizing the multiuser interference such that a
desired radar beampattern is achieved via imposing a specific
structure on the covariance matrix of the transmit signals. In
[12], the problem of joint transmit waveform and receive filter
design under different spatial/temporal constraints is studied.
In [13], linear precoding solutions were derived such that the
designed signals to be transmitted match the desired radar
beampattern, satisfy a specified signal-to-interference ratio
(SINR) level at the intended users and a transmit power
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constraint, as well. An alternative approach with improved
performance was followed in [17] according to which, the
linear precoding matrix is decomposed into two parts, one for
the communication and one for the radar system.

In the aforementioned works, the JRC system is based on a
fully-digital transceiver. Such transceivers present high hard-
ware complexity/power consumption, especially for systems
equipped with large-scale/massive antenna arrays. This is due
to the one Radio Frequency (RF) chain per-antenna element
requirement for the implementation of a fully digital tech-
nique. Each RF chain includes a number of different electronic
elements among which are the Digital-to-Analog/Analog-to-
Digital converters (DACs/ADCs) that are the most complex
and energy consuming devices in short range applications
[18].

Towards that direction, hybrid analog-digital (A/D)
transceivers have been proposed in the wireless communi-
cation literature [19]- [24]. Recently, hybrid A/D transceiver
solutions for JRC systems have been proposed in [25], [26].
The aim of these approaches is the reduction of the number of
the transceiver’s RF chains via a two stage beamformer that is
constituted by a low dimensional digital precoder applied in
the base-band followed by an analog beamformer applied in
the RF domain. On the contrary, the reduction on the number
of RF chains has impact on the number of the supported
streams that can be transmitted simultaneously when a linear
precoding technique is employed (i.e., the number of the
supported streams can be equal to the number of the available
RF chains, at most) [27].

From the previous discussion, it is evident that the reduction
on the hardware complexity/power consumption comes at the
cost of a transceiver design of limited capabilities compared
to its fully digital counterpart. To that end, a solution to
design the transmitter mainly from analog components such
as Phase Shifters (PS) and a Variable Gain Amplifier (VGA),
etc., is proposed in [28]. Through the nonlinear design of the
transmit signals, the transmission of multiple parallel streams
is enabled and thus, it is able to support efficiently multiuser
communication while exhibiting significant gains in power
consumption and hardware complexity. Such systems based
on analog components have also been recently developed
for Orthogonal Frequency Division Multiplexing (OFDM)
[29] and cognitive radio systems [30]. Given the limitations
posed by modern systems where low hardware complexity
and/or battery operated devices ask for wireless connectivity
and sensing capabilities (i.e., IoT, cyberphysical systems),
transmitters based on phase shifting network-aided analog
components is a viable solution.

Furthermore, there are various works in the literature ad-
dressing the problem of finite and infinite resolution phase-
shifters-based models in communications and radar appli-
cations [31]–[33]. The problem of maximizing the spectral
efficiency in hybrid beamforming systems employing finite
resolution phase-shifters is discussed in [31]. In [32], the prob-
lem of binary sequences design with good aperiodic/periodic
autocorrelation and cross-correlation functions is considered
for MIMO radar systems. Further, the work in [33] considered
the problem of beamforming optimization for intelligent re-

flecting surface (IRS)-aided wireless network by minimizing
the transmit power by jointly optimizing the transmit precod-
ing and the discrete phase-shifts at the IRS.

To that end, in the present paper, we are motivated to
develop JRC systems based on analog components and study
their performance in different regimes. A first study of this
approach was presented in [34] where a solution based on
infinite resolution PS is presented. In the present work, we
provide detailed derivations of the presented solutions, provide
an additional problem formulation for a system model based
on finite resolution PSs and an algorithmic solution tailored
for the latter problem. Furthermore, detailed energy consump-
tion models are derived for both the considered architectures
with finite and infinite resolution PSs upon which their energy
efficiency is calculated. In addition, the performance of the
proposed architectures has been extensively studied through
simulations and thoroughly compared to the state-of-the-art
solutions for different key model parameters.

B. Contributions

More specifically, the contributions are as follows:

• A novel analog architecture for multiuser (MU)-MIMO
JRC system based on a single phase-shifter per antenna
and a common variable gain amplifier (VGA) that drives
the phase shifting network is proposed. Both the cases
of infinite and finite resolution PSs are considered.

• For the proposed system, the optimal transmit waveform
is designed by formulating an optimization problem
to minimize the communication multiuser interference
(MUI) criterion while imposing a specific radar beam-
pattern and also satisfying constraints related to the
proposed architecture, i.e., infinite or finite unit-modulus
constraints.

• The resulting optimization problems are nonconvex, non-
deterministic polynomial time (NP)-hard and have yet to
be addressed in literature [35]. To that end, we propose
novel efficient algorithmic solutions based on the primal-
dual framework [36].

• The power consumption of the new JRC system is
modeled in order to enable the evaluation of its energy
efficiency defined as the ratio of the achievable sum rate
to the power consumed by the JRC system’s components.

• The numerical results verify the excellent performance of
the MIMO JRC system compared to the state-of-the-art
fully-digital approaches while offering significant gains
in terms of the power consumption/energy efficiency.
Furthermore, it is shown that PS modules of only 1-bit
resolution suffice to achieve very close performance to
the architecture based on infinite resolution ones.

The rest of the paper is organized as follows: Sec. II
presents the system model. In Sec. III, the optimization
problems to be solved are formulated and the corresponding
algorithmic solutions are developed. Sec. IV presents the
power consumption model of the proposed JRC architecture.
In Sec. V numerical results are presented and Sec. VI con-
cludes this work.
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Notation: A, a, a: matrix, vector and scalar variable, respec-
tively; tr(·), re(·), (·)T , (·)H , (·)−1,(·)−H ,∥(·)∥p and ∥(·)∥F
denote the trace, real-term, transpose, Hermitian transpose,
inverse, inverse Hermitian transpose, p norm and Frobenius
norm, respectively; Ai,j and ai are the (i, j)-th and i-th
elements in A and a, respectively; | · | is the modulus of a
complex number. IN is N -size identity matrix; C and R+

and denote the set of complex and real positive numbers,
respectively; diag{·} is the operator that returns the diagonal
entries of a matrix in diagonal matrix form; E{·} denotes the
expectation operator; CN (a, b) is a complex Gaussian vector
with mean a and variance b.

II. SYSTEM MODEL

Let us assume, a MU-MIMO JRC system equipped with
a uniform linear array (ULA) of NT antenna elements which
simultaneously serves NR single-antenna downlink user ter-
minals (UTs) and transmits radar probing waveforms towards
the targets. To reduce the hardware complexity, we propose
an analog architecture for the MIMO JRC system as shown
in Fig. 1a. Such an architecture is implemented by one phase
shifter (PS) module connected to each transmit antenna before
the power amplifiers (PAs). Both the cases of infinite and finite
resolution PS are assumed. As shown in Fig. 1a, this phase
shifting network is driven by a common VGA, with the local
oscillator (LO) circuitry, that tunes the common amplitude of
the complex output transmit signals.

Different than a typical fully digital architecture (Fig. 1b),
this architecture does not require high hardware complex-
ity/high power consumption components such as DACs to
be implemented. On the contrary, fully digital architectures
require two DACs (one for the real part and one for the
complex part of the signal) per antenna array element that ex-
ponentially increase the required hardware complexity/power
consumption, especially for large-scale antenna arrays.

Moreover, the proposed analog architecture in Fig 1.a, has
significant gains on the hardware complexity/power consump-
tion compared to hybrid Analog/Digital (A/D) architectures
since it requires only one phase shifting element per array ele-
ment. Contrariwise, a fully connected hybrid A/D architecture
requires NRFNT phase shifting elements to interconnect the
NRF << NT RF chains with the NT antenna array elements.
On top of this, two DACs per each one of the employed NRF
chains are required [20].

It is also noteworthy to point out that the proposed architec-
ture in Fig.1a enables the nonlinear design of the transmit sig-
nals, in contrast to the linear design that both the fully digital
and hybrid A/D architectures are based to. The nonlinear de-
sign offers a full control on the spatio-temporal characteristics
of the digital transmit waveform. The latter comes at the cost
of the requirement for updates based on the symbol time basis.
This may increase the computational requirements compared
to hybrid A/D and fully digital solutions that require updates
based on a channel coherence basis, especially in slow-fading
channels.

A detailed comparison between fully analog, hybrid A/D
and fully digital architectures is given in [28] for com-
munication only systems, though the presented results and
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Fig. 1: a) Proposed analog architecture for the MIMO JRC
system. b) Fully digital architecture for the MIMO JRC

system

conclusions can be also extended to the JRC system model,
considered in the present paper.

A. Communication Model

The received signals of the downlink communication users
Y can be expressed as

Y = HXQ+ Z, (1)

where X = [x1, . . . ,xM ] ∈ FNT×M is the transmit signal ma-
trix employed for both radar and communication operations,
M symbols is the length of the communication frame/radar
pulse and F is the set of complex unit-modulus numbers, i.e.,

F = {ω ∈ C | |ω| = 1} . (2)

For the case of finite resolution PS, the entries of the transmit
signal X lie in set Fb ⊂ F which is derived by the
discretization of the complex unit circle, i.e.,

Fb =

{
1, ej

2π

2b+1 , · · · , ej
2π(2b+1−1)

2b+1

}
, (3)

where b-bits resolution is assumed for all the involved PS
modules. The channel matrix H = [h1, . . . ,hNR ]

T ∈ CNR×NT

This article has been accepted for publication in IEEE Transactions on Green Communications and Networking. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TGCN.2025.3563394

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University College London. Downloaded on April 30,2025 at 16:14:45 UTC from IEEE Xplore.  Restrictions apply. 



4

represents the frequency flat fading channel entries between
the JRC system and the communication user terminals (UTs).
The channel state information is assumed to be perfectly
known at the transceiver. The matrix Q = diag([q1, . . . , qM ])
is the M×M diagonal matrix of real entries that correspond to
the common amplitude set by the VGA per frame of symbols.

The matrix Z = [z1, . . . , zM ] ∈ CNR×M represents the
independent and identically distributed complex additive white
Gaussian noise at the communication UTs where zm ∼
CN (0, σ2

z I), ∀m and σ2
z is the noise variance.

The communication part of the system aims at the trans-
mission of a desired symbol s(n,m) ∈ O, 1 ≤ n ≤ NR,
1 ≤ m ≤ M , from the BS to the nth UT in the mth
symbol time. O is the set of the employed constellation points
with cardinality |O| = C. In each symbol time, the vector
of the symbols to be transmitted to the UTs is denoted by
sm ∈ ONR×1. Given the CSI and S = [s1, . . . , sM ], that
includes the symbols to be transmitted to the NR UTs at a
block of M symbol times, the BS aims at the design of a
transmit signal matrices, X and Q such that the matrix of the
received signals at the UTs during these M symbol times Y
is as close as possible, to S.

The latter may be achieved by minimizing the so-called
“MUI energy” [37], given by,

f(X,Q) = ∥HXQ− S∥2F . (4)

Observe that the received signal of the nth UT in the mth
symbol time can be written as,

yn,m = sn,m + hT
nxm − sn,m︸ ︷︷ ︸

MUI at the nth user

+zn,m. (5)

Then, according to (5), the receive SINR per block of M
symbols for the nth UT, is defined as

ξn =
E{|sn,m|2}

E{|hT
nxm − sn,m|2}+N0

, (6)

where sn,m is the (n,m)th entry of the symbol matrix S. In
(6) the expectation operator in the numerator is applied on
sn,m and in the denominator, it is applied on sn,m and xm,
as well.

It has been shown in [37] that an approximation of the
achievable normalized information rate for the nth user is a
function of SINR term ξn, given in (6). Thus, the achievable
sum-rate of the communication part can be approximated by,

r =

NR∑
n=1

log2(1 + ξn), (7)

where ξn is calculated by (6).
Let us assume that 1) the symbols sm,n, where 1 ≤ m ≤

M , 1 ≤ n ≤ N , are drawn from the same constellation set O
and have fixed energy. Then, the signal power E{|sm,n|2} in
(6) is also fixed and thus, the SINR expression per user can
be maximized by minimizing the MUI energy in (4). From
(7), it is straightforward to see that by maximizing the SINR
of the UTs, their achievable rate is maximized, as well. That
is, the MUI energy minimization is a suitable criterion for
optimizing the rate performance of the system.

In the proposed design, we aim at the optimization of
the communication sum-rate of the JRC system through the
minimization of the MUI energy subject to the constraints
related to the radar waveform design and additionally due to
the employed hardware, i.e., unit-modulus signals due to the
PS and maximum transmission power constraints due to the
VGA/PAs at the BS.

B. Radar Model

The transmit beampattern for the JRC system that points to
the targets of interest can be expressed as

PT(θ) = aHT (θ)RTaT(θ), (8)

where aT(θ) = [1, ej
2π
λ d sin(θ), ..., ej(NT−1) 2π

λ d sin(θ)]T is the
transmit array response vector, with λ being the signal
wavelength and d is the inter-element antenna spacing. The
variable θ denotes the angle of detection. Note that the above
expression represents the power of the transmitted signal at
a general focal point θ as in [38]. The covariance matrix
associated with the transmit signal matrix XQ is given by

RT =
1

M
XQQHXH , (9)

where it is assumed that M ≥ NT without loss of generality,
RT in (9) is positive definite. Following [39], designing RT is
equivalent to designing the transmit radar beampattern in (8)
for uncorrelated waveforms where MIMO radar exhibits high
degree of freedom (DoF) in comparison to the conventional
phased array radar. Having described the desired cost function
and the desired features of the radar waveform, the optimiza-
tion problem via which the transmit signals are derived for
the low complexity analog architecture is defined in the next
section.

III. WAVEFORM DESIGN

In this section, we formulate the waveform design problem
and derive an algorithmic solution to solve the problem for
the system model in Fig.1.

We consider RD as a Hermitian positive semidefinite
covariance matrix corresponding to a well-designed radar
beampattern [10]. The transmit waveform design problem for
the JRC system involves the derivation of the optimal X and
Q matrices per block of M symbols through minimizing the
MUI function in (4), that is

(P1) : min
X,Q

1

2
∥S−HXQ∥2F

s. t. X ∈ FNT×M (FNT×M
b )

1

M
XQQHXH = RD

|diag{Q}|2 ⪯ Pmax1,

where the first constraint is due to the unit-modulus entries in
X, for the infinite and finite resolution PS cases, respectively,
the second constraint imposes the desired beampattern to the
transmit waveform and the third one is a maximum power
budget related constraint (Pmax).
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Problem (P1) is nonconvex due to the nonconvex objective
function and nonconvex set of constraints. It is in general,
a difficult NP-hard problem to solve [35]. In order to solve
the directional beampattern design problem in (P1), we can
express it in a form solvable by an alternating minimization-
based approach, called as primal-dual method (PDM) [36].
There are existing methods which implement alternating
minimization based iterative procedures to solve constrained
optimization problems efficiently. These methods provide a
variant of the standard augmented Lagrangian method that
uses partial updates (similar to the Gauss-Seidel method for
the solution of linear equations) to solve optimization prob-
lems with constraints. This approach has been successfully
applied to solve nonconvex problems, as well [40]- [42].
For convenience, we introduce the auxiliary matrix Z, and
problem (P1) is rewritten as

(P2) : min
Z,X,Q

1

2
∥S−HZ∥2F

s. t. Z = XQ

X ∈ FNT×M (FNT×M
b )

1

M
ZZH = RD

|diag{Q}|2 ⪯ Pmax1.

Problem P2 is a nonconvex problem. However, the objec-
tive function is convex in Z. Furthermore, we have introduced
an additional (first) constraint that captures the coupling
between X and Q, and thus, there is no coupling term in
the third constraint on the covariance matrix. The augmented
Lagrangian function of the optimization problem P2 can be
written as

L1(Z,X,Q,Λ) =
1

2
∥S−HZ∥2F + tr

(
ΛH(Z−XQ)

)
+

ρ

2
∥Z−XQ∥2F , (10)

where ρ ∈ R+ is a scalar hyper-parameter and Λ ∈ CNT×M

is the Lagrange multiplier matrix having as entries the dual
variables.

Then, the application of the proposed PDM for solving P2

involves the alternating minimization steps, with respect the
primal variables, given by

(P2A) : Zk+1 = arg min
Z∈Z
L1(Z,Xk,Qk,Λk),

(P2B) : Xk+1 = arg min
X∈FNT×M

L1(Zk+1,X,Qk,Λk),

(P2C) : Qk+1 = arg min
Q∈Q

L1(Zk+1,Xk+1,Q,Λk),

where Zk, Xk, Qk and Λk are the variable values at the
kth iteration of the PDM sequence and Z and Q are the sets
associated with the constraints in (P2). The dual variables in
Λk+1, 1 ≤ m ≤ M are updated via a gradient ascent step,
i.e.,

Λk+1 = Λk + γ (Zk+1 −Xk+1Qk+1) , (11)

where γ ∈ R is a scalar step-size parameter. We now move
forward with the derivation to the solution of (P2A), i.e.,

min
Z
− tr(re(SHHZ)) +

1

2
∥HZ∥2F + tr(re(ΛH

k Z))

+
ρ

2
[∥Z∥2F − 2tr(re(ZHXkQk))]

subject to
1

M
ZZH = RD. (12)

We now utilize the constraint, ZZH = MRD into the
objective function. As a consequence, the second term of the
objective function in the above problem becomes independent
of Z. Thus, after neglecting this constant-term, the simplified
objective function can be written as, −tr(re(ZH(HHS−Λk+
ρXkQk))). After completing the square, the above problem
can be further formulated as given by,

min
Z

∥∥∥Z− Ŝ
∥∥∥2
F

subject to
1

M
ZZH = RD, (13)

where Ŝ = HHS−Λk + ρXkQk. The related constraint can
be further expressed as,

1

M
F−HZZHF−1 = I,

where F is calculated by the Cholesky decomposition of the
covariance matrix RD, i.e., RD = FFH , where the matrix F
is a NT ×NT lower triangular matrix. Matrix F is invertible
since the covariance matrix RD is assumed to be positive
definite. We let Z̃ =

√
1
MF−1Z and thus, we have

min
Z

∥∥∥√MFZ̃− Ŝ
∥∥∥2
F

subject to Z̃Z̃H = I. (14)

The above problem in (14) represents an orthogonal Pro-
crustes problem (OPP) which admits the following closed-
form solution:

Z̃ = ŨINR×MṼH , (15)

where ŨΣ̃ṼH = FH Ŝ represents the singular value decom-
position (SVD) of FH Ŝ where Ũ and Ṽ are the left and
right singular matrices of SVD, respectively, and Σ̃ denotes
the diagonal matrix of singular values. Thus, the update for
variable Z is given by√

1

M
F−1Zk+1 = ŨINR×MṼH

=⇒ Zk+1 =
√
MFŨINR×MṼH . (16)

We now derive the solution to P2B . We have,

min
X
−tr(re(ΛH

k XQk))

+
ρ

2
[−2tr(re(ZH

k+1XQk)) + ∥XkQk∥2F ]

subject to X ∈ FNT×M (FNT×M
b ), (17)

The solution to this problem does not admit a closed form
and thus, we resort to a projected gradient descent approach
for its solution [36]. That is, the update for variable X at
the (k + 1)th iteration is done through an iterative procedure
that performs the following sequential updates on its (l+1)th
iteration,
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Xk+1,l+1 = ΠX {Xk+1,l − α∇XL(Zk+1,Xk+1,l,Qk,Λk)} ,
(18)

where X = F or X = Fb and thus, ΠF{·} and ΠFb
{·} are

the element-wise projection operators onto sets F and Fb,
respectively, Xk+1,0 = Xk, α is a step-size parameter and
the gradient ∇XL(Z,X,Q,Λ) is given by

∇XL(Z,X,Q,Λ) = QΛH − ρ[QZH −QQHXH ]. (19)

The projection operator ΠF{·} can be computed by solving
the following optimization problem,

(P3) : min
AF
∥AF −A∥2F

s.t. AF ∈ FNT×M , (20)

where A is an arbitrary matrix and AF = ΠF{A} is its
element-wise projection onto the set FNT×M . It can be shown
that (P3) admits the closed form solution given by

AF (ir, ic) =

{
0, A(ir, ic) = 0
A(ir,ic)
|A(ir,ic)| , A(ir, ic) ̸= 0

, (21)

where AF (ir, ic) and A(ir, ic) are the elements at the irth
row - icth column of matrices AF and A, respectively and
1 ≤ ir ≤ NT and 1 ≤ ic ≤M .

In a similar manner, the projection operator onto the set
Fb can be computed by solving the following optimization
problem,

(P4) : min
AFb

∥AFb
−A∥2F

s.t. AFb
∈ FNT×M

b , (22)

where A is again, an arbitrary matrix, and AFb
= ΠFb

{Ab}
is its element-wise projection onto the set FNT×M

b . It can be
shown that problem P4 admits the following element-wise
solution,

AFb
(ir, ic) = arg min

0≤i≤2b

∣∣∣A(ir, ic)− ej
2πi

2b+1

∣∣∣2 , (23)

where AFb
(ir, ic) and A(ir, ic) are the elements at the irth

row - icth column of matrices AFb
and A, respectively, and

again, 1 ≤ ir ≤ NT and 1 ≤ ic ≤ M . In other words,
A(ir, ic) is quantized to the closest value in Fb.

Ideally, the iterations in (18) should run until a termination
criterion is met, i.e., such that convergence to an optimal
point of P2B is established. In order to reduce the required
complexity, we propose to run the inner iteration (index l)
in (18) only for a few iterations (Lmax) for every outer
iteration (index k), thus resulting in an inexact solution for
updating the variable X. In the recent literature, PDM-based
solutions with inexact updates have been successfully applied
to solve optimization problems [43], [44]. This can be further
explained by theoretical results showing that under certain
conditions, PDM with alternating minimization steps that are
not exactly carried out are possible to converge [36], [44],
[45]. Nevertheless, a detailed theoretical study is beyond
the scope of the present work. The derived inexact solution

appears to behave remarkably well, as it is verified by the
numerical results in Sec. V.

Next, we derive the solution to P2C ,

min
Q
−tr(re(ΛHXQ)) +

ρ

2
[−2tr(re(ZHXQ)) + ∥XQ∥2F ]

subject to |diag{Q}|2 ⪯ Pmax1. (24)

Problem P2C is a convex optimization problem, however, it
does not admits a closed-form solution. Thus, we resort once
more to a projected gradient descent approach for its solution
with the update at the (l + 1)th iteration given by,

Qk+1,l+1 = ΠQ {Qk+1,l − µ′∇QL(Zk+1,Xk+1,Qk,Λk)} ,
(25)

where Qk+1,0 = Qk, µ′ is a step-size parameter, the gradient
∇QL(Z,X,Q,Λ) is given by

∇QL(Z,X,Q,Λ) = ΛHX− ρ
(
ZHX−QHXHX

)
, (26)

and the projection operator ΠQ can be derived by solving the
following optimization problem,

(P5) : min
AQ
∥AQ −A∥2F

s.t. AQ ∈ Q, (27)

where A is again, an arbitrary matrix and AQ is its element-
wise projection of the onto the set Q. It can be shown that
(P5) admits the closed form solution given by

AQ(i, j) =


A(i, j), i = j & |A(i, j)|2 ≤ Pmax,√

Pmax
A(i,i)
|A(i,i)| , i = j & |A(i, i)|2 > Pmax

0, i ̸= j,
(28)

where AQ(i, j) and A(i, j) are the (i, j)th elements of
matrices AQ and A, respectively. Following the discussion for
the solution to P2B , we also here opt for an inexact solution
for the inner iteration updates in (25) which are performed
for again Lmax iterations.

The alternating optimization procedure via which the values
of Z,X,Q and Λ are derived runs in an iterative manner until
convergence is achieved. We propose termination criteria for
the alternating minimization procedure, as given by,

∥Zk+1 − Zk∥F ≤ ϵz & (29)
∥Zk+1 −Xk+1Qk+1∥F ≤ ϵp, (30)

where ϵz and ϵp are the corresponding tolerances. The first
termination criterion guarantees the convergence of variable
Zk and further the convergence of (P2A). The second one
guarantees that the primal feasibility condition of (P2) is
satisfied. Due to the nonconvex nature of the latter problem, it
is also useful to add a termination criterion related to the max-
imum permitted number of iterations of the PDM sequence,
defined as Kmax. The complete procedure is summarized in
Algorithm 1. The computational complexity per iteration is
O(M3) due to the SVD calculation in the solution of P2A and
under the reasonable assumption that in general M > NT.

We may now comment on the convergence properties of the
proposed approach. In the literature so far, strong convergence
results for PDM-based solutions have been derived for convex
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Algorithm 1 Proposed Method for JRC system’s Waveform
Design

1: Initialize: X0 ∈ FNT×M , Z0 to be matrix satisfying
1
MZ0Z

H
0 = RD and initialize Λ0 with zeros

2: while The criteria in (29)-(30) are not satisfied or k ≤
Kmax do

3: k ← k + 1
4: Calculate Ŝ = (H+G2ΩG1)

HS−Λk + ρXkQk

5: Compute the SVD of FH Ŝ and calculate Z̃ by (15)
6: Update Zk+1 using solution (16)
7: Xk+1,0 ← Xk, l← 1
8: for l ≤ Lmax do
9: l← l + 1

10: Update Xk+1,l+1 using solution (18) by using the
projection (21) and (23) for the infinite and finite
resolution PS cases, respectively.

11: end for
12: Xk+1 ← Xk+1,Lmax

13: Qk+1,0 ← Qk, l← 1
14: for l ≤ Lmax do
15: l← l + 1
16: Update Qk+1 using solution (25)
17: end for
18: Qk+1 ← Qk+1,Lmax

19: Update Λk+1 using (11)
20: end while
21: return X⋆,Q⋆

problems having two blocks of variables [46]. Furthermore,
for nonconvex problems, strong convergence guarantees are
in general unknown and also an open research problem.
Problem (P2) involves three blocks of variables and it involves
a nonconvex objective function and feasible solution set.
Therefore, the derivation of strong convergence results is an
intractable task and beyond the scopes of the present work.

IV. POWER CONSUMPTION MODEL

In this section, we derive the model for the transceiver’s
power consumption based on the employed architecture shown
in Fig. 1a. The derived power consumption is used later in Sec.
V to plot the energy efficiency of the examined systems.

Let us first derive an approximate power consumption
model for the single antenna system of each fully digital
receiver. Following the results in [47], one may show that
the consumed power at each one of the receivers can be
approximately modeled by,

Pcr(B
′, fs) ≈ PLNA +2PADC(B

′, fs) +PRF +PLO, (31)

where PLNA is the power consumed by the Low Noise
Amplifiers (LNAs), PRF is the power consumed by the analog
components of the RF chain, i.e. filters and mixers, PLO is
the power consumed at the local oscillator and PADC(B

′, fs)
is the power consumed by a B′-bit ADC functioning with
sampling frequency fs with power consumption given by [47],

PADC(B
′, fs) ≈

3V 2
ddLminfs

2× 10−0.1525B′+4.838
, (32)

where Vdd is the power supply, Lmin is the minimum channel
length for the employed Complementary Metal Oxide Semi-
conductor (CMOS) technology, the sampling frequency fs,
may be approximated as fs = 2(2fb + fcor), where fb is the
employed bandwidth and fcor is the corner frequency of the
1/f noise [47]. We may now move to the derivation of the
power consumption of the analog transmitter’s architecture
in Fig. 1a. Based on the proposed architecture, the power
consumption at the transmitter’s side (BS) is given by,

PA
ct (NT) ≈

E{∥x∥22}
η

+ PV GA + PLO +NT(PPS + PRF ),

(33)
where η is the efficiency of the PAs, PV GA and PPS is the
power consumption of the VGA and the PS, respectively.
From (31) and (33), the total power consumption for the
analog architecture in Fig. 1a is given by

PA
c (B′, fs, NT, NR) = PA

ct (NT) +NRPcr(B
′, fs). (34)

Finally, let us calculate the power consumption of a system
based on a fully digital BS (Fig. 1b) and the fully digital
single antenna receivers whose performance will be examined
in Sec. V for comparison purposes. An approximate model for
the power consumption of a fully digital BS is given by [47],

PFD
ct (NT, B, fs) ≈

E{∥x∥22}
η

+NT[2PDAC(B, fs) + PRF ]

+ PLO, (35)

where PDAC(B, fs) is the power consumed by a B-bit DAC
functioning with sampling frequency fs.

We now provide the model for the power consumption of
the DAC. According to the analysis in [47], the previous is
approximated by

PDAC(B, fs) ≈
αd

2

[
VddI0(2

B − 1) + CpfsV
2
ddB

]
, (36)

where Vdd is the power supply, I0 is the unit current source
that corresponds to the least significant bit, Cp is the parasitic
capacitance of the switches used to select the DACs’ supported
states and α is a correcting factor that may be used to
introduce some second order effects to the model.

It is now straightforward to see that the total power con-
sumption of a system of NT antennas fully digital BS and NR
users is given by,

PFD
c (B,B′, fs, NT, N) = PFD

ct (NT, B, fs)+NRPcr(B
′, fs).

(37)
In the next section, the performance of the proposed JRC

system is evaluated under different regimes.

V. NUMERICAL RESULTS

We evaluate the performance of the proposed JRC system
designs for a BS with NT = 16 transmit antennas serving
NR = 6 users. The communication frame/radar pulse length
is set to M = 30 symbols and maximum transmit power
equals to Pmax = 1 W. We assume an ULA-based setup where
antenna elements are spaced by half-wavelength distance, i.e.,
d = λ/2 where λ can be based on a standard frequency
value [10]. We set the number of targets to be three and
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the corresponding angular target locations at [−π/3, 0, π/3].
The desired RD matrix variable is obtained by a least-squares
approach such as in [39]. The entries of symbol matrix
S is drawn from a quardature phase shift keying (QPSK)
constellation. The signal-to-noise ratio (SNR) is defined as
1/σ2

z and channel matrix H has complex Gaussian elements
of zero mean and variance equal to 1, i.e. CN (0, 1). One-
bit resolution PS are considered for the finite resolution case.
The hyper-parameter in (10) and step sizes for the gradient
descent steps in (18) and (25), and the gradient ascent step
(11) are set to ρ = 102, α = 10−2 and µ = 10−2 , and
γ = 10−2, respectively, for the infinite and the finite resolution
PS cases. The inner updates of the gradient descent steps are
performed for Lmax = 10 iterations. The tolerance variables
in the termination criteria in (29)-(30) are set to ϵz = 10−4

and ϵp = 10−2, respectively. The maximum number of outer
iterations is set to Nmax = 100. The results are averaged
over 10000 channel realizations. Note that this is the core
simulation setup, though in several cases we differentiate from
this model in order to gain insight to the impact of the system
model’s parameters on its performance. In such cases, we will
explicitly present the differences from the core setup.
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Fig. 2: Convergence study of Algorithm 1 for different
system model parameters.

We compare the proposed designs with the following fully-
digital baselines:

1) The state-of-the-art directional-strict approach which
aims to design the radar beampattern with strict equality
constraints. A detailed description of this approach can
be found in [10].

2) The directional trade-off design which allows a toler-
able mismatch between the desired radar beampattern
and the designed one in order to form a balance with
the communication performance [11]. The value of the
weighting factor for communication and radar opera-
tions in trade-off case is chosen as 0.5.

3) The zero MUI case represents the performance lower
bound for MUI and achieves the maximum rate perfor-
mance [11].

Fig. 2 shows the convergence behaviour of Algorithm 1 for

both the cases of infinite and finite resolution PS. In this figure,
we plot the evolution of the normalized objective function
in (P1) per the outer iteration index k. It can be observed
that in both the aforementioned cases, Algorithm 1 rapidly
converges to a fixed point for the given numerical parametric
values. Note that for the finite resolution case, Algorithm
1 appears to have slightly slower convergence compared to
the infinite resolution one. This is the case, since the finite
resolution problem involves the simultaneous optimization of
discrete and continuous complex variables and thus it is, in
general, more difficult to address than the one based on the
infinite resolution PS. It can also be seen that for a phase
shifting network employing PSs with only one-bit resolution,
Algorithm 1 converges to the objective function value very
close to the case when an infinite resolution phase shifting
network is used. This explains the excellent performance of
the JRC system for the one-bit PS cases, shown in the figures
below. In the same figure, we also examine the impact of
the number of transmitter’s antennas NT on the convergence
of Algorithm 1. To that end, we plot the convergence perfor-
mance for NT = 32 and NT = 64 while the values of the rest
parameters remains fixed to the ones of the core setup. As can
be seen for both the infinite and finite resolution PSs cases,
as the number of transmitter’s antennas increases, Algorithm
1 is able to converge to a lower objective value which is
expected due to the increase on the available spatial degrees
of freedom that can be used to suppress the interference and
construct effectively the symbols to be transmitted to the
communication UTs over the wireless channel. In addition,
in Fig. 2 we also plot the performance of the core system
setup that now serves NR = 12 and NR = 16 users. As the
number of users increases, Algorithm 1 converges to higher
objective value for both the infinite and finite resolution PSs
cases which is a direct consequence of the fact that now more
users have to be served while the number of spatial degrees
of freedom remains the same, hence the increase in the MUI
term. Apart from these observations, both the increase in the
number of antennas and users do not change the behavior
of Algorithm which still rapidly converges to close objective
values for both the infinite and the finite resolution PSs.

Fig. 3 shows the average achievable sum-rate performance
described in (7) with respect to (w.r.t.) the transmit Signal-to-
Noise Ratio (SNR), defined as

ζ =
E{∥qmxm∥22}

σ2
z

, 1 ≤ m ≤M. (38)

At first, it can be observed that the proposed PDM achieves
better rate performance than the state-of-the-art directional-
strict approach. This is the case, since in the proposed
approach a relaxed version of the original problem is treated
via the optimization of the augmented Lagrangian. That is, the
desired beampattern is imposed in a sense that ∥Z−XQ∥F →
0. In general, for small ρ values more weight is given to
the MUI term compared to the beampattern imposing term.
This explains the observed better performance of the proposed
approach compared to the one of the directional-strict solution
that imposes the exact beampattern to the desired signals.
For example, at ζ = 10 dB SNR, the proposed method
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Fig. 3: Sum rate vs transmit SNR performance comparison
for different methods with NT=16, NR= 6 and M = 30.
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Fig. 4: Radar beampattern performance for different methods
with NT=16, NR= 6 and M = 30.

outperforms the directional-strict case by ≈ 5 bits/s/Hz.
Furthermore, the proposed PDM also outperforms the trade-
off method and the performance in comparison with the zero
MUI case is also satisfactory given the simplicity of the
hardware architecture that implements the proposed approach.
Moreover, the system with the one-bit PS achieves almost
identical sum-rate with the one of the infinite resolution PS,
as it was expected based on the convergence results, shown
in Fig. 2.

Fig. 4 shows the radar beampattern performance plot for
the proposed PDM and the baselines. It can be seen that
the proposed PDM exhibits favourable transmit beampattern
performance close to the one of directional-strict baseline at
different target locations for both the infinite and the finite
resolution phase shifting network cases. In the beampattern
plot, the three major lobes for three targets can be observed
at the angle locations of [−π/3, 0, π/3].

In order to provide further insights on the radar parts’
performance, the target detection probability for the con-
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Fig. 5: Energy efficiency vs transmit SNR performance
comparison for different methods with NT=16, NR= 6 and

M = 30.

sidered setup in Fig. 4 is presented in Table I for radar
noise variance equal to σ2

u = {0.01, 0.1, 1}. Furthermore, the
detection probability for the cases of NT = 32 and NT = 64
transmit antennas is shown, as well. The detection probability
is derived assuming that the radar system implements a target
detector following the Neyman-Pearson approach [48]. The
radar receiver formulates a binary hypothesis test, following
the classical detection theory methodology, i.e.,

H0 : No target exists
H1 : At least one target exist.

Under H0, none of the targets of interest are present and the
radar receiver signal is constituted by the clutter and noise
components only. Under H1, at least one of the targets of
interest is present and the radar receiver signal includes the
signal generated by the reflections on the target(s) on top of
the clutter and noise components. The radar receiver feeds the
received signals to a detector which determines whether H0

or H1 holds. According to the Neyman-Pearson approach, this
radar detector is designed such that the detection probability
is maximized subject to a constraint that sets the false alarm
probability above a predefined level Pfa.

According to the Neyman-Pearson approach, this radar
detector is designed such that the detection probability is min-
imized subject to a constraint that sets the false alarm prob-
ability above a predefined level. By following the Neyman-
Pearson methodology [48], it can be shown that the detection
probability is minimized by comparing the radar’s receive
signal energy with a threshold δ: If the sufficient statistic is
below that threshold, we conclude that no target is present
(H0 holds). Otherwise, we conclude that at least one target is
present (H1 holds).

The threshold is determined by equating the false alarm
probability with the desired threshold since it can be shown
that this strategy achieves the optimum detection performance
[48]. Now, observe that a false alarm event emerges when
the sufficient test statistic is above the threshold δ while
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hypothesisH0 holds. To avoid unnecessary repetition, we omit
the details of the derivation of the target detection probability.
For more information, the interested reader can check [48].

By inspecting Table I, the good detection performance of
the proposed approach is verified for both the infinite and
the 1-bit resolution PSs cases as compared to the baseline
approaches (Directional-Strict and Trade-off). Furthermore, as
the number of antennas increases, the performance improves
(wherever there is space for improvements) due to the addi-
tional available degrees of freedom that are able to effectively
support the joint communication-radar functionality.

In Table II, we examine the impact of the number of
communication UTs to the target detection probability. To
that end, a JRC system with NT = 16 transmit antennas is
considered serving NR = {6, 12, 16} UTs. The remaining
parameters are set based on the core setup. At first let us
observe that the Directional-Strict one present degradation on
the performance with an increase in the number of served
users due to the subsequent increase on the MUI for the
same spatial degrees of freedom. The Directional-Strict one
focuses on the accurate beampattern design at the cost of
significantly degrading the performance of the communication
system, hence the observed good target detection performance.
For the infinite resolution case, the proposed approach is able
to achieve also flawless detection performance with a small
degradation on the communication part’s performance as the
number of supported users increases, as it is shown later in
Fig. 6. Furthermore, it is noteworthy to point out that the
observed performance degradation is very small for the infinite
resolution case. That is, the 1-bit case presents always less
than 10% performance degradation, even for relative high
radar noise variance values which is acceptable considering
that the employed PSs support only two states. As shown
latter in Table IV, the radar performance of the JRC system
can benefit from an increase in resolution bits of the PSs.

In order to provide further insights on the performance,
we examine the energy efficiency of the different techniques
defined as the ratio of achievable sum-rate in (7) to the power
consumption of the corresponding system as calculated in Sec-
tion IV. The parameters used for calculating the power con-
sumption of the different transceivers are shown in Table III.
The achieved energy efficiency versus the transmit SNR (38)
is shown in Fig. 5 for each one of the examined cases. Both the
PDM based approaches achieve significantly increased energy
efficiency compared to the existing “Directional-Strict” and
“Trade-off” approaches since the latter exhibit higher power
consumption due to the fully digital transmitter. That is, in
the latter case, the BS presents much higher complexity and
power consumption due to the 2NT DAC components required
for its implementation (35). Furthermore, the 1-bit PS case
appears to have slightly improved performance compared to
the infinite resolution PS case. This is due to the lower power
consumption as the resolution bits decrease and given their
comparable performance with respect to the achieved sum-
rate metric.

We continue our study on the performance of the new
JRC transceiver design by examining the impact of the users’
number on the systems performance. All of the parameters
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are set to the same values as in the experiments in Figs.
2-5, though now we consider the cases of NR = 6, 12, 16
users. The average achieved rate per user with respect the
transmit SNR and the beampattern for both the systems with
1-bit and infinite resolution PS are shown in Fig. 6 and
Fig. 7, respectively. As can be seen from both figures, the
system achieves highly satisfactory performance for both the
communication and radar functionality. Moreover, the average
achievable rate performance slightly degrades as the number
of served communication users increases. This is reasonable
given that more number of users have to be served through the
same spatial degrees of freedom, i.e., number of BS antennas.

Therefore, adding more users to the system will inevitably
result in increased MUI per user and as a consequence
reduction to their SINR/rate (4)-(7).

The impact of the block of processed symbols M on
the performance of the JRC system is studied in Figs. 8-9.
There, the achieved sum-rate versus the transmit SNR and
the beampattern is plotted for the systems with 1-bit and
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TABLE I: Radar Target Detection Probability vs Number of Transmit Antennas NT

Pd (NT = 16) Pd (NT = 32) Pd (NT = 64)
σ2
u 0.01 0.1 1 0.01 0.1 1 0.01 0.1 1

Directional-Strict 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Proposed 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Proposed Finite 0.999 0.998 0.981 1.000 1.000 0.996 1.000 1.000 1.000
Trade-off 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

TABLE II: Radar Target Detection Probability vs Number of UTs NR

Pd (NR = 6) Pd (NR = 12) Pd (NR = 16)
σ2
u 0.01 0.1 1 0.01 0.1 1 0.01 0.1 1

Directional-Strict 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Proposed 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Proposed Finite 0.999 0.998 0.981 0.992 0.978 0.935 0.982 0.978 0.915
Trade-off 1.000 1.000 1.000 0.686 0.686 0.684 0.682 0.682 0.680

TABLE III: Parameters for Energy Efficiency Calculation

NT 16
NR 6
M 30
η 0.35

Pmax 1
PRF 32.8mW
PLO 50mW
PLNA 20mW
PV GA 9.5mW

B 14-bits
B′ 14-bits
αd 1
Vdd 3V
I0 10µA
Cp 1pF
fb 10KHz
fcor 1MHz
Lmin 0.5µm

PPS(∞-bits) 30mw
PPS(1-bit) 3mw

infinite resolution PS, respectively. The followed simulation
setup is similar with the ones of Figs. 2-5, though now the
block of processed symbols length is set to M = 25, 50, 100.
As observed, the PDM is able to design the transmit signals
equally well for the different number of block of processed
symbols hence, the comparable performance for both the
communication and the radar functionality of the JRC system.
Thus, we can conclude that the block size M has negligible
impact on the system performance.

In Fig. 10, the impact of the number of transmit antennas
NT on the average achievable sum-rate of the proposed
approaches is shown versus the transmit SNR (dB). The core
simulation setup is considered for NT = {16, 32, 64}. As
expected from the results in Fig. 2, the proposed approaches
benefit from the available degrees of freedom and are able to
improve their performance as the number of transmit antenna
increases.

Finally, we compare the performance of the JRC system
under different resolutions for the employed PSs. To that
end, in Fig. 11, we plot the sum rate performance of the
communication part under different resolutions for the PSs.
Furthermore, in Table IV, the target detection probability is
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Fig. 8: Impact of M to the sum-rate for NT=16, NR= 6
and M = 25, 50, 100.

presented under different resolutions. Both the results in Fig.
11 and Table IV are generated based on the core simulation
setup. As can been seen, the performance is almost identical
for the communication part under any resolution. This is in
line with the results shown in Fig. 2 where the proposed
approach converged to the same the objective function value
for both the infinite and 1-bit resolution case. That is, the
1-bit case is able to achieve the minimum MUI value for
the communication part even with one bit resolution. On
the contrary, there is space for improving performance, since
as the resolution increases, the detection performance also
improves. For the considered setup, a 3-bit resolution suffices
to achieve both excellent communication performance and
flawless radar one.

VI. CONCLUSION

This paper proposes a low complexity analog architecture
to design an efficient MIMO JRC system via a phase shift-
ing network and a VGA component. The cases of infinite
resolution and finite resolution phase shifting networks are
considered. Then, the transmit waveform of the proposed JRC
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TABLE IV: Radar Target Detection Probability vs PSs Resolution

Pd

σ2
u 0.01 0.1 1

Infinite 1.000 1.000 0.992
1-bit 0.999 0.998 0.981
2-bit 1.000 1.000 0.998
3-bit 1.000 1.000 1.000
4-bit 1.000 1.000 1.000
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Fig. 9: Impact of M to the Radar beampattern performance
for different methods with NT=16, NR= 6 and

M = 25, 50, 100.
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Fig. 10: Sum rate vs transmit SNR performance comparison
for the proposed methods with NT={16, 32, 64}, NR= 6

and M = 30.

system is obtained via the formulation of a downlink MUI
minimization problem with architecture specific constraints
and corresponding to the desired radar beampattern. An effi-
cient solution based on the primal-dual framework is proposed
to solve the nonconvex NP-hard optimization problem that
achieves fast convergence. The proposed approach achieves
high spectral efficiency and energy efficiency gains when
compared with the state-of-the-art fully digital methods that
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Fig. 11: Sum rate vs transmit SNR performance comparison
under different PSs resolutions. A system with NT = 16,

NR= 6 and M = 30 is considered.

exhibit high implementation and power consumption costs.
A desirable radar beampattern performance is also observed
which infers the proposed approach to be an efficient solution
for both communication and radar operations. Furthermore,
as verified by the results, even 1-bit resolution PS suffices
to achieve satisfactory performance for both the radar and the
communication parts of the JRC system. Future works include
the development of low complexity analog architectures for
wide-band JRC systems and under the assumption of imper-
fect CSI knowledge.
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