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Abstract

Experiencing the passage of time is an inherent aspect of human life, and there-

fore, of the experience in interactive applications. Time perception is a growing

research subject with numerous research questions such as how to model the

human processing of time, what affects it, how to modulate it, and what can

be the benefits of modulating it. This research is embedded in the EU-funded

ChronoPilot project, which aims to modulate time perception to the advantage

of its user, in order to induce flow or reduce stress. With the recent growth of

mediated reality technologies, in particular with the rising popularity of Vir-
tual Reality (VR) and Augmented Reality (AR) dedicated Head Mounted Displays
(HMDs), interactive computer applications can now deliver multi-sensory stimuli

in immersive experiences; which offers unique possibilities to modulate time

perception. However, integrating time modulation as part of the user experience

in immersive applications comes with numerous challenges in integration, such

as the selection of stimuli, the intent of the time modulation, or even the technical

integration. In this thesis, as part of the ChronoPilot research project and based

on my research from the past years, this thesis will try to provide guidelines and

tools to help integrate time perception modulation within eXtended Reality (XR)

applications. More specifically, the focus lies on the use of rhythmic stimuli in

time modulation, on the implications of XR in a time modulation context, and

specifications of a Unity framework dedicated to (Multi-)User studies. Rhythmic

stimuli were approached first as a way to synchronize multi-sensory modulation;

however, our results suggest that a multi-sensory rhythmic stimulus have funda-

mentally different effects on time perception than an equivalent single-sensory

stimulus. Furthermore, the rhythmic stimuli tested depend heavily on contextual

factors, such as fatigue and task familiarity. Regarding the implication of using

XR, it was observed that using XR in a time perception modulation context may

lead to differences both due to the technology being used or the design and im-

plementation of in-environment interactions. The main contribution of the thesis

is the development of the XR MUSE framework, which is built with the aim of

allowing extended reproducibility and cross-experiments integrations. The de-

veloped technology has been of great help in developing interactive applications
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implementing intentional time perception modulation in non-timing tasks and is

ready to be used for any interactive application prototyping.
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Chapter 1

Objectives

A watched pot never boils. This simple idiom is an efficient way to understand

the importance of our relation as humans to the passage of time. Everyone

experienced moments that flew by when having fun, as well as moments that

felt like eternity due to boredom. Time always passes, no matter the activity;

however, our sensitivity to its passage is varying.

If we have a sense of time, one could eventually ask themselves the questions:

Can we change this sensitivity to our advantage? Can we make boring moments fly
by? Can we make fun moments last longer?

This concept is the core idea behind the ChronoPilot project; a project funded

by the European Union’s Horizon 2020 research and innovation programme.

ChronoPilot as a whole aims to use external stimuli; through audio, visuals, and

haptics; in order to modulate one’s time experience to their advantage, namely

in order to induce flow and reduce stress (see Fig. 1.1). However, from that

simple idea emerge multidisciplinary needs, which gather experts in psychol-

ogy, robotics, decision-making, haptics, and finally, mediated reality. As such,

ChronoPilot proposes design principles, assuming that the addition of stimuli

aimed at modulating one’s time perception could be beneficial in the overall

experience. In this thesis, we will refer to ChronoPilot as both the interdisciplinary
project and its design principles, which are built on the belief that an interactive

application could lead its user to flow and lesser stress through subjective time
modulations.
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Figure 1.1 Representation of the desired loop in ChronoPilot

The work presented in this thesis is deeply tied to this project and its associated

design principles. More specifically, we will give answers to the ChronoPilot
project as designers of interactive applications. Interactive applications are a core

need for testing audio-visual time modulation approaches (the stimuli themselves)

and time modulation effects in various situations. With results on time perception

and rhythmic stimuli, re-usable environments and framework, as well as results

in eXtended Reality (XR) studies; we will discuss about the delicate usage of

multi-sensory modulation, technical consideration of interactive user studies, and

question to what extent the ChronoPilot design principles should be applied both

on top of existing applications or within the design of new ones.
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Chapter 2

Background

2.1 Time Perception(s)
Time perception is, while being a self-explanatory concept, a topic full of nuances

and with multiple definitions. In this section, we will try to approach a definition

of time perception by bringing in elements that are then being put in relation to

their usefulness in the ChronoPilot project.

2.1.1 The Internal Clock Model
The use of a time model definition is not necessary to be able to use time perception.

For example, as shown by Roseboom et al. [1]: in the context of watching videos in

different scenarios, a classification network accurately predicted time perception

using changes in perceptual content and visual spatial attention (more specifically,

gaze position). However, while the use of a model is not necessary for effectively

using time perception, this will help us narrow down the definition of time

perception, as well as to get some key ideas on how to affect it without looking

at the stimuli in detail. Due to its popularity, we will use the clock model.

Definition and usual associated mechanisms

This intrinsic internal clock model, is a representation which implies that one’s

body or brain has a dedicated time perception system [2], often accompanied by

the idea of an oscillator or pacemaker-counter mechanism. This model suggests

that our brain keeps track of time by producing and counting its own time units.

Then, as the time perception is dictated by this counting mechanism, the said

perception may be altered by either skipping counts or changing the production

rate (the clock speed) of these time units (see Fig. 2.1). Skips and clock speed
changes may be influenced by external stimuli unrelated to time, the use of

13



Figure 2.1 Visualization of an internal clock model

external stimuli is the premise of how the ChronoPilot project intends to affect

time perception [3].

In these models, it is believed that stimuli can have this effect as they act on

attention or attentional resources, which are channels that allow the internal

clock to account for the time units produced [4, 5]. As such, internal time changes

are associated with two sources in these models: arousal and attention. The

tick production rate, or the clock speed, would be influenced by the arousal level,
leading to an extended time perception. Meanwhile, attention would play the role

of a gate between the produced ticks and the accumulator. So, the less attention

dedicated to time, the more time would feel compressed, as some of these ticks

would not be counted [6, 7, 8].

Alternative time models

Although we now have a general representation, the internal clock and pacemaker

models have not yet been proven by neural evidence and are still somewhat

controversial. For example, this model was often opposed to another memory
storage model, which correlates time estimations with the amount of concurrent

information that a person has to process [9].

It is thus important to remember that the internal clock model is not an

absolute and that the model also has different variants. A common variant is to

consider multiple clocks; for instance, the literature review by Gorea shows that

the same physical duration can be judged differently depending on the reference

clock [5]. Another example in favor of this variant is how Fereday and Buehner

used temporal binding and causality in time perception. By incorporating an

event (such as button presses) and having participants estimate its timing in

scenarios involving both causal and non-causal stimuli (stimuli unrelated to any

event), they observed no indication of a general slowdown in clock speed on

14



the event itself. This, considering a clock model, indicates either multiple clock

mechanisms or that temporal binding has mechanisms separated from the general

clock [10].

Continuing on the topic of variants in the clock model, the use of a specific

clock model could depend on the considered time length. As shown by Cheng

and Creel [11] with the opposition of interval models (similar to pacemaker-

accumulator) and entrainment models (internal self-sustaining oscillator trainable

through external stimuli), the former being more suited for longer durations, and

the latter for shorter ones.

Implications of the clock model in ChronoPilot

Ending this discussion on the internal clock, it is important to remember that the

model in itself is not important in using time perception, but helps in representing

time perception while cueing on the use of attention on arousal. A key aspect

of ChronoPilot could be to find out how to detect these attention and arousal

changes, as well as how to change it. However, these objectives in themselves

are not sufficient motivation for the techniques we explored in the ChronoPilot

project. And it also does not answer how we express or represent time scales,

and as shown by Cheng and Creel’s work, may vary depending on the time scale

used.

2.1.2 Time Scales

As mentioned earlier, time perception can vary depending on the time scale we

consider. We can even find uncommon types of time representation depending

on the individual’s culture. For example, in competitive fighting video games,

players may use time representations based on the game’s animations in frames

(usually in steps of 1/60 of a second) [12].

Sub-second, Supra-second, and Above

In the literature, we observe different processes depending on the time scale of the

events to which participants are subjected. Which vary from sub-second [13, 4]

through supra-second [14, 15, 16], to even much longer durations such as multiple

days or months long time scales [17]. A good example of this distinction can

be found in Droit-Volet et al.’s work, who found that emotional arousal stimuli

have varying effects depending on their length, as time distortions decrease with

increased durations of the stimuli exposure (varying from 2 to 6 minutes) [7].
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Suited scales and resulting biases considering timing-critical modulation

This raises the question for ChronoPilot on what time scales we should focus on,

and thus on what stimuli can be used.

One of the claims of the project is to use time modulators in an adaptive way

according to the needs of the user and its environment. The needs of a user may

be on critical, timely precise events, so sub-seconds to a few seconds long stimuli

makes sense for us to use. However, minutes-long stimuli would not suit as it

goes against the active modulation aspect of the project.

As such, while we do have an interest in the effects of time modulators in

minutes-long scenarios and the general impression they give on a user’s experi-

ence, the modulators themselves will not reach minute-long scales. As a result,

the project and this thesis are biased towards smaller time scales views.

2.1.3 Time Measurements

Subjective time studies may be complex as diverse timing tasks imply diverse

processing mechanisms. It is especially true when we compare time estimations
(such as asking to give an estimation of the duration of an event in seconds) with

the feeling of time passage (such as an assessment of time passing slow or fast).

As an example, when boredom-prone people are doing a boring task, they will

feel a longer subjective time passage compare to non-boredom-prone people, but

no difference between the 2 groups is observed on time estimation [18]. Another

similar observation can be made on depressed subjects, who feel that time passes

slowly but tends to underestimate timing tasks [6].

Another observation of this difference can be seen in a study about flow states

induced by the game Thumper, these flow states were associated with faster

passage of time while not leading to time estimation errors [19]. For a connection

with the clock model, it is believed that the time passage is closely related to

attention, meanwhile, estimations of durations are linked to memory [6, 20].

As such, we consider time perception through two global subjective measures:

time estimation and time passage (see Fig.2.2). These measures are tied to com-

pletely different timing processes. The use of modulators also comes into play

depending on whether we want the participants to forget about the passage of

time, or to make errors when asked about the time passing.
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5 min

(a) Time estimation: quantitative evaluation

fast

(b) Time passage: qualitative evaluation

Figure 2.2 Representation of subjective time perception measures

2.2 Mental States Related to Time Perception
The main goal of using the ChronoPilot design principles in an interactive appli-

cation is to help the users to improve their mental state. Whether through the

induction of flow or through the reduction of stress. Both of these states are more

popular in scientific literature and present identifiable ties to time perception.

2.2.1 Flow
What is flow?

Since the ChronoPilot project aims to induce flow to its users, we first need to

understand what flow is and why it is a desirable mental state. Flow is a specific

mental state defined by the psychologist Csikzentmihalyi, it is a state of full

attention on a task characterized by nine dimensions: challenge-skill balance,

action-awareness merging, clear goals, unambiguous feedback, concentration

on task, sense of control, loss of self-consciousness, time transformation and

autotelic experience

The currently popular way of measuring flow is through two questionnaires,

either the Flow Short Scale-2 (FSS-2, used for a particular event) or the Dispositional
Flow Scale-2 (DFS-2, used to evaluate flow within a physical activity). When

presenting these scales [21], Jackson and Eklund highlights Csikzentmihalyi’s

focus on the challenge-skill ratio to measure flow, and how previous versions

of the scale (FSS and DFS) were unable to represent specific dimensions of flow,

especially how the older version had the time transformation dimension showing

no relationship with the global flow factor. However, while these new scales reflect

it better, through validation studies within that same paper, Jackson and Eklund

highlight that "although the higher-order factor loadings of time transformation

for the FSS-2 still remain relatively weak" and recommend using factor-level

scores rather than the single global flow score[21].

In the context of ChronoPilot, this shows that although flow has a connection

to time perception, it is a research subject of itself. Hence, its distinct section
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within this thesis.

Examples of flow states

Considering how flow is more represented than pure time perception in the

literature, and how it is also an objective of ChronoPilot to approach flow through

time perception modulation stimuli. We will look into some examples of how

flow happens and its effect on user experience.

The first example is a study about telepresence and social media, with the

hypothesis that telepresence, here defined as a sense of "being-there" in relation to

a medium, precedes flow state. In the context of social media, they found out that

flow was influenced by a positive effect of telepresence on enjoyment, concentra-

tion, challenge and curiosity; flow then influence the presence of time distortions

[22]. For another example involving social media context, the concentration

and time distortion components of flow but not the enjoyment were observed to

be affected by working as a dyad compared to working alone in virtual worlds

(within the social game Second Life)[23]. These social media contexts, on top of

showing the importance of telepresence and multi-user aspect of an interactive

experience in influencing flow states, also show how flow needs a compatible

environment or setting to be induced.

While telepresence favoring flow is a great thing, especially considering the

importance of mediated reality in this thesis, it is not a requirement. As seen in a

comparison of flow states between Virtual Reality (VR) and non-VR setups for

play sessions of the rhythmic game Thumper, both setups were leading to a flow

state despite a higher level of immersion in VR [19].

Continuing on the topic of flow in VR, Reid [24] investigated the relations

between flow and playfulness. Here, playfulness is defined as the combination of

intrinsic motivation (individual’s motive in the activity itself), internal control

(the individual is in charge of their actions or has some control over the activity),

and freedom to suspend reality (how real the playful activity is for the individual).

In their study, Reid describes a model that states that playfulness and flow interact

with each other to then influence competence, creativity, and user satisfaction,

while both are affected by volitional control (ability to anticipate, choose, experi-

ence, and interpret behavior) which itself is affected by self-efficacy. This model

was then put to the test through a series of experiments that yielded positive

results, but with a limited number of participants.

These two VR-related examples show the importance of the activity itself

before the environment in leading to flow. One main idea we can extract from it

for ChronoPilot is how flow induction can be context dependent. And thus, one

of the research questions of the ChronoPilot project could be about how can we

adjust time perception towards flow state, while accounting for the user’s needs.

18



Or in other words, what environmental changes can be used to trigger a chain

reaction toward a change in perception of time that precedes a flow state?

2.2.2 Stress
Stress is an essential aspect of the ChronoPilot project, as one of the main objec-

tives is to distract the user away from stress. Stress in itself is not necessarily the

perception of time, but one of the factors that affects it. For a first illustration

of how time perception and stress are related, but not the same, a bi-directional

relationship between distress and time perception in the context of stressful wait-

ing time in very long (multiple days to a month) time scale was reported from

Rankin, Sweeny, and Xu. However, the less subjective measures of health and

sleep included in the third study of their article (sleep duration and functional

limitation due to physical health) were not associated with time perception [17].

Stress and user environment

In the literature, stress research is often associated with the Attention Restoration
Theory [25], this theory defined by Kaplan states that:

• Directed attention (or voluntary attention) requires efforts through inhibition

of distractions and is susceptible to fatigue, "prolonged mental effort leads

to directed attention fatigue"

• The importance of directed attention is conveyed through seven points (se-

lection, inhibition and affect, fragility, perception, thought, action, feeling)

• Involuntary attention (or fascination) is one of the component required for

attention restoration, other components are : being away (conceptually, not

physically), the environment must have an extent (be rich and coherent

enough, as an endless stream of fascinating stimuli would not be restorative),

compatibility between the environment and what one is trying or wants to

do

In the same paper, Kaplan explores the idea of how nature environments seem to

fit these requirements, going through empirical findings, they suggest that factors

leading to stress are either harm (resource inadequacy), direct perceptual pattern

or signal (via appraisal, intuition, or through gradual depletion of resources). A

challenge is to find whether the correlation between resource decline and stress

response is a causal relationship (in either direction) or if there is a confounding

of these variables due to factors such as aversive stimulus.

Another example of the usage of nature environments to reduce stress accord-

ing to the Attention Restoration Theory can be found in Beverly et al.’s study [26].
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In this study, it was observed that using 360-degree VR cinematic videos of the

natural environment managed to significantly reduce perceived stress among a

diverse population of frontline healthcare workers with COVID-19.

Since these first two examples, as well as the next ones, are theorizing about the

use of natural environments, this allows us to raise questions about the importance

of the environment of an experiment when we want to help a participant deal

with stress and thus, by proxy, when affecting their time perception.

If in the context of the Attention Restoration Theory, most studies would

compare a natural environment to an urban one, Anderson et al. instead compared

a natural VR environment with a neutral baseline environment [27]. In the said

study, VR natural scenes produced improved relaxation compared to the control

scene after a stressful event (a math task), which gives credibility to the Attention
Restoration Theory and its possible usage in VR.

On the same topic, Reese, Stahlberg, and Menzel investigated whether there

was a difference in stress reduction between physical urban nature experiences

and VR nature experiences [28]. Overall, no significant differences were observed

between the two conditions, but the authors mentioned the presence of a larger

effect size over time in the real condition.

Keeping in mind the previous examples, we can start thinking that the im-

portance of the environment in relation to stress also translates to virtual en-

vironments. As such, in ChronoPilot studies, we need to take into account the

environment itself in the design in order to create stress situations through it, but

also consider it as a possible stimulus to investigate.

Stress and physiological feedbacks

An advantageous aspect of considering stress is how physiological measures

of stress are relatively accessible and can be used both to assess stress levels

in real time and to help a participant reduce those. As a first example, using

external sensors and a commercial VR headset [29], Cho et al. managed to build

a stress-level classification algorithm, with an accuracy over 95%, based purely

on physiological inputs. More specifically, using Heart-Rate Variability, Skin
Conductance and Skin Temperature. These kinds of measure are easily available

through affordable wearable devices, such as the Emotibit
1
.

In addition to stress measurement, a use case of physiological signals close

to what we aim to do in ChronoPilot is the Heart Rate Variability Bio Feedback
(HRV-BF), which is a strategy that aims to reduce stress by providing feedback

(such as visual representation) of the heartbeat of the participants, a proof of

concept of a VR implementation (with VR having the advantage of suppressing

1https://www.emotibit.com/
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distraction) has been demonstrated by Rockstroh, Blum, and Göritz and generated

positive results [30].

Continuing on the topic of HRV-BF, in addition to stress, it can also be used

to improve performance in specific activities that require concentration, such as

darts. As observed by Hiraishi, doing pre-performance routines and throwing the

darts in relation to HRV-BF resulted in better performances compared to both

metronome-based routines or the absence of routine [31].

If the use of biofeedback is common in stress management techniques, it is

not limited to it. For example, VR-based training using ElectroEncephaloGraphy
(EEG) biofeedback has been used to improve the attention of patients with an

attention-deficit/hyperactivity disorder [32]. Therefore, even without considering

time perception, stress management techniques such as HRV-BF show properties

similar to what we are aiming with ChronoPilot. Through the application of

pre-selected stimuli in order to improve the experience of a user.

2.3 Approaches to Affect Time Perception
Considering the goals of this thesis, and of the ChronoPilot project, which involve

active time modulation, an overview of what kind of modulation can be found in

the literature is necessary. In this section, we will separate approaches using the

following arbitrary paradigms: mental processes, physical processes, and content-
based approaches.

2.3.1 Time Perception and Mental Processes
In this subsection, we will review some of the mental processes involved in time

perception. If we go back to the clock model we discussed earlier, counting

mechanisms and an attentional gate system were proposed. So, a way to affect

time perception is to tackle into these systems directly.

Attention

Attention is believed to act as a gate to the counting mechanism in the clock

model. And there are some documented time illusions that involve a shift in

attention.

A common attention-based time illusion can be found with the oddball
paradigm; when the apparition of a low probability event will cause an atten-

tional orienting causing a perceived expansion of time. This mechanism can be

exploited through a series of stimuli, when one stimulus will be different from

the standard and thus seen as an oddball [33] or by introducing a violation of
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expectations within a scene (see Fig. 2.3). Tachmatzidou and Vatakis goes further

by showing the effects of such violations in both the case of semantic (likelihood

of an object to be in a scene) and syntactic (position of an object within a scene)

violations [34].

Another temporal sense mechanic related to attention seems to be temporal

precision, which means being able to judge different stimuli in their timely aspects.

Li et al. in their study brings the topic of alertness and its relation to attention,

as well as how it can increase arousal and preparation towards a specific task.

If warning cues were already associated with improving visual perception, this

study shows significant results that they can also improve temporal precision and

this, regardless of the sensory channel used for the warnings [35].

Attention shifting has also been used to reduce the feeling of time passage

dragging during a boring task. Xu and David observed that instead of time passage

dragging, it would fly by when the boring task is replaced or multitasks with

an entertaining task; however, they did not notice an effect on time duration

estimations [20]. In a study from Wöllner and Hammerschmidt, mixing music-

induced arousal and varying cognitive tasks, they found specific effects from

their different tasks on timing experience. Time passage would be felt as faster

during math tasks, tapping to the rhythm of the music would make the durations

feel shorter, and compressed time estimations and passage were observed when

tapping tasks involve tapping to longer rhythmic elements (half notes compared

to eighth) [36].

This effect of diverting attention, and ultimately cognitive load, is critical

when dealing with time modulation as it implies that the relation of a participant

to the activity is a huge confounding effect.

(a) Standard: chef uses a whisk (b) Oddball: chef uses a wrench

Figure 2.3 Oddball example via tools used by a pastry chef

Playing with expectations

If we consider time perception a mental process, then it is possible to change said

perception by changing the information that is being presented to the user.
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For example, a simple psychological study by Makwana and Srinivasan high-

lighted the effect of expected outcomes on time perception, with time feeling as

expended in the expected outcome situations compared to unexpected ones. This

was tested by asking the participant what color they wanted to see, then showing

either the intended color or another one, the participants were then asked to

judge the length of the visual stimuli. If the time distortion effect of the expected

outcome is supported by the results, among the duration tested, stimuli of 250 and

500 milliseconds were time distorted by the intention but stimuli of 1000 millisec-

onds were not [8]. Makwana and Srinivasan consider a pacemaker-accumulator

model and suggest that intention acts at the switch level and does not affect the

clock speed directly.

Another trick to mislead one’s time perception tested by Thönes et al. is the

manipulation of time announcements, observing that giving accelerated clock

announcements would positively affect task performance [37]. This trick seems

consistent with another flow induction observed by Christandl, Mierke, and Peifer

about manipulating subjective time progression. Their main idea was to first

make the participant perform a task for 10 minutes, then tell them that they were

doing it for 5 (time drags situation) or 20 (time flies situation) minutes; in similar

subsequent tasks, participants in the time flies situation would perform better

and experience higher levels of flow [38]. This means that the recalled flow of an

activity can be affected post hoc and influences flow levels in similar activities.

From these examples, we could easily assume that for a project like ChronoPi-

lot, we may be able to achieve our intended effect of inducting flow by selecting

what kind of information we communicate to the users. However, this goes

against some of the objectives of the project itself, which is more of an assistance

to existing problems rather than shaping the problem, a task, to itself.

While these techniques would not be used in ChronoPilot as a part of its active

modulation, they may be used to induce a different base time perception situation

to later influence with other modulation techniques. However, expectations are

not only limited to the time announced. But can also come from expectations

of stimuli. For example, in the case of anxiety and anticipation, when there is a

chance of having aversive stimuli, Harjunen, Spapé, and Ravaja observed that

participants tend to overestimate the time passing [39].

Individual characteristics and time perception

Time perception can vary between people in the same situations. Among in-

dividuals, one characteristic that can modulate someone’s time perception is

boredom-proneness, it was observed by Watt that boredom-prone people who

had to do boring tasks would experience longer subjective time passage than

non-boredom-prone people [18].
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Another aspect seems to be the sense of body. By interviewing meditators,

Droit-Volet and Dambrun observed that although the passage of time and time

estimations are not necessarily tied, these two notions seem to overlap within

longer durations; meditation induces timelessness and tends to accelerate the

passage of time. That feeling of timelessness seems to correlate with the compres-

sion of time and is related to the perception of the body in space or the sense of

self [40]. However, the authors point out that the effect of meditation on time

perception might be due to its slow and motionless aspects, the main point made

in that study is about how there seems to be a link between sense of body and

sense of time.

2.3.2 Time Perception and Physical Processes

Looking back at the definition of the clock model, in its design, it incorporates

elements such as arousal as reasons for the speed of the theoretical pacemaker. We

have also seen earlier that states related to time perception, such as stress, can be

measured through related physical measures. This raises the question of whether

we can directly influence body processes, such as heart rate or temperature, to

affect time perception.

Body temperature

One of the stimuli believed to be related to arousal and to affect time perception

is temperature. As demonstrated through the review of Wearden and Penton-

Voak [41], which theorizes on "a parametric relation relation between the rate of

subjective time and body temperature", noting as well that arousal is a proxy on

the time experience changes. High body temperature would lead to an increase in

arousal, which would then be the cause of time dilation, and the opposite effect

on lower temperatures. For a more involved use of body temperature, Kingma

et al., through an experiment involving changes in gastrointestinal temperature

by using bath conditions, they observed changes in timing accuracy and reaction

time depending on the said temperature [42].

Heart rate

If one could think that changing the heart rate could influence time processing,

especially considering the previous link with it and stress, it may not be this

obvious. As Dormal et al. tried to investigate the link between heart rate (as a proxy

of arousal) and time processing, they found that the participant’s overestimation of

time was not due to physiological arousal, but rather to a distortion of memorized
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standard durations. According to them, in their study, arousal alone is not enough

to explain their supra-second time errors [16].

On a relatively similar topic, exercising has also been associated with arousal

and time perception by Lambourne. They noted that their subjects tend to per-

ceive the time interval slower during exercise, but also nothing significant in

working memory tasks or episodic timing tasks. Those observations seem to hint

that exercising has a similar effect on the internal clock to other manipulations

involving arousal [43].

As a result, while we should consider heart rate and arousal as a core aspect

of time perception. We cannot just choose to target changes in that specific

physiological value, otherwise the changes while exercising in the above text

would be directly explainable by heart rate.

Motor action, biological motion

Another aspect that affects time perception is how a user is required to move

their body in relation to the content they experience. Interestingly, by recording

movement of participants at different speeds, then displaying those movements

alongside other participants’ movements, Allingham, Hammerschmidt, and Wöll-

ner observed after asking said participants to identify themselves and estimate the

duration of the recordings that the faster the movement, the longer it is judged

but this was only observed for continuous movement[44]. What was intriguing in

this study was that the biasing effect was stronger when watching the movements

of someone else [44].

On a more mechanical level, the effect of self-biological motion was also

observed on the movement of the hand toward or away from the body. In a study,

Tomassini and Morrone asked participants to move their right hand to the right

or to the left. While preparing to move, time compression was observed when

moving to the left (towards the body), while time dilation was observed when

preparing to move to the right (away from the body); the authors suggested that

attention, spatial coding, and remapping are unlikely explanations and consider a

potential involvement of brain oscillatory dynamics [13].

A set of experiments from Hagura et al. investigates the effect of motor

preparation and physical action on time perception. Their results suggest that

visual stimuli are judged as longer as participants prepare for action and that

this effect is not related to attention; this time dilation seems to be stronger the

more prepared is the participant (in these specific experiments, when knowing

the direction a target is coming from) [45]. From these experiments, it was also

observed that the perceived rate of visual events is subjectively slowed down by

motor preparation and that objective performance in processing visual events

while in motor preparation is enhanced [45].
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It seems that passive motor action (forced by a robot arm) also introduces time

distortions, as observed by Kock et al. in the context of supra-second audio event

ratings; Kock et al. suggests that motor action or movement time distortions are

influenced by viscosity perception mechanisms rather than decision making [15].

Chronostatis and saccades

Chronostasis, also known as stopped-clock illusion, is a phenomenon that causes

one to feel a second longer than others when looking at the clock. This usually

occurs due to an abrupt saccade eye movement [46, 47].

Yarrow et al. [46] have conducted investigations on chronostasis and have

tried to answer whether the illusion comes from eye movement or a change in

visual attention. The results suggest that the extended duration depends mainly

on the time required to do the eye movement and that the use of unpredictable

movements on the target removes the illusion by breaking the spatial continu-

ity [46].

However, chronostasis has also been observed with non-visual stimuli, more

specifically auditory [48] and tactile [49] stimuli. This allows us to think about

the intrinsic properties of the stimuli we present to a user and how their body

performs to process the said stimuli. An interesting aspect of the saccade is that it

can be both visual and non-visual. It is advantageous in the case of ChronoPilot,

as these stimuli may work regardless of context if they act on saccades.

2.3.3 Time Perception and Content-Based Approaches

If we can try to map time perception manipulation to pure physical and mental

inductions, the notion of time passing by is also a critical aspect of media, games,

work and other content-based products. As the work presented in this thesis is

related to implementing time perception modulation through XR applications,

we will review some of the techniques that act directly on the content presented

to a user.

Motion

Representation of motion has evidence to affect the time experience, and that

is appearing both in the case of self-motion (or vection) and external motion. In

the case of self-motion, Ihaya, Seno, and Yamada observed that vection appears

to induce a change in time perception and arousal (from pupil dilation data);

however, here the authors considered that mental tempo reflects time perception

and used the former to evaluate the latter[50].
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Even if not mentioned as vection by Weber, Weibel, and Mast, the effect of

passive self-motion illusion in VR on time perception, by being driven in a virtual

car, seems to non-linearly correlate with the velocity of the self-motion (with

longer time judgment correlating to higher velocities). However, the authors

mention that it might only be due to the rate of changes in visual effect rather

than the velocity itself [51].

As for examples of external motion that affects time perception. In the context

of time perception and loading screens, having a faster loading animation (such as

a rotating circle animation) seems to yield to a more compressed time perception

compared to slower ones [52].

Another important aspect of external motion is how different types of motion

appear to affect perceptual duration. A study by Fornaciai, Arrighi, and Burr

advances the idea that the repetition of fast translation motion leads to a com-

pressed perception of time [53]. However, they did not observe this effect for

motions that are either radial or circular.

Colors

Different colors seem to have different effects on time perception. One simple

example can be found in the work of Shi and Huang comparing the effect on time

perception between red and blue stimuli, to which the results suggest that red has

a significant effect on time perception, but differently depending on the scenarios

(here, online dating and job interview scenarios)[14].

On a similar topic of web downloads, according to Gorn et al.’s study testing

different fake download web pages that would differ in their colors, color seems

to influence feelings of relaxation which then influences perceived quickness of

downloads; but the effect of color is attenuated with repetitions. All different

components of color (Hue, Chroma and Value) has an effect on perceived quickness,

however, Value is the most important component in the results of this study [54].

Hue in relation to time perception also received some attention from Thönes

et al. with a study comparing red versus blue. In their results, hue has a clear

effect on time perception, but even though red induces more arousal, blue leads

to temporal overestimation. Considering the results and the protocol (short time

scale), the effect on time perception is not due to arousal or attention, discussion of

the authors suggests a possible explanation from eyes’ cones or circadian system,

but these are simply assumptions [55].

Continuing on the topic of hue, its effect was also observed on Gansfield
stimulation. In Kübel, Fiedler, and Wittmann’s study it was observed that among

meditators, color choice during Gansfield stimulation (between red or green)

had a lot of impact on time distortions differences (but had a lesser effect on

non-meditators). Aside from color, Ganzfield stimulation itself also had an effect
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on time perception [56].

Emotions and mood

Let’s now look at the effect of emotions and mood on time perception. Emotional

stimuli take various forms, such as music, movies, pictures, etc. Here, we will

arbitrarily consider that emotion refers to feelings in the moment, which could be

induced by stimuli, while mood refers to a per individual state which we have no

control over.

A very detailed review of the literature on both mood and emotional stimuli

was conducted by Droit-Volet et al., considering an internal clock model with a

clock speed. When it comes to depression, time perception is accelerated (which

is supposed to be due to less attention and working memory due to the intrusion

of negative thoughts), but the sensation of time passing is stretched[6]. More

generally, a correlation was also observed between sad state and time compression,

high-arousal emotional stimuli, and fear-conditioning situations have a clear effect

on time perception, another indirect link between mood and time perception

might be present through the effect of mood on emotional stimuli[6]. Droit-Volet

et al. in their review of the literature also highlight how the effect of emotional

stimuli depends on the context of the time judgment asked and the meaning of

the said stimulus. Interestingly but not necessarily related to emotion, in the same

review they also mention how showing action-related content, such as people

running, can alter duration judgment probably due to reactivation of memory of

action dynamics [6].

In the case of music, it was observed by Droit-Volet et al. that different musical

pieces will affect time perception mainly through emotional valence and tempo,

in a way that is dissociated from arousal, since the orchestration of the same score

would lead to different arousal but similar time judgments [57]. Music in general

can also be a way to improve the likability and immersion of an activity, which

can then lead to altered time states, as observed by Sanders and Cairns in adding

background music to video games [58].

It was also observed that high arousal emotional stimuli seem to have a similar

effect on time distortions in different periods of time and stimuli length (from a

few seconds to several minutes)[7]. This is especially useful in the use cases of

ChronoPilot assuming the time scales the project considers.

Environment

If we have seen earlier (2.2.2) that natural environments were used in stress

management techniques, a same effect was observed on time perception. Davy-

denko and Peetz showcased results where walks in nature environment would
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feel longer than counterparts in an urban environment, indicating that it is the

environment that affects time perception in this case. Similarly to studies related

to stress, they also observed that walking in nature reduced stress and improved

awareness, but they also note that these variables are not correlated with time

overestimation [59].

Rhythm

Rhythmic stimuli are a good contender for time perception alterations for practical

reasons alone: they are easy to vary (tempo, patterns), they can be applied to

different modalities (audio, visual, tactile). Rhythmic stimuli have also been

observed to influence users in multiple ways. A first influence on gait can be

observed, in an attempt to help in cases of Parkinson’s disease, Leow, Parrott,

and Grahn observed positive improvements when instructing patients to walk

synchronously with rhythmic stimuli [60]. Another effect on improved gait

velocity and cadence was observed in older adults by Wittwer, Webster, and

Hill [61].

Synchronization with music instructions in a walking task can cause slower,

shorter, and variable strides, as observed in one of Leow, Waclawik, and Grahn’s

experiments [62]. If these results are not too conclusive for the effect of synchro-

nization on gait, it might suggest that the instructions itself require attention

resources. In the same study, Leow, Waclawik, and Grahn conducted a second

similar experiment but added a cognitive task to reduce the attention allocated to

music, which did not affect synchronization but did affect gait itself by making it

slower.

Another influence on the fluency of performance aspect of flow was also

observed in tapping tasks of medium to high rhythmic complexity [63]. Still on

the topic of task performance, exergames (exercising through game) seems to

positively benefit from the presence of music, the synchronization of music with

a cycling task yielded better performances on the task in Yin et al.’s study [64]. If

the results of the synchronized music were significantly positive, the presence

of music alone was also able to improve the performance of the tasks. Rhythmic

auditory stimuli seem to also help in timing and spatial movement tasks through

motor performance in the case that vision is unavailable [65].

Synchrony, defined as similar timing between people (which requires either

a prediction from one of the persons involved in the synchrony or a mean to

synchronize), seems to increase the likability between people when interpersonal.

This was observed by Hove and Risen with a series of experiments that involved

tapping in rhythm to a metronome, resulting in a significant increase in likability

towards the experimenter when the tapping was synchronized with those of

the experimenter, but not when it was only synchronized with the metronome
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(without the experimenter doing the tapping). Stupacher, Wood, and Witte also

observed that the synchronicity of the participants with music (but not with a sim-

ple metronome) increased the sympathy [67]. As such, since rhythmic stimuli can

help in aspects of task performance, health improvement techniques, and sympa-

thy in case of multi-user experiments; it is a perfect candidate for the ChronoPilot

project. Its effects on time perceptions are also not to be underestimated.

As mentioned earlier, the appealing aspect of rhythmic stimuli is the ease

with which they can be modulated. The speed or tempo of rhythmic stimuli is

a simple value change, and tempo changes have evidence of affecting the time

experience. That was, for instance, observed on instrumental versions of Disco

songs, where a faster tempo caused longer durations in reproduction timing tasks

without affecting estimation tasks [68]. The authors also noted that between two

musical pieces, a difference of at least 20 Beats Per Minute (BPM) was needed to

observe a stretched time experience.

In the study mentioned earlier from Droit-Volet et al. on musical pieces and

their effect on time experience, they also noted that faster tempos would correlate

with longer subjective time. However, the rhythmic effect of a musical piece on

time perception appears to be less when the same piece also induces emotional

valence [57].

A common misconception is that rhythm would be associated with sound;

however, rhythmic patterns are not strictly limited to it. There were even some

beliefs that audio was dominant in visuals in relation to temporal judgment of

rhythmic events [69]. However, later studies reconsidered it and the rhythmic

understanding may instead be related to the amount of information carried by a

stimulus. For example, with how Wang, Wöllner, and Shi observed a tendency

of participants to prioritize the tempo of the more complex Point-Light-Display

dance motions over the concurrent more simplistic audio stimuli[70]. We can

also see the use of tactile rhythmic stimuli in timing, with effects such as the

improvement in the judgment of just noticeable differences [71].

Taking into account the aforementioned studies, we can therefore identify

some properties that could differentiate two rhythmic stimuli from each other (see

Fig. 2.4). First with the tempo (or speed) of the stimulus, to which a value in BPM

can be assigned (e.g., differences between disco songs[57]), then with the rhythmic
pattern (e.g., metronome leading to different sympathy than musical pieces [67]),

and with how the stimulus is represented (or performed) to the participant (e.g.,

rhythmic patterns carried by audio compared to visuals[69, 70]).
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Figure 2.4 Different parameters of a rhythmic stimulus

2.4 Approaches to Measure Time Perception
If the research presented in this thesis has a focus on the modulation of time

perception, this effect of the modulation on time perception requires appropriate

methods to be measured. There are two main ways to assess a subjective aspect

of a user’s experience such as time perception, either through user assessments

or relying on approximations through proxy data.

2.4.1 Measurement Through User Assessment
In this subsection, we will focus on common methods to measure retrospective and

prospective time perception, which differs from other forms of time perception

such as circadian rhythm. The methods come from chapters 2-6 of the book

Timing and Time Perception: Procedures, Measures, & Applications [72] which can

be considered as the main reference for time researchers. It is important to note

that here measurements only consider time estimation (how much time does the

participant think has passed) as the feeling of time passage (do participants believe

that time was passing quickly or slowly) is a purely subjective assessment done

through post-trial questionnaires.

Uses of known time units

Two main categories of time estimations can be observed: estimations using

known units and estimations using duration comparisons. The former assumes

that the participant will make an estimation either of a past event using a verbal

estimation (for instance, saying or writing that an event lasted 10 seconds) or

through a time production task using these units (such as asking a participant to
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press a button for 5 seconds, see Fig. 2.5). The use of time units has the benefit of

being straightforward to implement; however, the measures tend to have high

variability due to an inaccurate representation of a second across participants.

Uses of time comparisons

Time comparisons involve comparing two durations; therefore, intervals are

judged relative to another. Although much more precise than using time units,

this method has limited use cases. There are two main ways to use comparisons:

• Bisection tasks: participants are asked if a duration is longer than the other

• Reproduction task: participants attempt to produce a presently shown

duration

An example of both tasks can be seen in Fig. 2.5. The former often relies on the

comparison of a standard duration with another that is affected by a stimulus. It

allows building a per-parameter psychometric function, allowing a more precise

analysis on the effect of a stimulus on time estimations. However, these tasks

require a large number of trials with a design centered around said bisection,

which can be impractical.

Reproduction tasks involve asking the participant to produce a duration

previously experienced. Although precise, these measures may be an index of

how consistent a participant is throughout the trials rather than a representation

of time estimation changes, since the internal clock speed is already affected

when presenting the target duration.

Challenges of implementation

The use of user assessment faces multiple challenges in the design of studies. The

precision of the measurement comes at the cost of how practical the task can

be. While tasks based on time units are simple to introduce, they still involve

interruptions of a participant’s experience. Time units tasks are also unfit for

short duration tasks, and due to their need for knowledge of conventional units,

are not suited to all populations such as young kids.

Reproduction and bisection tasks are even more prominent in changing the de-

sign of an experiment, as the compared timings need to be presented in succession,

which heavily limits their use cases outside of stimuli studies.

Among perceptual errors, a common error is the Time-Order Error (TOE) that

occurs on the judgment (of any characteristic, not necessarily duration) of stimuli

depending on the order in which they are presented. Relations between TOEs and

the estimation of the duration of visual stimuli seem to appear, more especially
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for saccade-inducing stimuli [73]. Considering the high need of repetitions when

using a timing tasks such as bisection, it is also an effect to account for in data

analysis.

Evaluating time perception can be difficult in these cases, as ideally experi-

menters want a report on the participant’s experience rather than an evaluation

of their performance in how good they are at timing. With the risk of participant

using timing strategies on the timing tasks, such as counting, experimenter may

need to hide the timing goal of the study and implement a concurrent (non-timing)

secondary task.

It could be argued that these timing task methods were also designed specif-

ically for more fundamental research studies; aiming to evaluate the effect of

stimuli (or other parameters) specifically on time perception, rather than methods

that can measure time perception among other measures. Introducing these

methods as more than a post-trial questionnaire already states that the focus of

the experiment (or an interaction within the experiment) is on time experience,

which biases the uses of results using these methods on the greater context of

general experience in interactive applications.

A
DDDDDPress 5 

seconds

(a) Production task

A
DDDDDPress as

long as A

(b) Reproduction task

A

DDDDDA or B
shorter?

B

A

(c) Bisection task

Figure 2.5 Example of timing tasks to evaluate a stimulus A
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2.4.2 Measurement Through Proxy Data

While the methods extracted from Timing and Time Perception: Procedures, Mea-
sures, & Applications [72] offer reliable ways to compare the time estimations of a

participant, they come with an impractical aspect, mainly due to the requirements

of user inputs and for experiment design to be focused around time perception.

As such, there has been a growing interest in evaluating time perception from

proxy data, mainly physiological signals, to approximate a participant’s time

perception.

A first strategy can be to evaluate for states related to time perception, such as

stress. We have seen earlier the relation between stress and physiological feedbacks
in Section 2.2.2 which are possible to measure with affordable and non-intrusive

sensors.

Emotions are also a good candidate for estimating time perception with wear-

able sensors. As Orlandic, Valdes, and Atienza managed to successfully build

a machine learning model that predicts the perception of the passage of time

based on wearable sensors and using data from fear and sadness situations (which

leads to slower time passage) as well as mentally taxing tasks (leading to faster

time passage). The classifier obtained a 77.1% F-1 score in "distinguishing time

passing fast rather than slow" [74], however, such a classifier might instead predict

situations that lead to a faster or slower time perception rather than predicting

the time perception itself.

If a classification is possible, the emotional response also appears to be corre-

lated with pupil dilation likely due to a raise in arousal, as noted in Chen et al.,

while providing new methods to normalize pupil dilation values depending on

screen brightness [75].

Finally, the use of brain signals, such as EEG, shows promising results in

predicting time estimations [76, 77] even in VR [78]. However, while promising,

these studies required performing timing tasks while wearing intrusive hardware

in the form of an EEG cap, limiting the participant from having head movements.

Although not suitable for larger-scale applications with affordable hardware, these

results could be especially useful in the future if VR devices start implementing

EEG hardware, as seen in OpenBCI’s Galea headset
2
.

Using proxy data for time perception evaluation can definitely be a way for-

ward both in research and in commercial interactive applications alike; however,

it is necessary to keep in mind that as time perception is a multi-facet perception

with no definitive (non-proxy) evaluation, proxy data will remain an approxima-

tion and may be biased toward time estimations without accounting the feeling of
time passage.

2https://shop.openbci.com/products/galea
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2.5 Time Perception and XR

In the context of this thesis, XR stands for eXtended Reality, which encompasses

computer-mediated realities such as Virtual Reality (VR) and Augmented Reality
(AR). As such, when we talk about XR environments, we talk about environments

that are controlled by a computer and represented to the user through means

such as (but not limited to) Head-Mounted Displays (HMDs), which actively alters

the perception of its users.

In recent years, mediated (or extended) reality technologies have been met

with increasing interest for research and commercial use. The technology became

more accessible through the releases of both dedicated hardware (e.g., HTC VIVE,

Meta Quest, Microsoft Hololens, Apple Vision Pro; HMDs used in this thesis

are shown in Fig. 2.6) and software standards such as OpenXR
3
. As such, XR

environments can be seen as a new part of some populations’ daily life, and thus

a subject to research in itself. But its nature as computer-mediated realities also

makes it an opportunity for (real-life) research, as it allows for greater scenario

control and reproducibility for experimenters.

In the case of the ChronoPilot project, XR is the perfect testbed to evaluate

implementations of the ChronoPilot design principles. In the following section, we

will first see how XR differs from other computer applications due to telepresence,

and then explore multiple ways in how mediated technologies can affect time

perception. In the case of both ChronoPilot and this thesis, we are using XR

specifically through HMDs; however, at the moment, use of HMDs is much more

documented for VR than it is for AR (where using the camera feed of smartphones

is more common). As a result, the following section is biased towards VR studies.

(a) VIVE Pro Eye 4 (b) Microsoft Hololens 2 5 (c) VIVE XR Elite 6

Figure 2.6 The XR HMDs used in this thesis

3https://www.khronos.org/openxr/
4https://www.vive.com/sea/product/vive-pro-eye/overview/
5https://www.microsoft.com/p/hololens-2-industrial-edition/8mqn5pzp01x5
6https://www.vive.com/us/newsroom/2023-01-05/
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2.5.1 Immersion and Telepresence
Immersion is one of the most used arguments in favor of the use of XR technology,

however, it is often misconceived as telepresence. While telepresence is a feeling

of being present in a different environment than the real one, immersion is a state

of deep mental involvement which causes a dissociation from the awareness of

the real physical world.

It is not surprising to find relations between telepresence and immersion. Con-

sidering a VR flow-based context, Mütterlein modeled the following relationships

between interactivity, telepresence, immersion, and satisfaction: interactivity

enhances telepresence and immersion, telepresence enhances immersion, and

finally, immersion improves satisfaction[79]. However, if this representation was

supported by their study results, the effect of immersion on satisfaction is low, so

other non-investigated factors might affect user satisfaction in VR.

Using VR means that we have the choice to use an avatar or not, and the

presence of an avatar might affect time perception. This has been investigated by

Unruh et al. in a waiting scenario in front of a mirror under three conditions: full

body avatar in VR, no avatar in VR, and real-life scenario [80]. The only differences

observed were between the avatar and the no avatar conditions where that avatar

presence leads to, in a retrospective paradigm, significant faster passage but

similar time estimations.

In 2019, Kim and Ko investigated what they call flow experiences and VR in

the context of sports viewing. But in their study [81], flow is used interchangeably

with time distortions. They varied situations using 3 aspects: flat screen or VR,

sport involvement (how engaged the viewer is with the sport), and rivalry of

the teams involved. They noted that VR had a significant effect on telepresence,

which by proxy affects time distortions, since flow was affected by both sport

involvement and telepresence. But, with a reduced impact of telepresence if

there already was involvement from the viewer. Kim and Ko also suggests that

telepresence either is a component or an antecedent of flow experiences.

2.5.2 Virtual Reality Paradigm on Time Perception
While the use of mediated reality technologies has some obvious advantages for

user studies, the technology itself induces some biases in time perception. A first

example can be found in how the same game is more prone to underestimate time

in VR compared to a flat screen [82].

Another time perception difference while being bored or while waiting was

observed between real-life and a VR counterpart; as Igarzábal et al. reported in

their study that compared the self-reported waiting time in the virtual waiting

room compared to a real-life one in the retrospective paradigm [83].
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However, Bruder and Steinicke reported that walking in VR does not appear to

significantly affect time perception, although there is a tendency to overestimate

time while walking in VR compared to non-VR, likely due to discomfort[84]. As

such, technology itself is not sufficient to create the perception shift, and it can

be a shift in relation to the content or activity of the participant. This thought

can also be put in relation to Mallam, Ernstsen, and Nazir’s study comparing

estimation times between a VR and desktop equivalent in tasks lasting from 30

seconds to 5 minutes, where in situations of overestimation in both cases, the VR

situation tends to be overestimated even more [85].

We can thus hypothesize that VR may have an amplification effect on the

direction of the timing experience. An amplification that may be related to other

aspects of experience, such as the better performance observed in the video game

Thumper [19]. Although an effect of technological immersion is observed, these

kinds of amplification effects do not invalidate the use of mediated technology

for time perception studies.

On another note, in relation to the effect of emotional content and virtual

reality, no significant differences were observed when emotional content stays

the same [86]. We can then expect that, between VR and other setups such as AR,

if we use emotional content, only the content itself will, regardless of the setup,

influence time perception.

2.5.3 Virtual Environments and Time Perception
One of the key aspects of XR is how it changes the perception of our environment.

We may display fully virtual environments to the users, but it still goes through a

screen and thus, we could ask if the virtual representation of an environment has

the same properties as its real counterparts.

In previous chapters, we mentioned the effect of natural and urban environ-

ments. The relation between crowded environment and time perception was

also studied in VR. Shimokawa and Sugimori replicated a real-life experiment in

VR about subjective time judgment, in an environment varying in being crowd-

ed/uncrowded and natural/urban using VR videos, the results were similar to the

real-life experiment with a correlation between uncrowded and non-urban situa-

tions with time dilation [87]. This suggests that changes in virtual environments

through VR can be a valid way to shift time perception.

Environments tend to have temporal cues or zeitgebers such as clocks or the

movement of the sun. Schatzschneider, Bruder, and Steinicke tested the effect

of the movement of the Sun (as a zeitgeber) in a virtual environment on time

perception with and without cognitive loads; the results are that the absence or

presence of sun movement and the presence of a task would affect time perception,

but the speed of the zeitgeber did not affect time perception, if its presence affected
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time perception, it did not affect task performance [88]. We could then assume

that subtle changes in environment, by introducing and removing zeitbegers or

other background elements, would affect the time experience in a non-intrusive

way.

Although it is not specifically about time perception, but more about flow or

just concentration in general, Ruvimova et al. went as far as suggesting the use of

virtual reality environment in open offices to induce better flow or concentration,

approaching the likes of a closed office. Their results yielded some positive results

on flow for one of their environment, despite some notes that their VR hardware

was not suited for long work sessions due to weight and eye strain [89].

2.5.4 VR and Motion

VR is a powerful tool in order to test one’s relation to motion, Verde et al. used VR

to investigate the effect on time perception from self- and world-movement. It ap-

pears from their study that only apparent movement of a world (visual) movement

causes perceptual time distortions (in the form of time dilation); situations where

people are walking but where objects in the virtual world are either not moving

or moving in the participant’s walking direction do not lead to time distortions

[90].

An interesting idea from Bansal, Weech, and Barnett-Cowan was to apply

the sensorimotor contingency theory to the perception of motion and time. Their

main idea was to couple the speed and duration of visual events with the body

movement of participants in VR, the results of their study suggest that after the

experiment participants underestimated time while moving and overestimated it

while static[91].

2.5.5 XR and Synaesthetic Designs

Synesthesia is the phenomenon of a sense (audition, vision, feeling the temper-

ature) being affected by a seemingly unrelated one, such as "hearing pictures".

Synesthesia can happen naturally, but XR technologies allow one to create artifi-
cial synesthesia.

By synaesthetic designs, we talk about interactive applications where stimuli

are associated either with events or with other stimuli. For example, Wright and

Kefalidou designed an experiment involving a virtual maze (as a flat-screen desk-

top game) with a synaesthetic-oriented design, which means that some elements

and stimuli of the user experience were fused (sound cues accompanying visual

cues, colors accompanying the solution). In this experiment, immersion was

observed to be affected by user experience but not task solving and navigation or
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change blindness;in terms of user experience, color signals and landmarks were

judged positively, while disorientation (from the maze) was judged negatively [92].

As body temperature was observed to influence time perception [41], Erickson

et al. tried to synaesthetically induce a feeling of temperature change and see

if it has an effect on time perception. Using AR, if showing visual effects that

evoke temperature (such as ice or fire) on the participant’s hand influenced their

perception of temperature, no effect was found on a prospective time production

task[93].

In the context of VR, Rogers et al. conducted a study [94] about how the

presence of music might alter time perception in a VR game. The study consisted

of collecting retrospective time estimations of a VR bow-and-arrow tower defense

game under two conditions, one without music and the other using music (which

was determined with a prior online survey in order to use music with sufficient

arousal and valence). The results imply that time passed faster when music was

present; interestingly, the faster time passage did not seem to correlate with a

change in immersion. In the same paper, Rogers et al. conducted an exploratory

case study comparing sound effects and adaptive music to signal game mechanics

in VR, which approaches synaesthetic designs. If the results are limited to the

exploratory nature of the case study and the sole presence of qualitative data,

these results highlight the potential for future studies, as it was observed that

music significantly affected the experience of the player and increased tension

was experienced under adaptive conditions.

Artificial VR synesthesia has also been made use of by Outram et al. to show-

case full-body vibro-tactile suits. By linking audio with visuals and vibrations,

they increased immersion and enjoyment of their participants [95]. Artificial

VR synesthesia was also used by Reif and Alhalabi to mitigate attention and

immersion in the case of pain therapy [96].

The design of ChronoPilot is, by its concept of tying time perception to multi-

sensory stimuli, synaesthetic. We can expect, depending on the use case, some of

the benefits from synaesthetically designed applications seen above. The use of

authoritative strategies to synchronize stimuli, such as synchronized rhythmic

patterns, also goes in these directions.

2.6 Interactive Applications and Behavioral Stud-
ies

Time perception studies may rely on multiple media formats, such as videos [26,

1], music [57, 68] or computer games [19, 23]. As such and just like any other kind

of behavioral study, using custom-tailored interactive applications is relatively
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common.

However, making these custom-tailored applications requires a lot of skill

and work, this is even more prominent when it comes to VR or AR applications.

In addition to basic programming skills, making these applications may require

knowledge in interactive 2D or 3D development, network programming, user

interface design, data logging and processing, etc. Since this thesis focuses on

the design and implementation of behavioral studies such as XR time perception

studies, it is necessary to review the technical challenges and needs related to the

technical work of such studies.

In the case of making interactive 3D or 2D experiences, several game engines

are of popular choice (Unity, Unreal Engine, Godot Engine), simplifying the

required implementation work by alleviating the need to build rendering and

audio pipelines, providing physics, and handling player controls. These engines

also offer the possibility to import numerous plug-ins or assets, either first-party

or third-party, which leads to new markets such as the Unity Asset Store4
). In the

case of XR development, the Unity engine is popular in behavioral studies due to

its easy integration through Unity-compatible toolkits provided either by Unity

themselves (XR Interaction Toolkit, AR Foundation), by other industry’s giants

like Microsoft’s MRTK, or by headset makers such as Meta, Vive or Pico.

However, be it for desktop and XR interactive applications alike, while these

engines and integrations do facilitate the development work, a considerable

workload is still needed. This is why in recent years we can also see a trend

of research-focused extensions being developed. Indeed, we can find examples

such as the vexptoolbox [97], the BiomotionLab Toolkit for Unity Experiments
(bmlTUX) [98] or the Unity Experiment Framework (UXF) [99], which allow to

manage some common requirements of behavioral studies such as data collection

or trial generations. The most advanced one being the Unified Suite for Experiments
(USE) [100], with technically complex features to integrate, such as trial recording

and replaying with millisecond precision or Arduino IDE integration.

However, these tools do not provide the environments nor the integration

of in-environment interactions, this is why we can also see the emergence of

scientific articles presenting non-generalist virtual environments. For XR related

environments, examples can be found in Outram et al.’s environment for a vibro-

tactile suit [95], or Landeck et al.’s Unreal Engine environment to test the effect of

zeitgebers on time perception [101]. The extensions and environments mentioned

above are geared towards the integration of experimental design [98, 98, 99, 100]

or specific scenarios [95, 101].

Simplification of interaction implementation in a more all-purpose way, es-

pecially in the case of XR interactive applications, can be found in community-

4https://assetstore.unity.com/
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focused commercial games such as VRChat
5

and Rec Room
6
, by providing tools

and Application Programming Interface (API) to create multi-user XR experiences

for their platform. Although behavioral studies are possible using these plat-

forms [102], the restrictive nature of these commercial applications can be a

problem in terms of practicability (due to the dependence of an external platform

and the API eventually deprecating an existing implementation through updates)

and data privacy.

Some open-source projects like BasisVR
7

aim to provide similar experiences

and associated APIs while having the option to self-host, but are still in develop-

ment and not production-ready as of now.

Although behavioral studies heavily benefit from recent technological

progress, we also observe a growing technical debt for the implementation

of experiments, especially compared to commercial products.

2.7 Research Questions
In this chapter, we have over-viewed several subtopics related to the pluri-

disciplinary research topic that is time perception.

We first have seen what time perception is and its implications for other mental

states (Sections 2.1.1, 2.2.1), followed by a glimpse of the ways researchers have

tried to influence it (Section 2.3). Then, after looking deeper into the methodology

of the time perception measurements (Section 2.1.3) we went through topics more

specific to this thesis with the introduction of XR in timing research (Section 2.5

and the challenges that come with the technical implementation of experiments

(Section 2.6).

In the next chapter, we will present research productions that only consider

a few specific stimuli; however, the variety of approaches to affect time per-

ception presented in the current chapter comes not only as opportunities (such

as additional levers we could use to influence the time experience), but also,

since intrinsic aspects of an activity (fatigue it induces, attention needed, pres-

ence of movements, colors, etc.) could act on the time experience, as threats of

confounding effects.

The results of the research presented in this thesis, bounded by the ChronoPilot

project’s design principles, mainly involve the implementation of timing research

through XR experiments, which introduces both technical implementation needs

and changes in the representation of stimuli and time experience. As such, three

5https://hello.vrchat.com/
6https://recroom.com/
7https://github.com/BasisVR/basis
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main questions may emerge from considering both this Background chapter and

the following Results chapter:

• How can newly tested stimuli, in our case rhythmic stimuli, be integrated

as part of the time perception within an experience (such as research exper-

iments, commercial applications, etc.), especially when there are potential

interactions with unknown intrinsic aspects of an experience in time per-

ception?

• What changes from the introduction of XR in the timing experience? How

should the design of time modulation be changed according to the use of

XR technology?

• How to implement such XR experiences?

The aforementioned questions are all elements of the key research question of this

entire thesis: To what extent and with which methods can active time modulation
be used in interactive applications to improve flow and reduce stress?
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Chapter 3

Results

In this chapter we will review the different studies that have been published

as part of this thesis. Following a cumulative thesis format, works that lead

to a publication have been contextualized and are also fully available in the

Appendix. This chapter also has unpublished works; two are unpublished results

with associated sections that are closer to a full article; finally, some ongoing

collaborative works are also briefly over-viewed.

3.1 Time Perception and Rhythmic Stimuli

The following three papers have as a main topic of interest the use of audio-visual

rhythmic patterns in a shape sorting game. The first paper corresponds to a study

conducted through a browser version displayed on a normal screen. The second

and third papers refer to a study using the same game but in VR.

(a) (b) (c)

Figure 3.1 A sorting sequence in the VR experiment (from Appendix B)
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3.1.1 Rhythmic Stimuli Effects on Subjective Time Percep-
tion in Immersive Virtual Environments (MMVE, ACM
MMsys 2022)

This conference paper focuses on the use of stimuli following a metronome-like

rhythm and their effect on both time perception and task performance.

Motivated by the goals of ChronoPilot, which are to use time perception as a

tool of user experience, we thus wanted to study these effects on a task that is

not related to time perception itself.

To this end, we designed a sorting task of primitive 3D shapes, requiring the

participant to move said shapes using a computer mouse and drag it to one of the

two possible choices. Time perception will then be assessed through a post-trial

questionnaire, due to the multifaceted aspect of time experience (Section 2.1.3),

both time estimation and time passage are investigated. Since the task may be

exhausting due to its repetitive, cognitive, and physical nature, we also asked

about the participant’s fatigue over that questionnaire.

As mentioned earlier in the Rhythm section of 2.3.3, rhythm is a relatively

simple way to both synchronize (as rhythm can be used with different modalities

such as audio, visuals or haptic [69, 70, 71]) and modulate stimuli (using different

tempo speeds [68]). As such, the study is also designed around multi-modal

stimuli; here, we explored combinations of the presence or absence of auditory

clicks and visual pulses. Since we want to ensure that the participants are exposed

to the stimuli, the visual pulses are on the objects they sort, while the auditory

clicks use global and non-spatial audio.

The stimuli were voluntarily kept simple and unrelated to the task for allowing

later uses in other ChronoPilot-related studies, to avoid biases on performance

metrics due to cueing such as observed in synaesthetic designs (Paragraph XR and
Synaesthetic designs of Section 2.5.5), and to keep the stimuli rhythm-based rather

than emotional (Paragraph Emotion of Section 2.3.3) or environmental (Paragraph

Environment of Section 2.3.3). The results of this study show a varying effect of

tempo on time perception depending on the use of single or synchronized stimuli;

the presence of single stimuli greatly affects time estimation but with no specific

error direction, while tempo affects the error direction for synchronized stimuli.

In terms of time judgment, it seems to depend on the tempo for both single and

synchronized stimuli. In this study, it was also observed that the presence of

visual stimuli, probably due to the task challenging shape recognition, negatively

impacted task performance.

This article was published in 2022 as part of the IMmersive Mixed and Virtual
Environment Systems (MMVE) workshop of the 13th ACM Multimedia Systems
Conference (MMSys 2022). I am the main author of the article’s manuscript, with
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my contributions being the designer and developer of the interactive application,

collecting and analyzing the data of the study, and writing of the article.

The full paper can be found in Appendix A

3.1.2 Rhythmic Stimuli and Time Experience in Virtual Re-
ality (EuroXR 2023)

This conference paper is a follow-up study of the previous paper with the main

goal being to transpose the previous experiment to VR.

Although VR may introduce some time perception biases depending on the

content displayed, the direction of the time experience (under-estimating or

over-estimating) from similar content between VR and flat screen or real-life

counterparts tends to be similar, as seen in Section 2.5.2.

A limitation of the previous study also came from its use of crowd-sourcing

to recruit participants, leading to inconsistent screen setups between them; this

would be resolved in this study, as it was hosted in a dedicated lab and also allows

us to run more trial rounds per participant.

The virtual environment has been made compatible with VR, replicating the

controls using motion controllers. Although participants were allowed to take

breaks at any desired moment, this aspect, coupled with the larger amount of trial

per participant, changes how we had to approach the data analysis. The added

motion and the change in the amount of trials both contribute to inducing extra

physical fatigue over time in the participant, as well as changes in physiological

aspects such as body temperature or heart rate, which also affect the time experi-

ence (Section 2.3.2). Having more trials also means that participants will be more

trained and thus more proficient at the task in later trials, potentially affecting

the challenge-skill balance which defines flow (Section 2.2.1).

As such, this study aims to explore the effect in VR of rhythmic stimuli,

either or both audio and visual, on time experience and task proficiency. More

specifically, the study examines the effects of stimuli based on the context of user

fatigue and trial repetition.

This VR experiment led to similar but more detailed results compared to its

desktop counterpart, with effects of the stimuli on time experience and task perfor-

mance being dependent on user fatigue and trial repetition. For instance, tempo

affected time judgment only during low fatigue, while the type of stimuli was

significantly affecting it during the middle of the experiment, where participants

would be familiar with the task while keeping low fatigue. Meanwhile, some

effects would evolve throughout the session, such as the presence of auditory

stimuli improving the performance in earlier trials, while visual stimuli would

decrease performance in later ones.
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This article was published in 2023 as part of the 20th EuroXR International
Conference (EuroXR 2023) proceedings. I am the main author of the article’s

manuscript, with my contributions being the designer and developer of the inter-

active application, collecting and analyzing the data of the study, and writing of

the article.

The full paper can be found in Appendix B

3.1.3 Psychophysiology of Rhythmic Stimuli and Time Ex-
perience in Virtual Reality (Computer & Graphics)

This journal paper is a revised version of the previous conference paper, published

in 2024 as part of Computer & Graphics Special Section on EuroXR 2023 Best Papers
and includes additional results on physiological data that were collected during

the experiment.

As the VR experiment was conducted in person, this also gave the opportunity

to use devices to collect physiological data on each trial. The HMD had embedded

eye-tracking compatibility, while a non-intrusive wristband collected heart-rate

and skin temperature measures.

All three physical processes appear to be related to time perception in the

literature (Section 2.3.2), especially in the case of eye movement, as it may be

indicative of saccades; pupil dilation also has examples of being tied to arousal [75].

Exploring how physiological values correlate with aspects of time perception

may give us access to additional proxy data (Section 2.4.2) to use throughout the

ChronoPilot project.

The resulting analysis shows promising correlations of time experience with

eye-tracking, temperature, and heart rate. However, due to the exhausting and

repetitive nature of the experiment, these observations could also be due to a

confounding effect of fatigue.

The full paper can be found in Appendix C
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3.2 Re-Usable Environments and Framework
The two following papers describe custom virtual environments built as re-usable

baselines for later experiments. The first is a poster paper focusing on a VR farming

environment, while the second showcases on a multi-user AR industrial one. If

the environments differ both visually and in the interactions perceptible by their

user, these projects share similar goals in facilitating the technical implementation

of user experiments, by relying on the same back-end allowing customization

components architecture loading in real-time.

(a) VR environment (from Appendix D) (b) AR environment (from Appendix E)

Figure 3.2 The two custom environments

3.2.1 A Dynamic and Scriptable Environment and Frame-
work for Stimulus-Based Cognitive Research in Virtual
Reality (IEEE ISMAR2023)

This poster paper explores the features of a custom-made Unity environment

and framework tailored for time perception user studies in VR. Although the

making of this environment was started due to the obligations of the ChronoPilot

project, as a part of the project’s deliverables was to test modulation strategies

under a virtual precision farming scenario, we also identified several technical

integrations that could benefit interactive user studies beyond the specific needs

around ChronoPilot.

As such, on the one hand, this paper presents interactive environments with a

specific scenario similarly to the environment of Outram et al. for a vibro-tactile

suit [95], or the environment of Landeck et al. for studying zeitgebers on time

perception [101]. More specifically, our environment allows immersive plant

management tasks which can induce varying levels of cognitive load, stress, and

engagement through two task types: plant production and plant identification.

However, on the other hand, it also presents a framework integrated in that

same environment which offers more generic tools similar to frameworks such as

the BiomotionLab Toolkit for Unity Experiments (bmlTUX) [98] or the Unity Exper-
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iment Framework (UXF) [99]. This framework notably allows one to externally

define the content and events of the environment through external files, which

allows a form of scripting, it also allows to externally control the environment

through network messages.

This environment and its associated framework was used as a base for the

experiment presented in Section 3.3.2.

This article was published in 2023 as part of the 2023 IEEE International
Symposium on Mixed and Augmented Reality (ISMAR 2023) proceedings. I am

the main author of the article’s manuscript, with my contributions being the

main designer and developer of the core framework and example tasks, as well as

writing of the article.

The full paper can be found in Appendix D

3.2.2 XR MUSE: An Open-Source Unity Framework for Ex-
tended Reality-Based Networked Multi-User Studies
(MDPI Virtual Worlds)

In the associated journal article, the XR MUSE Unity framework is presented.

Similarly to the environment presented in the previous publication, XR MUSE is

a project that has been carried out to answer a ChronoPilot deliverable, but has

led to a product that can benefit research in a broader scope. XR MUSE offers an

evolution of the framework present in the previous paper, which aims to provide

a more generic approach that completely detaches the framework from the tasks

and environment.

Shared collaborative spaces are common situations in daily life, making those

research scenarios valuable to investigate. For example, it was observed that

working as dyads could improve flow even within virtual environments [23].

As previously observed in Section 2.6, interactive applications for research

often use game engines, such as Unity, which is the one used in XR MUSE. Fortu-

nately, several extensions are available to implement networking within Unity,

such as Photon
1
, Mirror

2
or Unity Netcode

3
; however, while these libraries ease

the implementation by removing the need to handle lower-level protocols, using

those still requires challenging per-application integration.

Several research frameworks, usually built on solutions such as Unity Net-

code or Photon, offer multi-user integrations for various XR devices such as VR

headsets, AR glasses, and tablets [103, 104, 105]; while these frameworks have

associated publications in the scientific literature, they remain as internal prod-

1https://www.photonengine.com
2https://www.github.com/mirrornetworking/mirror
3https://docs-multiplayer.unity3d.com
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ucts with no available code base. We also noted earlier in Section 2.6 that, while

there are some existing commercial platforms that allow the creation of shared

experiences, they remain unpractical for research.

For these reasons, XR MUSE offers an open-source framework for multi-user

interactive XR experiences. Achieving its goals through three independently us-

able components: an example scenario and environment, networking integration,

operations. The example environment, designed around a workbench setting,

allows for natural collaboration-based interactions. The networking integration

implements Photon PUN2 to offer higher-level coding tools such as a Double
Transform Design and a Data Registration system. Finally, the scene description

operates similarly to the farming environment 3.2.1 by loading objects and scripts

through external files.

The example environment and the XR MUSE framework were used as a base

for the experiments presented in Section 3.3.4.

This article was published in 2024 as part of the MDPI Virtual Worlds journal.

I am the main author of the article’s manuscript, with my contributions being

as the main designer and developer of the core framework, the designer and

co-developer of the example tasks, and writing of the article.

The full paper can be found in Appendix E
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3.3 XR and Time Perception
The following works explores the effects of XR content on time perception through

the use of meaningful modulation. The first focuses on user engagement and

environmental dynamics, where users had to handle a memorization task in an

immersive VR environment. The second is adapted from a work in progress publi-

cation; the presented experiment attempts to use pre-selected time modulators in

order to help participants in VR farming situations with varying levels of stress.

The third describes unpublished results in a series of experiments comparing,

within comparable test environments, timing tasks across VR, AR, and Real-Life
(RL). Finally, the last section presents ongoing work, while no data analysis is

currently available for these ongoing experiments, this serves as a showcase of

an implementation of the framework presented in Section 3.2.2.

3.3.1 Some Times Fly: The Effects of Engagement and En-
vironmental Dynamics on Time Perception in Virtual
Reality (ACM VRST 2024)

This conference article explores the effect of user engagement and environmental

dynamics on time perception in VR. Although it was noted in the Background
chapter that VR could induce either an underestimation bias or an error amplifica-

tion bias (see Section 2.5.2), the goal of this paper is to study how the integration

(or implementation choices) of a virtual environment could also affect the time

experience.

To this end, a custom environment with a time estimation task and a mem-

ory side-task was used. The environment can vary in environmental dynamics

through the removal (Static environment) or addition (Dynamic environment) of

audio and background (visual) elements, as well as in user engagement through

the use of either in-environment interactions and full vision (Active environment)

or with on-screen overlays and limited field of view (Passive environment).

Each participant had to do a memory task on displayed numbers (either in

the environment or on overlay depending on the conditions) through all possible

combinations of the previously mentioned variables, followed by a time estimation

task.

The results indicate significant effects of both variables on time estimation;

in fact, the highest difference could be observed between the Dynamic-Active
condition and the Static-Passive condition, which strengthens the idea that the

implementation of the VR perspective is crucial in interpreting results in time

perception user studies.

This article was published in as part of ACM Symposium on Virtual Reality
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Software and Technology (VRST 2024) proceedings. I am a co-author of the article’s

manuscript, with my contributions being helping on data analysis, aspects of

technical implementation, and revision of the article.

The full paper can be found in Appendix F

3.3.2 Shaping Time Perception Under Ambiguity: Multi-
Sensory Interventions in a VR Precision Farming Sce-
nario

These unpublished results investigate the use of pre-defined time modulation

stimuli in response to situations with varying levels of expected stress within

an immersive VR farming scenario. Due to the unpublished nature of these

results, the following section will be divided into distinct titled paragraphs. The

presented results are largely based on the analysis made by Eirini Balta and

Efthymia Lamprou.

The content in this section is adapted from a current work-in-progress article.

I am a co-author of the article’s manuscript, with my contributions mostly being

the environment design and implementation, help in the experiment design, and

writing of the VR Environment section of the article.

Rationale and environment design

Stress in fear-provoking situations has varying effects on time perception, such as

slow time perception when using various aversive stimuli (pictures [106], electric

shocks [107], or looming stimulation [108]) or faster time perception when faced

with an imminent deadline [109].

Last decade, Lake and LaBar proposed a classification of ambiguous fear-

provoking threats with two dimensions involving different cognitive processes:

temporal unpredictability (not knowing when the threat will appear) and proba-
bilistic uncertainty (not knowing if a threat will appear) [110]. This ambiguity
aspect of a threat could also be associated to the use of expectations as an approach

to modulate time perception (Section 2.3.1). These situations of ambiguity are

perfect candidates to try and apply time perception modulators according to

the ChronoPilot design principles (see Chapter 1), with the aim of reducing the

negative effects of the resulting stressful situations.

To this end, the framework and example VR environment presented in Sec-

tion 3.2.1 was used with newly implemented tasks. The participants went through

trials that involved preparation and reaction to pest attacks on plants. Stress

scenarios of varying Ambiguity were introduced through the display of danger
zones (see Fig. 3.3), indicating that for a trial, either no attack would happen
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(Safe condition), an attack could occur after 2.5 minutes (Probabilistic Uncertainty
(PU) situation), or that an attack will occur but at an unknown time (Temporal
Unpredictability (TU)).

(a) Safe condition (b) Uncertain attack (PU) (c) Certain attack (TU)

Figure 3.3 Example scenes and conditions with associated dangers

Using immersive controls, participants could choose where to place a drone

ready to spray pesticides according to the danger zones displayed. Then, once

pests appear (see Fig. 3.4), they could choose either to deploy the drone and use

safe pesticides (with the drawback that the drone travel time could eventually

be too long if it was deployed far from the actual attack) or use an emergency

pesticide (with the drawback of actively harming the plant in the process).

Figure 3.4 During an attack, participants can either send a drone or use emergency
pesticides

For each of the Ambiguity situations, an association of specific auditory and

haptic stimuli was designed. Therefore, in this experiment, we tested whether the

presence or absence of these targeted stimuli (the Modulation) effectively affect

the user’s experience both in timing and user experience.

Safe trials were modulated using audio-tactile rhythmic click trains (through a

haptic vest and speakers of the VR HMD) at a high BPM (300) in order to combat

expected Boredom effects (see the Paragraph on Rhythm of Section 2.3.3). The
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PU trials used Modulation through soothing nature sounds (from the International
Affective Digital Sounds Extended database [111]) as according to the effects of

nature environments on both reducing stress and expanding the time experience
(see Sections 2.2.2,2.3.3). Finally, TU trials made use of random haptic patterns as

a way to create novelty-inducing tactile feedback, due to the effects on increased

information processing and emotional regulation of such stimuli [112], we expect

this Modulation to redirect the participants to the present moment.

The timing experience was assessed through timing production tasks at the

beginning and end of each trial (see Fig. 3.5), while different aspects of the user

experience were assessed through an in-environment post-trial questionnaire

and with wearable sensors.

Figure 3.5 Timing task sequence and prompts

Methods

The participants went through trials with varying Ambiguity denoted as Safe,

PU, or TU. All trials had a sequence using the following structure (see Fig. 3.6):

an Initial Wait ranging between 30 to 60 seconds, a Time Production (Pre Attack)
involving 3 timing tasks which give access to drone control, a Drone Placement
time of 60 seconds (randomized between 30 to 60 for TU ), an Attack phase, a

Time Production (Post Attack) involving 3 timing tasks which gives access to the

post-trial Questionnaire, and finally the post-trial Questionnaire.

In the case of the Safe trials, and the PU trials with no pests attacking the

plants; a Pseudo-Attack phase was still present in the form of a waiting time

ranging between 10 to 15 seconds.
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Figure 3.6 Trial sequences with branching paths depending on the Ambiguity

Another main parameter of this experiment was that half of the trials had

stimuli, or Modulation, which were introduced during the Attack phase (or during

the Pseudo-Attack phase for trials with no pests attacking the plants).

Therefore, 28 participants participated in 12 trials (2 repetitions per condi-

tion, 4 minutes average per trial with breaks allowed between trials) that are

combinations of the following parameters:

• Ambiguity: Safe, PU, TU

• Modulation: YES, NO

Some variables of the data (timing tasks and physiological data) were repeatedly

measured at different moments within a trial, which we categorize as these 3

Phases:

• Pre Attack: during the Time Production (Pre Attack) for timing tasks; con-

tinuous measures from the Initial Wait until the end of the Drone Placement
for physiological data

• Attack: continuous measures during either the Attack or Pseudo-Attack
for physiological data

• Post Attack: during the Time Production (Post Attack) for both timing

tasks; continuous measures during the Time Production (Post Attack) for

physiological data

As in this section, the results of this experiment are separated into titled

paragraphs; variables of the study will be introduced in their associated paragraph.

Results: questionnaire

Participants had to answer a questionnaire presented as a post-work report after

each trial. In this analysis, we focus on the answers to the following questions,

each giving a per-trial variable in the form of a 7-point Liker scale:

• Difficulty: Was the task easy? (0 = hard, 7 = easy)
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• Relaxation: Did you feel relaxed during the task? (0 = tense, 7 = relaxed)

• Boredom: Was the task engaging? (0 = boring, 7 = engaging)

A visual representation of the spread of the answers can be seen in Fig. 3.7. For

each questionnaire variable, an ANOVA was performed on Ambiguity, Modulation
and Ambiguity-Modulation classes; these ANOVAs were then followed up with

post-hoc pairwise comparisons with Bonferroni corrections in the case of a

significant ANOVA p-value.

Regarding Difficulty, a main effect of Ambiguity (F = 38.31, p < 0.001) was

observed; post-hoc analysis indicates that trials in the Safe condition were judged

as easier than both PU (t = 8.56, p < 0.001) or TU (t = 10.7, p < 0.001), and that

the PU condition was judged as easier than TU (t = 3.81, p = 0.001). However,

no interactions between Difficulty and either Modulation (F = 2.58, p = 0.11) or

Ambiguity-Modulation (F = 1.38, p = 0.25) could be observed. These results on

the Difficulty were expected in our design since participants had nothing to do

in the Safe condition, and PU conditions involve an attack in only half the trials

whereas they always happen in the TU trials.

For Relaxation, we observed significant effects of Ambiguity (F = 21.39,

p < 0.001), Modulation (F = 10.4, p = 0.0013), and Ambiguity-Modulation
(F = 4.51, p = 0.011). Post-hoc analysis on Ambiguity indicates that Safe trials

were perceived as more relaxing than both PU (t = 5.82, p < 0.001) and TU
(t = 7.8, p < 0.001), and that PU trials were perceived as more relaxing than

TU (t = 3.47, p = 0.001). Post-hoc analysis on Modulation reveals that trials

under Modulation-NO were judged as more relaxing than those under Modulation-
YES (t = 3.79, p < 0.001). These results hint that our design on the Ambiguity
manages to induce varying levels of stress from the experiment design; however,

contrary to the goals of this experiment, Modulation in trials did not lead to a

more relaxing experience.

Regarding Boredom, we observed significant effects of Ambiguity (F = 38.89,

p < 0.001) and Modulation (F = 6.88, p = 0.009) but not of Ambiguity-
Modulation (F = 2.98, p = 0.051). Post-hoc analysis on Ambiguity indicates that

Safe trials were perceived as less interesting than both PU (t(= 9.58, p < 0.001)

and TU (t = 10.9, p < 0.001), and that PU trials were perceived as less inter-

esting than TU (t = 5.15, p < 0.001). Post-hoc analysis on Modulation reveals

that trials under Modulation-NO were judged as less relaxing than those under

Modulation-YES (t = 3.12, p = 0.002). These results on the Ambiguity indicate

that the design of the experiment also managed to create varying levels of interest;

the results on Modulation show a positive global effect of introducing stimuli into

the environment; however, with the absence of significant differences between

Ambiguity-Modulation conditions, it might be due to a global novelty effect from
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the introduction of a stimulus rather than the intrinsic properties of the stimulus

chosen for each condition.

In general, these results hint towards an alignment between our goals in

the design of our trials on the Ambiguity, as well as interaction effects between

Modulation and both Relaxation and Boredom. However, while globally the effect

of the Modulation aligns with the goals of the ChronoPilot project on reducing

Boredom, Modulation goes against these goals with a negative effect on perceived

Relaxation.

(a) Difficulty (b) Relaxation

(c) Boredom

Figure 3.7 Responses per Ambiguity and Modulation conditions for post-trial questions
on Difficulty, Relaxation, and Boredom (illustrations courtesy of E.Balta)
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Results: physiological

Participants were equipped with an Emotibit wearable device at all times during

the experiment. More specifically, the 3-wavelength PhotoPlethysmoGram (PPG)

sensor was used to monitor changes in blood volume at a sampling rate of 25

Hertz, while the ElectroDermal Activity (EDA) sensor was used to monitor skin

conductance at a sampling rate of 15 Hertz. These values allow us to derive the

following variables:

• Skin Conductance Response Rate (SCR Rate): amount of changes in

the phasic component of the electrodermal conductance signal per second,

derived from EDA data

• Heart Rate (HR): speed in Beats Per Minute (BPM) of the cardiac activity,

derived from PPG data

In the case of the SCR Rate, we could get a measure for each of the Phases (Pre
Attack, Attack, Post Attack) of the trials (see Fig. 3.8).

Figure 3.8 SCR Rate during the different experimental Phases (Pre Attack, Attack, Post
Attack), across all (Ambiguity-Modulation) conditions (illustration courtesy of E.Balta)

Using Friedman and Conover follow-up tests, it was found that the SCR
Rate was different between the Pre Attack and Attack both in PU and TU trials,

regardless of the presence of the Modulation (see Table 3.1).
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χ2(2) Friedman p-value Conover p-value

PU-NO 8.49 0.0143 0.012

PU-YES 11.9 0.0027 0.004

TU-NO 6.4 0.041 0.005

TU-YES 27.0 <0.001 <0.001

Table 3.1 Friedman tests with significant p-values on Ambiguity-Modulation conditions
and p-values of the followup Conover test between Pre Attack and Attack

However, the follow-up Conover test yielded significative differences between

the Attack and Post Attack only in the Ambiguity-Modulation situations involving

the presence of Modulation-YES in both PU trials (PU-YES, Attack-Post Attack:

p = 0.005) and TU trials (TU-YES, Attack-Post Attack: p < 0.001).

These results on the SCR Rate suggest that the Attack in both PU and TU
situations is able to raise the SCR Rate (and thus, the stress) regardless of the

Modulation compared to the Pre Attack. The specific differences observed only

during the presence of Modulation between the Attack and Post Attack suggest

that the introduction of stimuli during the Attack either (or both) raised the stress

while the attack was happening, or allowed stress to drop at a faster rate during

the Post Attack.

Regarding HR, we could obtain a single measure for each of the trials (instead

one per Phase of each trial); this is due to the way PPG data must be derived from

multiple measurements. No effects were observed in the ANOVAs between the

HR (BPM) and both Ambiguity alone or Ambiguity-Modulation combined factors.

Although a significant difference can be observed in the t-test between global

Modulation conditions (t = 2.21, p = 0.03), the HR values are within 1 BPM

of difference, which is not conclusive. These results on HR are likely due to an

incompatibility of the experiment with the measurement, which requires minimal

movements and longer exposure to the sensor to detect changes, while our trial

design generates short-lived changes depending on the Attack Phase.

Results: timing tasks

In each trial, the participants had to perform a Time Production block of 3 ran-

domized production timing tasks (with targets of 3, 5, and 7 seconds) in 2 Phases
of the experiment: the Pre Attack and the Post Attack. Therefore, we can assess

the following variables for each involved Phase and for each trial:

• Task Accuracy(i): with i as the position of the task within the block (1, 2,

or 3), the
production

target
ratio of a singular timing task during a Time Production

block
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• Production Accuracy: the average of TaskAccuracy within a Time Pro-
duction block

A visualization of the Production Accuracy across all Phase-Ambiguity-
Modulation conditions can be seen in Fig. 3.9.

Figure 3.9 Production Accuracy per Phase-Ambiguity-Modulation conditions (illustra-
tion courtesy of E.Balta)

A first 3×2×2 repeated measures ANOVA (Ambiguity, Modulation, Phase) on

the Time Production revealed no significant effect of any of the factors. However,

the effect of time modulators (either voluntary with the presence of Modulation
or inherent to the task with the Attack Phase) might be short-lived after their

end, therefore we repeated the ANOVA, but using Task Accuracy(1) instead of

Time Production in the case of the Post Attack Phase (see Fig 3.10). In this case,

the ANOVA reveals a significant main effect of Phase on Production Accuracy
(F = 11.141, p = 0.003, η2

p = 0.3); post-hoc tests are suggesting that the effect

of Phase was significant when Modulation is present for both PU trials (F = 7.23,

p = 0.012, η2
p = 0.217) and TU trials (F = 5.43, p = 0.028, η2

p = 0.173).

Although limited due to the need to rely on Task Accuracy(1) instead of Time
Production in the case of the Post Attack, these findings suggest that the presence of

Modulation led to stronger under-productions (over-estimation) for both TU and

PU immediately after the attack; which could indicate a successful time expansion

during the seemingly stressful Attack Phase, which aligns to the objectives of this

experiment.
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Figure 3.10 Production Accuracy (when Phase = Pre Attack) or Task Accuracy(1) (when
Phase = Post Attack) per Phase-Ambiguity-Modulation conditions (illustration courtesy of
E.Balta)

Outlook and perspectives

In this study, we investigated how the user experience can be affected through

the introduction of scenario-specific time Modulation under different situations of

Ambiguity (Safe, PU, and TU ). We assumed that the introduced Ambiguity would

lead to different situations of stress and perceived difficulty, which was supported

by the analysis on Questionnaire data and physiological (SCR Rate) data. However,

it remains unclear whether the effect of the PU situations differ from TU and Safe
situations not because of its uncertainty in the apparition of an attack, but rather

due to the frequency of attack apparitions across all PU trials.

For each situation of Ambiguity, trials were differentiated by the introduction

(or absence) of stimuli (Modulation) during the Attack Phase. As a first attempt in

the implementation of ChronoPilot design principles, a specific set of stimuli was

designed for each situation of Ambiguity in order to counter-act, through time

modulation, the expected decrease in Relaxation or increase in Boredom induced

by the Ambiguity.
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If we consider the SCR Rate data analysis, the addition of Modulation in either

PU or TU leads to significant differences between the trial Phases of Attack and

Post Attack, indicating either that the introduction of stimuli raised the SCR Rate
or that the deactivation of stimuli between the Phases favored its drop. Mean-

while, the Questionnaire data yields a decrease in Boredom, but also a decrease in

Relaxation with the introduction of Modulation for any of the Ambiguity situations.

These results, when put into perspective of the ChronoPilot design principles,
contrast with the goals of this experiment as a demonstrator of these principles.

The introduction of the different stimuli in each situation of Ambiguity was aimed

to increase Relaxation in the case of PU or TU and decrease Boredom in Safe
situations, but led to the same effect of decreased Relaxation and Boredom in all

cases of Ambiguity. However, the overall decrease in Boredom, as well as the

Modulation-specific drop in SCR Rate after the Attack Phase, may be indicative of

an improved user experience due to the Modulation.

The use of Modulation also led to differences between the timing tasks of the

participant between the Phases of Pre Attack and Post Attack, but only in the PU
and TU trials. Although we can assume a time modulation effect from the stimuli

introduced in PU and TU trials, the effect of Modulation in the Questionnaire data

was also observed in the Safe trials. Therefore, while Boredom and Relaxation
are affected by stimuli that are also able to modulate time perception in PU and

TU situations, Boredom and Relaxation are also affected by a Modulation with no

apparent effect on timing experience in the Safe situations.

These findings on Boredom and Relaxation could be explained by a novelty ef-

fect experienced by the participants due to the addition of any stimulus compared

to the non-modulated situations, regardless of the intrinsic properties specific to

the stimulus; some specific stimuli just happened to be time modulators (in PU
and TU, but not in Safe). Because the study had specific sets of stimuli for each

Ambiguity rather than a rotation of all possible stimuli, we cannot assess any

stimulus-specific effect within Ambiguity situations nor causal effect between

time modulation (as opposed to any modulation) and user experience.

Although this study serves as a demonstrator of the ChronoPilot design princi-
ples in improving user experience through the introduction of stimuli, by reducing

the Boredom of the participants through Modulation in various situations of stress

induced through trial Ambiguity, limitations of the study design prevent potential

observations of the effect of each stimulus individually, as well as any causal

effect between modulation of time perception and improved user experience.

Future studies could benefit from investigating the use of stimuli with opposite

expected time modulation effects on Boredom and Relaxation within the same

Ambiguity situations.
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3.3.3 Bulb Experiments: Timing Studies Compared Between
VR, AR and Real-Life

The following unpublished results explore the effect of oddball series and color

properties as time modulators across VR (using a VIVE Pro Eye), AR (using a

Microsoft Hololens 2) and Real-Life (RL) settings. Due to the unpublished nature of

these results, the following section will be divided into distinct titled paragraphs.

These results come from joint experiments conducted with Panteion University,

while I designed the bulb settings and built the environments, the design and

execution of the experiments were carried out by our colleagues in Greece. The

results presented in this thesis focus only on the implications on time estimation

across the different settings; more detailed use of the results and analysis of

physiological data are planned for later articles.

Rationale and environment design

In Section 2.5.2 it was observed that the use of VR technology can induce bias in

time perception, such as the same game leading to underestimation in VR com-

pared to a flat screen [82] or a waiting room that leads to greater overestimation

in VR [83]. Another observation is that when emotional content is involved, no

significant differences emerge in VR time estimation when emotional content

remains the same [86].

Stimuli such as the oddball effect (see the Paragraph on Attention in Section

2.3.1) or the display of colors (see the Paragraph on Colors in Section 2.3.3) are

well known in the timing literature. However, since these stimuli are visually

represented, it could be argued that the use of XR technologies such as VR or

AR head-mounted displays may alter the perception of these stimuli. With the

following experiments, our objective is to evaluate whether stimuli related to

oddball sequences and color properties show similar effects on time perception in

these different realities.

To this end, we designed an environment centered around a lightbulb; the

lightbulb can be controlled to change its hue, contrast, value (or light intensity),

and be switched on or off. This environment also has the advantage of being easy

to implement on the three different settings we are studying, in AR and VR the

lightbulb is a simple controllable 3D virtual object. For the RL setting, we are

using a custom-built lightbulb controlled by an Arduino board, to which serial

instructions can be sent from a computer. In all three settings, the participant

interacts with the bulb using a three buttons device (Elgato Stream Deck Pedal)
placed on their lap. The participants were also equipped with physiological

sensors (Emotibit), however the physiological data are outside of the scope of the

results presented in this thesis.
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(a) VR (b) Real-Life

Figure 3.11 The lightbulb environment in VR and Real-Life (pictures courtesy of
E.Balta)

Two experiments were carried out in this environment: the oddball experi-

ment, the color effect experiment.

Oddball experiment

In the case of the oddball experiment, the main goal was to compare the effect of

oddball series on time perception in the three settings (AR, VR, RL). Oddball series

imply that a series of the same stimulus (the standard) is shown to the participant,

with one (the oddball) being different. An example study by Ongchoco, Wong,

and Scholl suggests that in oddball series, the effect on timing may come from

the uncertainty created by the sudden appearance of the oddball [113].

By nature, the use of oddball series is compatible with time-bisection tasks

(see Section 2.4.1) as the standard stimuli can also be shown with a standard

duration, while the oddball can be displayed with a varying duration. The oddball

series depends on the Contrast of the bulb, with the standard being Low or High
and the oddball being the opposite (see Fig. 3.12).

Considering that a confounding effect may arise from the position of the

oddball in a series [114], the oddballs were positioned in the second half and

before the last stimuli of the series. During a trial, the participant would then

be shown a series of 10 standard stimuli of the same contrast with one oddball

replacing the standard between the 5th and 8th stimuli; after the series, the

participant must indicate by pressing a button if they think the oddball lasted

longer or shorter than the standard.

Each of the 33 participants went through two consecutive sessions of 48 trials

in each setting (8 repetitions per possible trial, 288 trials total per participant),

through an entire session the standard stimulus would always be either high or

low contrast. We thus have the following parameters of the experiment, with
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500ms 500ms 500ms 500ms 313ms 500ms

Figure 3.12 An oddball sequence using the lightbulb (contrast)

trials being combinations of all these parameters:

• Setting: VR, AR, Real-Life (RL)

• Standard Contrast: Low, High

• Standard Duration (in milliseconds): 500

• Oddball Durations (in milliseconds): 313, 412, 445, 555, 588, 687

The only variable we get per trial is the Answer of the participant ("oddball
is shorter" or "oddball is longer"). This design allows us to compute a psycho-
metric function, and more specifically the 50% endpoint which corresponds to

the estimated oddball duration that would lead the participant to answer either

shorter or longer 50% of the time. In the following analysis, we compute the

Spearman-Kärber Endpoint (SKE) using the method and Matlab script provided in

the Timing and time perception: Procedures, measures, & applications book [72].

VR AR RL

Low Contrast 492.14 513.38 482.16

High Contrast 477.18 445.15 454.85

Table 3.2 Global SKEs per Setting and Contrast

First, we compute the per-setting global SKEs for both Contrasts (Low, High),
the exact values can be found in Table 3.2. Except for the AR-Low contrast combi-

nation, all global SKEs are below the standard duration, indicating a tendency of

the participants to overestimate the duration of the oddball which is the expected

effect. However, since the SKEs are all between the Oddball Durations 445-555

which are the closest durations to the Standard Duration, the effect of the oddball

on overestimation is relatively weak.

Fig. 3.13 represents the frequency of the answer "oddball is longer" by the

participants for each possible Oddball duration; the sub-figures are separated
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according to the Contrast. In both sub-figures we can observe that all 3 settings

follow a similar shape, however the AR frequencies change its vertical position

relatively to VR and RL depending on the Contrast condition. These observations,

coupled with the global SKE exception of the AR-Low Contrast condition being

above the Standard Duration, could indicate that the perception of the oddball

stimuli are inconsistent in AR relatively to RL and VR.
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Figure 3.13 Answer frequency and global SKEs per Setting
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Figure 3.13 Answer frequency and global SKEs per Setting

To further investigate this inconsistency of AR, we can use a per-session SKE.

As described earlier, the participants performed the tests within sessions of 48

trials of a Setting-Contrast combination. We can thus extract a per-session SKE for

each participant (1 value per Setting-Contrast-participant combination, 6 values

total per participant); the Fig. 3.14 represents the extracted values for each Setting-
Contrast. Of the 33 participants, 3 did not finish the 6 sessions, and thus have

been removed from the per-session SKE analysis.

The ANOVA between the per-session SKEs and the Setting-Contrast yield

significant differences (F = 7.94, p < 0.001). Additional analysis using Tukey

HSD (see Table 3.3) shows significant (p < 0.05) differences between all AR and

RL conditions, at least a low significant (p < 0.1) difference between all AR and

VR conditions, as well as a strong significant (p < 0.001) difference between AR
High and AR Low.

These results reinforce the idea that the AR setting is actively altering the

perception of the durations of the oddball stimuli. Although we can also observe
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Figure 3.14 Per-session SKEs under each Setting-Contrast

a low significant (p = 0.07) difference between VR Low and RL High, this is

not enough to suggest inconsistent timing perception between VR and RL as we

cannot observe differences in symmetric Contrast conditions.

Color effect experiment

The color experiment had as a main goal the evaluation of the time perception

bias induced by the display of different colors varying through hue, saturation,

value, and how consistent it is between each setting.

In order to avoid the creation of an oddball series using a standard duration and

stimulus, this experiment cannot use a time comparison task. As we are interested

in the differences in perception from the color display, in this experiment a time
production task (see Section 2.4.1) is used. During a trial, participants will face a

turned off lightbulb and then hear a duration in seconds, they will then attempt

to produce the target duration by pressing and holding a button. While pressing

the button, the lightbulb will turn on with a specific color and then turn off after

the button is released (see Fig. 3.15).

67



diff lwr upr p adj

VR High-VR Low -10.77 -46.59 25.04 0.96

VR High-AR High 35.04 -0.77 70.85 0.06

VR High-AR Low -34.88 -70.69 0.93 0.06

VR High-RL High 23.43 -12.38 59.24 0.42

VR High-RL Low -5.71 -41.53 30.10 0.99

VR Low-AR High 45.81 10.00 81.62 0.004

VR Low-AR Low -24.11 -59.92 11.70 0.39

VR Low-RL High 34.20 -1.61 70.01 0.07

VR Low-RL Low 5.06 -30.75 40.87 0.99

AR High-AR Low -69.92 -105.73 -34.11 <0.001

AR High-RL High -11.61 -47.42 24.20 0.94

AR High-RL Low -40.75 -76.57 -4.94 0.02

AR Low-RL High 58.31 22.50 94.12 <0.001

AR Low-RL Low 29.17 -6.64 64.98 0.19

RL High-RL Low -29.14 -64.95 6.67 0.19

Table 3.3 ANOVA’s Tukey HSD between Setting-Contrast and SKE

A secondary task is also in place to prevent the participant from counting:

during production, they will hear a repeated beeping sound, which has a random

chance to be off-tone; in the case of an off-tone beep, the beeping will stop until

they press a dedicated button on the controller.

participant
starts production

off-tone sound is
back

participant
ends production

8

Figure 3.15 Example of a trial in the color experiment

Here colors are considered in the HSV (Hue, Saturation, Value) color space;

specifically, a color is a combination of these 3 values. In this experiment, we
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consider 3 combinations of Hue-Saturation which are Blue (H=230,S=100%), Red
(H=350,S=100%), White (H=60,S=6%), as well as 2 possible Values of either 100%

(Bright) or 40% (Dim).

Each of the 20 participants went through one session of 90 trials per set-

ting (15 repetitions per possible trial, 270 trials total per participant), here are

the parameters of the experiment, with trials being combinations of all these

parameters:

• Setting: VR, AR, Real-Life (RL)

• Hue-Saturation: Blue, Red, White

• Value: Bright, Dim

• Production Target (in seconds): 4, 6, 8

The direct variables we get per trial are:

• Time Produced: the time in milliseconds produced by the participant

• Reaction Time: the average time in milliseconds the participant took to

report an off tone in the secondary task

• Missed Delay: if the participant had to validate an off tone when they

finished the timing task, how much time they had to validate it

As we want to ensure that the participants were active in the secondary task

to avoid counting strategies, we also recorded the Reaction Times on that task and

the Missed Delay. With a mean Reaction Time of 852 milliseconds across all trials,

we will filter out any trial with more than double that amount in Missed Delay as

it could indicate that the participant was not actively performing the secondary

task.

With the output data of the trials, we want to extract the participants’ perfor-

mance in the timing task; however, the interpretation of what is a second may

vary per participant, requiring a normalization process.

Taking into account a participant p, all trials of p being trials(p), the amount

of trials of p being count(trials(p)), the target duration of a trial t being target(t)
and the duration produced in the same trial production(t), we can compute the

representation of a second secondBias(p) for a participant as:

secondBias(p) =
∑

t∈trials(p)
production(t)

target(t)

count(trials(p))
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Considering the participant of a trial t being participant(t), using secondBias(p)
we can compute the normalizedT imeEstimation(t) for each trial as:

normalizedT imeEstimation(t) = production(t)
target(t) ∗ secondBias(participant(t))

The normalizedT imeEstimation is our main variable in the following analysis,

outlier trials were filtered using the interquartile range (IQR); 2615 trials were

remaining for the analysis after the IQR filter.

In this analysis, we investigate how the normalizedT imeEstimation could

be affected by the Setting (VR, AR, RL), the Hue-Saturation (Blue, Red, White) and

the color’s Value (Bright, Dim); a boxplot representation of the combined factors

can be found in Fig. 3.16.
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Figure 3.16 Combined factors on normalizedT imeEstimation
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Figure 3.16 Combined factors on normalizedT imeEstimation

The N-way ANOVA between the different factors and normalizedTimeEstima-
tion yields a significant p-value for the Setting (F = 5.65, p = 0.004) but not for

the Hue-Saturation (F = 0.08, p = 0.92) or the Value (F = 1.91, p = 0.17). Addi-

tional analysis on the Setting using Tukey HSD (see Table 3.4) shows tendencies

(p < 0.06) of differences whenever VR is involved.

These results seem to hint that color properties changes (Hue-Saturation,
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diff lwr upr p adj

AR-RL 0.002 -0.008 0.012 0.90

AR-VR 0.01 0.003 0.024 0.006

RL-VR 0.01 0.002 0.021 0.017

Table 3.4 ANOVA’s Tukey HSD between Setting and normalizedTimeEstimation

Value) of the bulb did not manage to induce time perception changes across all

settings, however we also observe a general bias induced in the VR Setting on time

perception.

Since the Setting affects the time experience, the ANOVAs of Hue-Saturation
and Value with normalizedT imeEstimation have been repeated after selecting

the trials of each Setting separately. In the case of the RL setting, the ANOVA of

Hue (F = 2.92, p = 0.054) reveals a near-significant (p < 0.06) effect, but not for

the Value (F = 1.35, p = 0.25). Followup Tukey HSD on the RL Hue ANOVA

reveals a significant difference only between White-Red(p = 0.04). In the case

of both the AR and VR settings, no significant results can be observed from the

repeated ANOVAs. These results suggest that the XR settings failed to replicate

the effect of the Hue-Saturation on the participants’ time production task.

Outlook and perspectives

In both bulb experiments, while we do not observe a significant expected effect

of the modulators on time estimation, we do observe an inconsistent timing

experience from participants across settings. More specifically, the AR setting

seems to yield a different time perception with (visual) oddball sequences and fails

to transcribe the effect of Hue-Saturation in the color experiment. Meanwhile, the

VR setting only differs within the color experiment.

It is important to remember that the hardware used for this experiment in the

AR setting was a Microsoft Hololense 2, which is an AR headset with a Laser Beam
Scanning Display (LBSD). These types of screen come with several limitations,

such as a limited field of view and the inability to display black colors. These

screens also require the wear of a tainted glass eye shield, which further affects

color perception of the entire environment. Meanwhile, in the VR setting we

used a Vive Pro Eye, which uses an Organic Light-Emitting Diode (OLED) display,

which is known for its color accuracy.

While the design of the experiment attempts to minimize the caveats of

LBSD displays (using a black background to counter the lack of possibility to

display black colors), we can hypothesize that the perception of the virtual bulb’s

color might have heavily been affected by the display technology in the oddball
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experiment. Another hypothesis, while unlikely due to the absence of notable

effect in the VR conditions, would be that this difference could come from AR as

a paradigm.

The differences observed in the color effect experiment between VR and the

other settings seem to be a general underestimation of time within VR which

was not unexpected; however, the absence of effect on time perception from the

color in both XR settings is much more concerning. An assumption could be that

the amount of luminosity changes in the RL setting, as the physical bulb is the

only light source the participant directly looks at, while in both the AR and VR

settings, the screen is always emitting light and turning on the virtual bulb would

only change the illumination of a fraction of all pixels available on the screen.

Further research between display technologies and time perception might

be needed as existing and upcoming XR technologies use a variety of displays

(OLED, LBSD, Quantum Dot Display, Liquid-Crystal Display, etc.) and lenses

(fresnel, pancake, aspherical, etc.) which may invalidate some time modulators

within the same XR paradigm depending on the entire optical stack.

3.3.4 Active Modulation Controller Pilot Experiments

After the successful realization of our XR environment and framework and the

cumulation of the ChronoPilot’s collaborators’ studies in the effect of various

stimuli as time modulators, modulation strategies needed to be investigated

to approach the ChronoPilot design goal of purposeful modulation. As such,

two studies have been designed around opportunities to apply time modulators

according to real-time strategies that involve participants’ stress, performance,

and current time experience. These studies are ongoing works currently managed

by collaborators in the ChronoPilot project; therefore, this section is mostly a

showcase of current use cases of the XR MUSE framework.

The main objective of the ChronoPilot project is to use time modulation

techniques to induce flow and reduce stress (see Chapter 1), our collaborators

designed a time modulation controller ; an entity able to trigger stimuli (time mod-

ulators) according to both the participants and the state of the environment. More

specifically, two modulation strategies have been designed, one for single-user

scenarios and the other for multi-user scenarios. The testing of these modulation

strategies led to two separate experiments: the Single-user experiment, the Multi-
user experiment, which both required a custom-tailored test environment (see

Fig. 3.17).
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(a) Single-user

(b) Multi-user

Figure 3.17 Single-user and Multi-user environments

Although we could give details behind the modulation strategies, from a point

of view of the implementation of the environment, the modulation strategy of

the controller is a black box (see Fig. 3.18).
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Trial ProgressAudio Stimuli

Visual Stimuli

Sensors Processing

XR Environment Controller

Physiological
 Sensors
(Emotibit)

Haptic Vest

Timing Tasks

Modulation Strategy

Figure 3.18 Relations between the Controller, the XR Environment, the Haptic Vest,
and Physiological Sensors in the Single-User Experiment

These experiments are using the XR MUSE framework as a basis (see Sec-

tion 3.2.2), with new requirements coming from both the controller’s need and

the piloting needs. For the controller’s need, in-environment stimuli have been

added in accordance to previous ChronoPilot works, in the form of emotional

music, audio clicks, visual rhythmic pulses and screen vignette (see Fig. 3.19).

(a) Rhythmic Pulses (b) Vignette

Figure 3.19 Visual stimuli available in the XR environment

As shown in Fig. 3.18, the controller also needed to be able to monitor and

control the environment, which led to a custom bi-directional messaging format

involving regular reports and accessible stimuli-triggering functions.

Although the controller uses physiological data to assess stress through a

custom-built learning model, precise time experience metrics were needed. As

such, new user interactions have been added that hide time experience measure-

ments by embedding them as part of the in-environment tasks. The combination

of material (from the XR MUSE example scene) can now have an additional time
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production task (by holding the tool for 5 seconds during the fusion), or a time
reproduction task which involves reproducing the duration needed to heat up the

tool on a fire plate (see Fig. 3.20).

(a) Heating the tool (b) Holding the fusion

(c) Release

Figure 3.20 In-environment time reproduction task sequence

My involvement in these studies is mostly the technical implementation and

design of the specific per-experiment requirements for the virtual environment.
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Chapter 4

Discussion

Although the literature presented in the previous chapter proposes its own conclu-

sions and perspectives, some new conclusions on these results can be drawn, both

through linking of the results and through retrospective, toward the objectives

(see Chapter 1) of this thesis on the use of ChronoPilot design principles in the

design of interactive applications.

4.1 Multi-Sensory Time Modulation
Multiple stimuli studies have been conducted as part of the ChronoPilot project.

With stimuli ranging from fundamental stimuli, such as our studies on rhyth-

mic stimuli or studies from other members on vibro-tactile stimulation [115],

to content-based approaches such as time perception in film viewing experi-

ences [116], as well as task-based modulation with cognitive load [117].

These studies performed by the different members of ChronoPilot, coupled

with the already existing approaches detailed in 2.3, give plenty of options to

attempt purposeful time modulation techniques in non-timing tasks.

In this thesis, we conducted two experiments on the purposeful use of rhyth-

mic stimuli. First in a browser version (3.1.1), then in a VR setting (3.1.2). The key

observations include varying time perception effects of tempo on time perception,

as well as influence of the presence or absence of either visual or audio stimuli.

These effects on time perception were also, in the case of the longer VR study,

depending on the context of task familiarity and fatigue, in addition to a positive

effect of audio stimuli on task performance and a negative one of visual stimuli.

More specifically, in the browser version, significant absolute time estimation
errors were observed when using a single-type stimulus, while time passage was

significantly affected by the tempo when visual stimuli were present. Meanwhile,

the effects observed in the VR version are more fine-grained when it comes to
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time estimation errors, but yield consistent results with a faster time passage

depending on stimuli presence and tempo.

While these results may appear as positive toward the use of rhythmic stimuli

for ChronoPilot, since we do have varying interesting effects, it also raises the

issue that stimuli effects do not appear as cumulative. One of the main appeals of

rhythm was its ability to orchestrate various stimuli (as discussed in the Rhythm
paragraph of Section 2.3.3); for instance, the browser version shows significant

differences in time estimation errors only on single-mode stimuli.

Instead, the combined stimuli gain new properties such as a higher effect on

high fatigue situations in the VR study or direction of the time estimation error

depending on tempo for the web one.

Moreover, effects were reported through the use of absolute time estimation
error, while any transformation is compatible with the flow state, this value does

not indicate if the transformations are a shortening or a lengthening of the time

experience. However, due to the faster time passage reported, we can assume that

the participant tends to experience a global shortening effect.

As such, in the context of the ChronoPilot project, we must consider this

rhythmic audio-visual technique as its own individual stimulus, which offers

various levers to modulate (tempo, audio presence, visual presence) rather than

as a synchronization method. We could further hypothesize that any combination

of stimuli becomes its own separate technique with potentially new modulating

effects, at least if they are synchronized through rhythm.

Another important observation from these studies is how the visual stimulus

was going against the user’s performance, which supposedly is due to it impeding

the user’s task, which was object recognition.

With all of this in mind, attempting to apply multi-sensory stimuli with the

intent to modulate time perception should be handled with care. The effects of

stimuli may not be cumulative, and any new parameter introduced to a stimu-

lus can drastically change its effect on the time experience. Moreover, stimuli

should be designed to avoid overlaps with the non-timing aspects of the intended

experience.

4.2 Hardware and Design Limitations in Time Per-
ception Studies

The goal of the ChronoPilot project is to integrate time perception modulation

as a proxy for flow induction and stress reduction. As this goal is tested within

interactive applications, a question could be asked of how important is the choice

of the technology delivering said applications. In the context of this thesis, the
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interactive applications uses both VR and AR.

We have established the possibility of VR being an amplifier of time distortions

in the Paragraph Virtual Reality Paradigm on Time Perception of Section 2.5.2.

Since in this thesis we are using mediated reality technologies and associated

virtual environments as a playground for piloting active modulation, another

question could arise on whether results we find in our virtual environment would

transpose to a real one.

To this end, we conducted two experiments to specifically investigate different

aspects of technological immersion. One about how the screen and HMD affect

time experience, in the form of the Bulb Experiments (see Section 3.3.3; another

about software design and interactive aspects of the technology, in the form of

the Some Times Fly experiment (see Section 3.3.1. We also observe differences

across the Time Perception and Rhythmic Stimuli experiments (see Section 3.1)

that are performed in both a desktop and a VR setting.

Let us start with the implications of the Bulb Experiments, where oddball (see

Paragraph Attention of Section 2.3.1) and color properties stimuli were being com-

pared between Real-Life (RL), AR and VR setups. Observing the results, while VR

was biased towards underestimation and lost the effect of Hue and Saturation on

time perception in the color properties experiment; the time experience remained

consistent in VR compared to RL in the oddball series experiment. Meanwhile,

in both experiments, the AR setting was inconsistent with the RL setting with

respect to time experience.

We made the assumption that these differences with the RL conditions from

both VR and AR may come from the color accuracy of the screen, as well as

the overall luminosity (or emitting light source) being a main difference with RL

conditions. Although these experiments do not necessarily invalidate the use of

color properties and oddball series in mediated realities, these results suggest that

the representation of these stimuli needs to be mindful of both the limitations

(color accuracy) and inherent properties (screen light emission) of the employed

technology.

Within the Some Times Fly experiment, participants were subjected to different

versions of the environment, with varying engagement (through letterboxing and

in-environment interactions) and dynamism (through the presence or absence of

both immersive sounds and background visual elements). In the results of that

experiment, it can be observed that engagement levels will significantly affect

time estimations and negatively impact memory task performances, and that the

dynamism of the environment seems to amplify these effects from engagement.

As for the Time Perception and Rhythmic Stimuli experiments, the transition

to a VR environment coupled with associated motion controls to sort objects and

more trials per participant led to measurable fatigue in our participants, a fatigue

that significantly affects the modulation of time perception.
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Now, if we keep these insights from those three experiments in mind, a clear

importance of design emerges, from technology choices to implementation of

interactions. Pure hardware-related biases are observed from the Bulb Experiments
results. Meanwhile, fatigue from the Time Perception and Rhythmic Stimuli as

well as biases from engagement in Some Times Fly revolves solely around the

implementation of interactions and representations of the virtual world.

These results may highlight how delicate the process of designing interactions

is with the goal of modulating time perception towards flow and lower stress,

as any change in implementation details will lead to its own task performance

and time perception side effects. If the previous section focused on how the

effectiveness of modulators on time perception and task performance depends

on context (such as task repetition and fatigue), in this section we saw that

implementation and design choices further affect this effectiveness.

In conclusion, investigating purposeful time perception modulation would

require a great deal of attention to implementation details. If possible, with a series

of experiments that uses comparable hardware and software implementation of

test scenarios.

An approach we took to respond to this threat is the development of customiz-

able environments with a VR farming scenario as well as with XR MUSE, which

are built with the aim of allowing extended reproducibility and cross-experiments

integrations; these environments were presented in the Results chapter (Sec-

tions 3.2.1 and 3.2.2) and the implementation is further discussed in the next

section.

4.3 Software Design Considerations After Itera-
tive Framework Development

In Section 3.2, two customizable environments have been presented, the first is a

VR precision farming environment, while the second is for AR with an industrial

setting. Then, multiple studies were conducted in these environments.

If environments differ at first glance in terms of user interactions and appear-

ance, they share a similar basis that allows for their in-depth customization. The

reality is that this basis has been evolving through iterative works after each

environment’s development, but also after their usage in experiments.

In this section, we will discuss in detail the design choices that lead to the

evolution of that basis, as well as the potential for improving the XR MUSE
framework after reflecting on its uses in experiments.

80



4.3.1 A Shared Software Architecture Between the Environ-
ments

Each of the papers that present our frameworks have a focus on customization

possibilities. However, a weakness from these papers is that we did not properly

define what we meant by customization, and only showed what the customizable

elements are in these environments. One could argue that since these are Unity

environments, anyone with access to the source code would be able to customize

everything, and that it holds true for any Unity project. Since both customizable

environments use the same basis and design philosophy, this section will act

as both a reminder of the software architecture, and as an opportunity to cover

missing details from the published papers.

By saying customization, we imply that the elements that make up the en-

vironment are not just atomic functionalities that are either implemented or

not. We imply that they are complex systems that answer a problem, and that

these systems are accessible either to create situations from them, or made to be

expanded upon.

The two environments share the customization abilities in two aspects:

• Allowing to change the in-environment properties and task sequences

without changing the code, through external files

• A code structure that facilitates the implementation of new functionalities,

with the aim to be used with the external files customization

The former is called Virtual Environment Definition in the publication of the

VR farming environment, and Operation for the AR industrial one, internally we

call it Scene Description. Although the details of the system can be found in their

respective papers (Appendices D, E), the implementation revolves around making

referenceable instances of in-environment objects, stimuli, and events.

The latter is tied to the former, as the framework’s systems are built so that

they do not need to be changed if used within an experiment. By providing

abstract classes and available methods (see Fig. 4.1) to allow a developer to build

new referenceable instances compatible with the Scene Description.

The next Section 4.3.2 will go more in-depth for the specific implementation

of the Events system, as it is a critical aspect of how our framework allows fast

prototyping and high reproducibility across experiments. The evolution of the

Scene Description from the farming environment to the industrial environment
is also discussed in Section 4.3.3. Finally, a self-report on the use of the system

within experiments is available through Section 4.3.4.
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InstantiableMain

+InstantiateOn(parent: GameObject): GameObject
+Parse(lines: string[], int fromLine)
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Figure 4.1 Simplified UML of Instantiable in XR MUSE and an example file to define a
usable cube

4.3.2 In-Depth Explanation of the Events System

The two environments allow custom sequences using an Events system. Here we

will see how it works in its latest iteration from XR MUSE, then what this system

brings to software development. This Event system have been described as part

of the XR MUSE paper (see Appendix E, Section 3.2.2 Scripting); however, if in the

paper it was described from the point of view of the end user (how to use the

system), here we will see how it works and discuss what it alleviates.

First, here is a reminder of the purpose of an Event for the end user, who is

someone who will integrate experiments within a scenario. An Event allows to

define a behavior that will happen during a trial of an experiment under specific

conditions.

In the following example in Fig. 4.2, we see two events, one of which is a

timer event that starts at the beginning of the trial, while the other one spawns

an item after the first timer has ended. Each event has the following parameters:

an ID which allows other events to use it within their parameters, a set of start
conditions which must all be met for the event to start (more details later), and a

main behavior with its own parameters that defines what the environment does

to the environment.
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id: Event_Timer1;-1
startcond: LOAD;-1;START
#main: Timer
time: 5

id: Event_SpawnInstantiable1;-1
startcond: Event_Timer1;-1;END
#main: SpawnInstantiable
instantiableID: MaterialCube
position: (0,0,0)

Figure 4.2 Two XR MUSE Events

These behaviors are meant to be written as an extension to an abstract class

by the developer of the experiment (or any interactive application using the

framework) if they wish to add new functionalities to their trials. However, a

set of all-purpose behaviors are already available as part of the open-source

XR MUSE framework (see Fig. 4.3), of which: timer events, Unity Prefabs and

Instantiables spawning, triggering Stimuli, and Event interruption. In addition,

some events specific to our Example Scene, such as the settings of the possible

material combinations or the current objectives displayed on screen, are included.

When an Event is defined by a developer, they must implement its behavior for

when the event is started and when it is interrupted.

Production Objective

Load Icons

Set Recipes

Interrupt EventSpawn Instantiable

Spawn Prefab

Timer

Trigger Stimulus

(a) Generic Events

Production
Objective

Load
Icons

Set
Recipes

Interrupt
Event

Spawn
Instantiable

Spawn
Prefab

Timer

Trigger
Stimulus

(b) Specific to Example Scene

Figure 4.3 Events available in the XR MUSE framework

Stimuli and Instantiables can also be expanded through the implementation

of interfaces, as shown in Fig. 4.1 where Material, Tool, and MaterialBox are

implementations specific to the Example Scene of XR MUSE.

Now let us look at the example events again in Fig. 4.2, both events have as a

start condition the ID of an event, as well as either a START or END. This relies on

a Log system; Events have as a start condition the need for a Log of a specific type

to be produced by another specific Event. There are five logs that will be produced

within an Event’s lifetime: PENDING, when the Event is loaded into the system

but not yet started; START, which is produced when the event effectively start
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its behavior after all its start conditions are met; SUCCESS, which indicates that

the event managed to finish its behavior properly; FAIL, which indicates that the

event was ended abruptly (for instance, due to interruption from another event, a

participant not finishing their task within a deadline, etc.); END, indicating that

the event is finished, regardless of the end being due to a success or failure. In

addition, there are automatic Logs related to the functioning of the framework,

such as when a trial is started (see Fig. 4.4).

Application
start

Events loaded

Events

Timer1 
PENDING

SpawnInstantiable1 
PENDING

Trial started
LOG: Timeline START
LOG: Timer1 START

Events

Timer1 
START

SpawnInstantiable1 
PENDING

Events

5 seconds
Timer ended

LOG: Timer1 SUCCESS
LOG: Timer1 END
LOG: SpawnInstantiable1 START

Events

Timer1 
SUCCESS

SpawnInstantiable1 
START

Figure 4.4 Timeline of the Events and Logs using the example in Fig. 4.2

In order to manage these Events and their Logs, the framework uses an Event-
Manager which do not need any management from a developer using the frame-

work. When Events are loaded within the application, regardless of whether it is

before or after a trial, they are registered within the EventManager as PENDING.

Then, any produced Log will be processed by the EventManager to validate any

start condition from the awaiting events. Once an event is emptied from its start

conditions, it will be started and produce its associated Logs. Therefore, if we

take the example in Fig. 4.2 and Fig. 4.4, EventManager is the entity that starts the

Timer when the Timeline START Log is produced and starts the SpawnInstantiable
when Timer1 END is produced.

To its core, the Events system replaces the need to implement Observer [118]

design patterns to handle trial sequences. More importantly, it allows for environ-

ment or framework behaviors to be linked without needing trial- or experiment-

specific code changes for separate experiments. In the case of this thesis, the

Events system allowed us to randomly and externally generate the sequences of

the experiments trials seen in Sections 3.3.2, 3.3.4.

In its current implementation, this system is relatively limited to producing

flowchart-like sequences of events, it even lacks the possibility to use incomplete
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or either-or start conditions. This is perfectly suited for restricted experiments

and for quick prototyping, but may need to be expended in functionalities for

more complex scenarios.

This kind of design, on top of simplifying the implementation work of an

experiment, greatly improves the reproducibility of experiments, as a later ver-

sion of the same experiment’s program should stay compatible with previous

sequences. Sequences within a trial no longer need to be a set element of the

design, but can be seen as its own parameter.

4.3.3 Moving Away From Task-Specific Implementation

As implied in previous sections, the XR MUSE framework is a refinement of the

functions developed for our farming environment. If the driving force behind this

rework were the need for a multi-user environment, a main goal was to transform

what was an environment and task-specific design into a generic framework that

would be compatible across environments.

Within the XR MUSE paper, two main new features over the VR farming
environment are presented: Networking and a custom TypedCollision system (used

in conjunction with a Dual-Transform Design); however, the paper focuses mainly

on the interactions built for networking, so we will focus a bit on the collision

system here.

The TypedCollision system is an abstraction aiming to dissociate Unity physics

from collision-based interactions, which facilitates the Networking implementa-

tion (see the Dual-Transform Design section of Appendix E) but also allows for

class-agnostic implementations. A TypedCollision have a collisionType which is

a simple integer hinting at the aim of the Collider of the object, custom events

can then be registered to the Typed Collision as UnityEvent Listeners when the

collider enters or exit another TypedCollision. This may sound familiar to the

existing default Collider system of Unity; however, our extra layer, through its

explicit collisionType and collision history management (access to all currently

colliding objects, as well as the last entering and exiting collisions’ types), is

taking a step further in generalizing interactions. For example, the Example Scene
uses TypedCollision for the materials and tools (both are interactive objects in the

environment), where different materials can collide with each other to indicate

whether a fusion can be attempted, and where the tools interact with the materials

to trigger a fusion. Adding a new interaction, such as a visual effect when a tool

touches the main table, would simply require to add a TypedCollision to the main

table (see Fig. 4.5) with a registered UnityEvent Listener when a collision of the

collisionType of a tool enters, and this does not require any knowledge on the

implementation of the Tool class (see Listing 4.1).
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TypedCollision: Tool

TypedCollision: Table

Figure 4.5 Use of TypedCollision between a table and a Tool

1 public class TableCollision : MonoBehaviour
2 {
3 TypedCollision _tc;
4 List < TypedCollision > _enteredTools = new List < TypedCollision >();
5 CustomTable _table ;
6

7 void Start ()
8 {
9 _tc = GetComponent < TypedCollision >();

10 _table = GetComponent < CustomTable >();
11 _tc. eventsEnter . AddListener ( CheckOnEnter );
12 _tc. eventsExit . AddListener ( CheckOnExit );
13 }
14

15 void CheckOnEnter ()
16 {
17 if(_tc. _lastEnterType . collisionType ==
18 TypedCollision . TYPE_TOOL )
19 {
20 _table . TriggerEnterEffect ();
21 _enteredTools .Add(_tc. _lastEnterType );
22 }
23 }
24

25 void CheckOnExit (){
26 if( _enteredTools . Contains (_tc. _lastEnterType )){
27 _table . TriggerExitEffect ();
28 _enteredTools . Remove (_tc. _lastEnterType );
29 }
30 }
31 }

Listing 4.1 C# code for a new interaction between the table and a Tool
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Besides the new TypedCollision and Networking features, XR MUSE also moves

away from the task-specific implementation of the farming environment. The

process of adding new dynamic loading items (Events, Instantiable, Stimuli) now

uses reflection for automatic registration instead of requiring a manual one for the

parsing implementation. The Instantiable concept is a re-definition of the Plants
and Agents definition from the farming environment. During both the design

of the precision farming experiment (see Section 3.3.2) and building of the XR
MUSE framework, it was clear that both Plants and Agents were derivatives of

the same concept, as both allowed dynamic definitions of environmental objects

to be loaded later within an experiment.

Through these iterations of what ultimately lead to the XR MUSE framework,

it becomes quite clear how beneficial it can be to separate implementation logic

from task design, as it allows for a more flexible and reusable implementation

across experiments. However, finding the balance between what is task-specific

and what can be generalized is quite challenging. For instance, both the External
Control and Task Types of the farming environment (Appendix D) remained unused

in later experiments due to how specific it revealed itself to be, and the Plants and

Agents needed a new layer of generalization.

4.3.4 Accumulated Experience After Usage in Experiments
As discussed in Chapter 3, we effectively used both environments and their

underlying systems to build experiments. This allows us to present a self-report

on the experience of actually using the systems, and think of directions that could

either improve them or warn future similar development projects on potential

threats.

In XR MUSE, the networking uses a combination of automatic per-object

synchronizations (through the Dual Transform Design) including object physics;

however, the behaviors of the objects, if they need synchronization, require a

deeper understanding of data synchronization. Within the XR MUSE paper, we

describe an implemented system as Data Synchronization (Appendix E). Although

we greatly simplify data registration through XR MUSE, new behaviors require the

developer to manually manage which data needs to be synchronized, since each

connected machine produces their own centralized PlayerSyncedValues (the per-

machine synchronized data allowing for data registration and global aggregation,

as well as remote procedure calls). Moreover, contrary to the synchronization of

transforms, this manual synchronization does not provide any lag compensation

techniques, which again require manual integration, especially if the system is

used for animations. While providing a higher level of API on top of Photon
Unity Networking, the XR MUSE framework could benefit from additional generic

implementations of generic synchronization needs in multi-user applications,
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such as animation predictions and rollbacks, synchronized trigger systems, and

optional Remote-Procedure Calls timeouts.

Another issue on the multi-user aspect of XR MUSE is its current use of

Photon for its networking. During the development of the XR MUSE frame-

work, ExitGames changed the terms of its licensing for Photon Server without

a proper announcement, no longer allowing for free self-hosting in the case of

non-commercial applications, this can be seen by the snapshots of the licensing

page from WebArchive between March 2023
1

and September 2023
2
. Currently,

the licensing page in non-english versions of the website
3

still mentions the free

license. This new policy unfortunately forces the networking of XR MUSE to rely

on ExitGames’ dedicated server for our multi-user experiments, adding potential

latency between the users as well as Internet access dependency. This issue, as

well as Unity’s recent failed tentative in runtime fee implementation
4
, highlights

the need for academic science to move to open-source alternatives. In our case, XR
MUSE would greatly benefit from a re-implementation using Mirror Networking,

and maybe a port to open Unity alternatives such as Stride3D or GodotEngine.

Right now, the SceneDescription (see Section 4.3.1) requires external production

of text files to describe in-environment instances. Although this allows for quick

prototyping, it can be quite confusing for someone not familiar with the frame-

work to begin with. Events sequences also need extreme care to avoid dead ends or

unexpected overlaps. In the case of the industrial scenario pilots, all trials used the

same manually defined Instantiables (such as the tools and materials available to

generate within the environment), and only the Events were randomly generated

separately through a custom Python script. For simplification of this process, the

system could heavily benefit from an external Graphical User Interface application

allowing non-developer scientists to generate those files more naturally. Another

potential improvement that could greatly help the experimenters, especially in

the case of XR MUSE, which requires the installation of files on multiple devices,

would be an automatic deployment and synchronization system for those files.

Currently, the Stimuli description has been under-used within our own exper-

iments, as the Stimuli as defined in the framework are meant to be swapped or

replaced between trials, which, in our use cases, was not ideal, as all stimuli were

either a parameter of the full trial (thus, unused by the Events) or needed to be

available at all times regardless of the trial due to external activation. However,

this raises the question whether the external definition of Stimuli is desirable,

as it could either be covered by the Instantiables or require too many specific

per-stimulus parameters; the use of the Stimuli definition may, however, be desir-

1https://bit.ly/4oHY0vL
2https://bit.ly/4fMlBYj
3https://bit.ly/47ydexh
4https://unity.com/products/pricing-updates
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able in the case of iterative development, if an environment is being reused with

accumulated stimuli from previous versions.

In conclusion, it is clear that there are aspects where the current XR MUSE
framework could see improvements, notably in its networking technology and

accessibility to the use of SceneDescription. However, despite these issues, the

developed technology was of great help in the development of interactive ap-

plications implementing intentional time perception modulation (Section 3.3.4),

and can already be used for any interactive application prototyping. Considering

that our framework has an open-source version, these issues could be resolved

either through reuse of individual components of the project in other similar

frameworks or through new forks of it.

4.4 Perspective on the Use of Active Time Modu-
lation in Interactive Applications

After the results discussed in the previous sections and chapters, it is now time

to raise the question about the driving force behind all this research: active and

meaningful time perception modulation.

This thesis started with the definition of ChronoPilot and its design principles in

the case of interactive applications. This assumes that by carefully implementing

meaningful stimuli to strategically change time perception, this can lead to a flow

state and lower stress. However, while on paper the ChronoPilot design principles
are desirable, after consideration of the results, this idea is not flawless, because

time modulation is flawed.

In our results, time perception and task performance are often affected by similar

confounding effects. More specifically, with task familiarity, fatigue, hardware

implementation, and software implementation. We also observed a case where

time modulation stimuli (such as visual stimuli in Time Perception and Rhythmic
Stimuli experiments) would interfere with the task. This is a huge issue, because

flow states are by definition tied to the challenge-skill ratio (see Section 2.2.1),

and thus with task performance. The expected effects of time modulators, as a

result, become unpredictable between the activities, environments, and personal

experience of the participants. A result that is unpredictable equally on the

effectiveness of the time modulation, but also on the overall effectiveness of the

stimulus towards flow.

Another issue we observe with our results across stimuli on time estimations

is that often stimuli would not have a specific effect in a specific direction (such

as time compression or time expansion), but rather an effect on the absolute time

estimation error’s magnitude. It could be argued that, if we consider a time clock
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model (see Section 2.1.1), the introduction (or removal) of any stimulus will always

to some degree affect both arousal levels and the attention resource, which could

explain this unpredictability. For instance, if we take any introduction of a new

visual element, regardless of whether it is in the background or not; we could

assume that a participant noticing this element uses attention regardless of what

it is to process it, but will also make their eyes react physically to the visual

change.

A possible interpretation would be that in the case of aiming for ChronoPilot’s

goal, integrating a stimulus into an application does not need to answer How will
this stimulus affect time perception? but rather Why would, in that context, this
stimulus affect time perception? ; for instance:

Are the audio stimuli in the Time Perception and Rhythmic Stimuli experiments

affecting time perception due to their effect of rhythm on arousal, or is it because

they were acting as a guide to keep track of performance as a participant? Is

the letterboxing in Some Times Fly affecting time perception due to the effect on

engagement, or was it due to the interpretation of the pure novelty coming from

an unusual visual limitation?

Time
Compression

Specific Flow
Direction

induces

Time
Compression

Specific Flow
Direction

precedes

Opposite Flow
Directionprecedes

(a) Assumption: in a given situation, time compression should
induce a specific flow state

Time
Compression

Specific Flow
Direction

induces

Time
Compression

Specific Flow
Direction

precedes

Opposite Flow
Directionprecedes

(b) VR rhythm experiment : time compression precedes both
situations of increased and decreased performance

Figure 4.6 Assumption of ChronoPilot opposed to the results of the VR rhythm experi-
ment

By integrating the Why? question to these results, we directly confront the
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assumptions of the ChronoPilot design principles, which are that a specific change

in time experience would lead to another specific change in either flow or stress.

However, the same changes in time perception can still be observed toward

opposite flow directions through the task performance changes in the VR rhythm
sorter experiment (see Fig. 4.6).

The lack of evidence, so far, for a causal effect between changes in time

perception and changes in flow states or stress is the strongest threat to ChronoPilot
design principles, especially when it is so difficult to dissociate the effect of a

change in time perception with other changes, intrinsic to a specific stimulus,

in user experience. As such, it would be hard to recommend trying to find a

stimulus affecting time perception for a specific context or application to manage

a participant’s stress, especially compared to applying a stimulus directly affecting

stress.

However, these threats do not necessarily invalidate all potential use cases

of the ChronoPilot design principles. A first potential use case would be to use

time experience as a proxy to assess changes in either stress or flow. But without

assuming that the participant is indeed stressed or under flow based on the

direction of a time perception change; due to how intertwined these states are, any

change in time perception would indicate a potential (unknown) change on flow or

stress. This would allow to use time perception measurement techniques as a gate

on stimuli validation in cases where flow or stress are harder to measure directly.

For instance, the Active Modulation Controller Pilots Experiments (see Section 3.3.4)

and the Precision Farming Scenario (see Section 3.3.2) have hidden timing tasks that

allow for accurate analysis of the time experience without needing any additional

sensors or questionnaires. Proxy data (see Section 2.4.2) could also be used for

this assessment, as we observed strong correlations through simple wearables

(see Section 3.1.3), classification models could be a viable solution. This kind of

design with time perception as a validation gate could be especially useful in the

case of flow-induction intent, as time transformations (regardless of directions)

are one of the aspects that define flow itself.

Another use case for the ChronoPilot design principles would be in situations

where time perception is known in advance to be the source of stress or an obstacle

to flow. For instance, a situation where a participant is waiting would lead to

boredom as they would feel time passing, a situation where a participant fails to

assess their remaining time in a time-limited task would likely be stressed. In

this case, applying modulators specifically towards time perception would make

sense, not necessarily only towards being compression or expansion, but also

towards being accurate or inaccurate.

In conclusion, while time modulation does not seem, with current progress, as

powerful as expected, it can still be a useful tool under the right conditions. Future

potential progress in research, such as accurate assessment of time experience
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through proxy data or better classification of stimuli and their effect, could also

lead to a broader potential of such ChronoPilot design principles.
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Chapter 5

Conclusion and Perspectives

In this thesis, the focus is on the integration of time perception modulation as

part of interactive applications and the challenges that come with integration.

More specifically, motivated by the goals of the ChronoPilot research project, the

objective was to explore to what extent and with which methods time modulation

can be used to improve flow and reduce stress, in eXtended Reality (XR) appli-

cations. To this end, multiple works have been conducted: exploration of the

possibilities of rhythmic stimuli, investigation of the bias introduced by XR on

time perception, building an open-source framework for XR behavioral studies im-

plementation, and a successful use of this framework as part of pilot applications

which meaningfully modulated time perception.

Based on the results presented in the rhythm experiments, it was concluded

that rhythmic stimuli work as time modulators, but also that rhythm should not

be considered as a way to synchronize other stimuli, and that instead combining

two different stimuli may lead to novel effects rather than a simple accumulation

of effects. As such, designers of interactive applications who wish to affect or

investigate time perception changes through rhythmic stimuli should consider

that combination of a rhythmic pattern and its representations (such as audio only,

visual only, or audio and visual combined) as one singular stimulus. However, it

is important to note that the results presented only encompass metronome-like

rhythmic patterns in combination to a specific audio and visual representation

within an experiment-tailored task; it is not impossible that other stimuli combi-

nations or rhythmic patterns may change the behavior of the effects of combined

stimuli.

Regarding the use of XR, situations were observed where the time experience

would differ in Augmented Reality (AR) and Virtual Reality (VR) compared to

Real-Life (RL) likely due to the hardware in use; moreover, differences were

also observed between VR situations depending on the implementation of the

interactions. These findings imply that the implementation of a stimulus needs
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careful consideration on the reasons of its effect on time perception (e.g., amount

of light emissions) and how sensitive that effect depends on the accuracy of

representation (e.g., color accuracy), as both these aspects may change depending

on the chosen hardware. However, the biases caused by the hardware were only

investigated using a visual stimulus, but XR integrations can also include other

types of inputs such as audio or haptics. Future research on other types of stimuli

representations and with different hardware could be beneficial to timing research,

as XR can be a powerful research tool if researchers are aware of its limitations.

Finally, the framework provided through this thesis allows for a simplified

integration of single- and multi-user experiments in XR. However, while the

framework has been successfully used in the development of complex experimen-

tal scenarios, it needs improvements on user-friendliness and ideally removing

dependencies towards closed-source software. The usefulness of the framework

is also difficult to evaluate due to its young age (as an open-source software) and

lack of external projects and developers using it. However, the different experi-

mental scenarios created with it for the ChronoPilot project have already been

successfully used in experiments. These scenarios immerse users in a farming

or industrial environment, integrating experimental requirements (e.g., diverse

stress situations and time measurements) and modulation strategies (e.g., time

modulators and controller integration) from ChronoPilot’s multidisciplinary team

and approaches.

Although the presented research provides useful information regarding the use

of meaningful time modulation in interactive XR applications, it is difficult with

current knowledge to advise using time perception as a proxy towards improved

flow and lesser stress. This is due to the lack of observed causal relationships

between time perception shifts and either stress or flow. However, it might still

be possible to get immediate use of time perception measurements and time

modulation stimuli in relation to stress and flow, by considering that a change in

time perception within a given situation may confirm an unknown change in the

target mental states. Modulation of time perception could also be considered in

situations where a source of stress (or any other target mental state) is known to

be directly related to time perception, such as deadline management.

The research presented in this thesis was part of a larger project. As such, a

large portion of the work presented was designed towards testing specific use

cases and scenarios of time modulation, rather than investigating the presence or

absence of causal links between time perception changes and other mental states.

Future research on time modulation as any part of a user’s experience needs

further investigations on which mental states the time perception can have a

causal effect to, both in the case of scenario-specific links, but also systemic links.

As human time perception is an inherent aspect of any experience, with many

approaches available to modulate it, investigating these potential causal effects
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from time perception shifts could allow novel design opportunities for interactive

application designers.
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ABSTRACT
Time perception is an essential component of a user’s experience
and interaction in immersive virtual environments. This paper
explores the performance and subjective time perception when
carrying out a cognitive task in a virtual environment while being
exposed to unrelated rhythmic stimuli. To this end, we devised an
experiment comprising a simple object sorting task with varying
rhythmic stimuli, investigating time experience in the form of time
estimation and time judgment. The results imply varying effects
depending on the usage of single stimuli compared to synchronized
audio-visual effects. Single stimuli can lead to more pronounced
time perception variations regardless of tempo, but these variations
are not specifically compression or dilation. Synchronized stimuli,
in turn, can lead to time compression or dilation, depending on the
tempo. The results further imply that time being judged as fast or
slow correlates to stimuli’ tempo, while the presence of visual stim-
uli can negatively impact task performance. An active, purposeful
rhythmic stimuli modulation to tailor individual time experiences
can open up exciting opportunities in virtual environment design.
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1 INTRODUCTION
Time is an integral part of the human experience in real and virtual
environments alike. Time perception is a subjective experience;
therefore, it is interesting to investigate whether one can modu-
late that experience, and which factors affect time perception to
what extent. The latter, in particular, has spawned many scientific
studies this paper falls in line with. Specifically, we investigate
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relations between time perception and rhythmic stimuli in virtual
environments. To isolate and study the effect of such stimuli on
time experience, users in our experiment are asked to perform an
unrelated cognitive task. Rhythm provides a simple way of syn-
chronizing modalities and thus allows investigating the differences
between single-modal and multi-modal, synchronized stimuli.

As part of the ChronoPilot project [1], which focuses on the
active modulation of subjective time experience, a central objective
of this study is to investigate whether rhythmic stimuli allow for
influencing time experience in a cognitive task. Another objective
is to investigate the interplay between synchronized stimuli modal-
ities (auditory and visual). To this end, we investigate the following
hypotheses:

H1 Performing a cognitive task, rhythmic visual (H1a) or audi-
tory (H1b) stimuli affect time perception.

H2 The effect of rhythmic stimuli on time perception depends
on the tempo of the rhythmic stimuli.

H3 Time distortions are more pronounced when using both
stimuli types rather than individual types.

H4 Rhythmic stimuli affect task performance (H4a), varying de-
pending on the tempo of the stimuli (H4b), which is amplified
when using multiple stimuli (H4c).

Before focusing on the experiment, the data analysis, and the
obtained results in Sections 3 and 4, the following section provides
the necessary background by discussing related work. A discussion
of the limitations, as well as a summary and outlook on challenges,
opportunities, and research perspectives related to virtual environ-
ment design in Section 5 concludes the paper.

2 BACKGROUND AND RELATEDWORK
Time perception encompasses different aspects such as time esti-
mation, time judgment, and various representation models. In this
paper, time perception is considered a personal interpretation of
how time passed quantitatively (i.e., how much time one believes
has passed) and qualitatively (i.e., how quickly that amount of time
has passed).

The so-called clockmodel constitutes a classic and popular intrin-
sic model, which assumes the body or brain as a system dedicated to
time perception [9]. The idea of an "internal clock" is often accompa-
nied by a pacemaker-counter and oscillator model, suggesting that
the brain has internal processes keeping track of time by producing
"ticks" or "time units". The speed at which these time units are pro-
duced, the "clock speed", and whether some units are skipped can
be influenced by external stimuli unrelated to time. In these models,
attention or attentional resources can act as channels for the ticks
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produced to be accounted for by the processes [5, 6]. Studies em-
ploying these models generally consider two sources of subjective
temporal distortions: arousal levels and attention. Arousal levels
would affect the tick rate or the clock speed, resulting in a stretched
perception of time, while attention acts as a gate or switch between
the produced ticks and the accumulator: the less one pays attention
to time (paying attention to something else), the more compressed
is time [2, 3, 14].

Studies related to time perception distortions often overlap with
the notion of flow, which is a psychological state of full atten-
tion on a task defined by Csikszentmihalyi with nine dimensions:
challenge-skill balance, action-awareness merging, clear goals, un-
ambiguous feedback, concentration on task, sense of control, loss
of self-consciousness, time transformation, and autotelic experi-
ence [10]. However, flow is much more prominent in research than
pure time perception. Since we aim to regulate subjective time
perception actively and not only try to understand the underlying
process, examining what affects flow is necessary. In their study
comparing flow states in a session of the rhythm game Thumper
between a VR and non-VR setup, Rutrecht et al. observed that both
scenarios lead to a flow state regardless of the VR setup’s higher
immersion level. Interestingly, they also note that the passage of
time and time estimation reported were not correlated [15].

Studying subjective time can be complex as various time judg-
ment tasks involve different processing mechanisms, especially
when comparing time estimations (i.e., asking a participant to give
an estimation of an event in time units, such as seconds) and the
feeling of time passage (i.e., asking if time passes quickly or not).
For instance, it was observed that depressed subjects underestimate
time but feel that time passes slowly [3] or that the boredom-prone
performing a boring task feel a longer subjective time passage but
no difference to non-boredom-prone when it comes to time evalua-
tion [19]. A more positive example is that flow states induced by the
video game Thumper lead to the faster passage of time but without
time estimation errors [15]. Generally, time passage appears to be
more tied to attention, while time duration estimation would be
tied to memory [3, 22].

Following the overview of time perception notions and their dif-
ferent dimensions, the subsequent discussion focuses on research
related to rhythmic stimuli and how they affect user experience.
Droit-Volet et al. [4] highlight the effect of a musical piece’s emo-
tional valence and orchestration on time perception, identifying
tempo as one of the core elements of a musical piece that can affect
time perception. Indeed, tempo tends to affect arousal; hence faster
tempi lead to time dilation. A recent study by Hammerschmidt
et al. [7] explored different timing evaluations (reproduction, es-
timation, and subjective rating) of instrumental excerpts of Disco
songs at different tempi reveals interesting properties about tempo
related to time perception. Faster tempi yield longer duration re-
productions, but no effects are observed for duration estimations.
Depending on the measure, a tempo difference of at least 20 BPM
is required for stretching the duration.

In the above studies, tempo is represented in the form or at
least as part of audio stimuli, which makes perfect sense since
tempo can be associated with music and rhythm and, for instance,
Lukas et al. [13] suggest that the auditory channel dominates the
visual sense for time-processing tasks. However, Wang et al. [18]

reconsider this in a later study by using visual stimuli containing
more temporal information than the usual laboratory stimuli in the
form of Point-Light-Display (PLD) dance motions. Presented with
asynchronous PLD motions and simple audio tempos, participants
had to indicate what they thought was the most fitting tempo
globally. Visual stimuli have amore significant influence, suggesting
that either under the right conditions, visuals dominate audio when
it comes to time perception, or the prioritized channels only depend
on the quantity of information conveyed by the stimuli.

Wöllner and Hammerschmidt [21] recently investigated the ef-
fect of cognitive load, arousal, and musical meter on time expe-
riences. They varied the cognitive load (tasks) and arousal levels
of music while keeping the tempo constant, finding that: (1) time
passage is quicker under higher cognitive load (represented with
a concurrent math task), (2) performing a concurrent motor task
(tapping along with the music) results in a shorter perceived dura-
tion, and (3) for the tapping task, tapping to larger structures (half
notes instead of eighth notes) of the same music resulted in both
shorter duration estimates and faster time passage.

Rhythmic stimuli have also been shown to influence gait if pa-
tients are instructed to walk in synchrony with the stimuli, which
can help with Parkinson’s disease [12]. For older, healthy adults,
Wittwer et al. observe that music cues lead to higher gait velocity
and cadence [20]. However, in the context of gait, not all rhythmic
cues are equal. In the above study, if musicwould affect both velocity
and cadence, metronome cues would only affect cadence. Another
study on healthy adults by Leow et al. [12] observes how effects
vary depending on the groove of the music and the beat-perception
abilities of the participants. More generally, synchronizing with a
tapping task to medium and high rhythmic complexity (but not
too low complexity) appears to be able to induce the "fluency of
performance" dimension of flow but without the "absorption by ac-
tivity" dimension (which includes the time passing distortions) [16].
Synchronizing or not with music also seems to affect social sympa-
thy, as observed by Stupacher et al. [17] with synchronized tapping
to music leading to more sympathy and unsynchronized tapping
resulting in less sympathy. Like in [20], there is again a difference
between music and metronome cues, as synchronous tapping does
not lead to any difference.

The prospective paradigm appears more practical for experi-
ments where as much subjective participant data as possible is
gathered since, contrary to a retrospective approach, it allows for
repeating similar tasks with changing parameters where the rep-
etition of stimuli and their predictability affect time perception.
Across studies, various effects can occur, such as time-order errors
(TOEs) when judging stimuli depending on the presentation order.
For instance, Harrison et al. [8] found that TOEs are greater when a
stimulus involves a saccade while there is no effect of overlapping
stimuli regarding time perception. Aside from TOEs, Makwana
and Srinivasan [14] inquired what color participants wanted to
see before showing the stimuli they needed for time estimation
and observed that intention and predictability affect time percep-
tion. Moreover, Kruijne et al. [11] observe a repetition effect on the
magnitude of sensory response due to neural repetition suppres-
sion, which leads to effects on time perception that are unrelated to
changes in arousal or surprise. These notions highlight a potential
challenge and source of bias regarding studies on time perception,
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as repeated scenarios and participants’ preferences can affect time
perception in a way that is out of our control.

3 EXPERIMENT
For our experiment, we recruited 50 participants through the online
crowdsourcing platform Prolific with a balanced gender ratio, i.e.,
50% male and 50% female, and no geographic restriction. The only
technical requirement was that exclusively laptops and desktop
computers were used, i.e., no mobile devices such as phones or
tablets. The participants were providedwith a link to a UnityWebGL
build of the experimental app hosted on our servers. In a first step,
we manually filtered out participants if their data was incomplete
or if the data was incoherent and it was confirmed after inquiry
that the participant incorrectly followed the instructions. Individual
trials were then filtered from their output data if an asset did not
load correctly or if the participant’s computer was slowing down.
Among the 39 retained participants, the female-male ratio was
51.3%-48.7%, with ages ranging from 18 to 65 (average 28.05 /median
24). Considering the retained trials, the female-male ratio is 51.7%-
48.3% (age average 28.31 / median 24). The average number of
trials retained per participant is 8.38 (median 9), corresponding to
potential bootstrapping issues when loading the app data for the
first trial. Table 1 indicates the total trials per stimulus mode.

0 100 140 180 Total
None 38 - - - 38
AudioOnly - 30 25 38 93
VisualsOnly - 21 38 35 94
Both - 31 35 36 102
Total 38 82 98 109 327

Table 1: Number of trials per stimulus mode

3.1 Trial Task and Design
The task during trials is to sort three-dimensional objects according
to their shape (cube, capsule, or sphere). The objects are moved into
two larger spheres acting as sinks that process only specific shapes
indicated by a panel above; in the example shown in Figure 1,
the left sphere accepts cubes or capsules, and the right sphere
accepts capsules or spheres. New objects appear at the center of
the virtual environment after the previous object is sorted away,
i.e., disappearing with a small animation (cf. image sequence). The
individual trials’ duration is unknown to the participants; following
a trial run, they were asked to complete a questionnaire asking for
a time estimation in seconds, as well as an evaluation of how quick
they felt the trial was and an evaluation of their fatigue, both on a
Likert scale. Before the trials, we asked the participants to indicate
their age and gender.

The conditions underwhich the participants are asked to perform
the sorting task were defined by a combination of the following
parameters:

• The duration, i.e., trial length (40, 50, or 60 seconds).
• The tempo of visual and auditory stimuli production (100,
140, or 180 beats per minute, or 0 for trials with no stimuli).

• Whether or not visual stimuli are produced, i.e., flashing
pulses around the sortable object.

• Whether or not audio stimuli are produced. These resemble
a metronome click sound.

All participants performed the task under 10 different random pa-
rameter combinations (excluding combinations of a 0 tempo value
with any auditory or visual stimuli). The task order was also deter-
mined randomly for each participant.

3.2 Data
As indicated in Section 3.1, we collected demographic data such as
age and gender per participant in a basic questionnaire prior to the
experiment, i.e., outside of trials. In addition to the more detailed
per-trial post-assessment questionnaire related to time estimation
and fatigue, we recorded real-time data on (1) the evolution of
correct and incorrect answers, as well as (2) the moments when
visual or auditory stimuli were produced by the system, relative
to both the audio file used as a basis for the effects and the start
time of the trial. Recording the audio file time and the real-time
trial time allows for correlating and filtering trials with either a
bootstrap or slowdown issue; trials without audio would also use
an audio file, but the sound was muted.

The next sections introduce and discuss the data extraction and
processing in more detail.

3.2.1 Direct Variables and Functions. The following variables and
functions can be directly extracted from the gathered data:

• 𝑡 ∈ 𝑇 : trial identifier 𝑡 from all available trials 𝑇 .
• 𝑝 ∈ 𝑃 : participant identifier 𝑝 from all available participants
𝑃 .

• 𝑡𝑟𝑖𝑎𝑙𝑠 (𝑝) : all trial identifiers of a participant 𝑝 .
• 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 (𝑡) : participant identifier of a trial 𝑡 .
• 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 (𝑡) : number of correct sorts at the end of trial 𝑡 .
• 𝑡𝑟𝑖𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ(𝑡) : length of trial 𝑡 in seconds.
• 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐿𝑒𝑛𝑔𝑡ℎ(𝑡) : reported length of trial 𝑡 in seconds.
• 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐹𝑎𝑡𝑖𝑔𝑢𝑒 (𝑡) : self-reported fatigue of a participant
after performing trial 𝑡 in an ordinal scale from 1 to 5.

• 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝑆𝑝𝑒𝑒𝑑𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) : subjective participant rating
of trial 𝑡 ’s speed in an ordinal scale from 1 (slow) to 5 (fast).

3.2.2 Extracted Variables. To obtain a basis for comparison, the
directly extracted participant data outlined is further normalized
into the following variables:

• 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑒𝑟𝑆𝑒𝑐𝑜𝑛𝑑𝑇𝑟𝑖𝑎𝑙 (𝑡) : average number of correct an-
swers per second during trial 𝑡 .

𝑐𝑜𝑟𝑟𝑒𝑐𝑡 (𝑡)
𝑡𝑟𝑖𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ(𝑡)

• 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑒𝑟𝑆𝑒𝑐𝑜𝑛𝑑𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 (𝑝) : average number of cor-
rect answers per second of a participant during trials.∑

𝑡 ′∈𝑡𝑟𝑖𝑎𝑙𝑠 (𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 (𝑡 )) 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 (𝑡 ′)∑
𝑡 ′∈𝑡𝑟𝑖𝑎𝑙𝑠 (𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 (𝑡 )) 𝑡𝑟𝑖𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ(𝑡 ′)

• 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑡) : amount of correct answers per sec-
ond of trial 𝑡 normalized with 1, i.e., the average number
of correct answers per second of a participant among all
performed trials.

𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑒𝑟𝑆𝑒𝑐𝑜𝑛𝑑𝑇𝑟𝑖𝑎𝑙 (𝑡)
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑒𝑟𝑆𝑒𝑐𝑜𝑛𝑑𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 (𝑝)
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Figure 1: Example sequence of the experiment’s sorting trial task, where users move geometric objects into matching sinks.

• 𝑠𝑒𝑐𝑜𝑛𝑑𝐵𝑖𝑎𝑠 (𝑝) : ratio of the total of seconds of a participant
𝑝’s trials and the total reported time, defining what the par-
ticipant considers a second.∑

𝑡 ∈𝑡𝑟𝑖𝑎𝑙𝑠 (𝑝) 𝑡𝑟𝑖𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ(𝑡)∑
𝑡 ∈𝑡𝑟𝑖𝑎𝑙𝑠 (𝑝) 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐿𝑒𝑛𝑔𝑡ℎ(𝑡)

• 𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) : averaged delta per second between
reported time (accounting participant bias) and trial length
of a trial 𝑡 .

𝑠𝑒𝑐𝑜𝑛𝑑𝐵𝑖𝑎𝑠 (𝑝) ∗ 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐿𝑒𝑛𝑔𝑡ℎ(𝑡)
𝑡𝑟𝑖𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ(𝑡) − 1

• 𝑎𝑏𝑠 (𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡)) : absolute value of trial 𝑡 ’s time
perception delta.

3.2.3 Outcome Variables. The specific variables relevant to the
analysis performed in this study are:

• 𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) : if the difference between reported
time and trial time shows too much individual bias, this
variable represents a participant’s variation in perception. A
negative value indicates that the seconds of the trial 𝑡 were
reported as shorter than the other trial performed by this
participant. A positive value means that the seconds were
reported as longer.

• 𝑎𝑏𝑠 (𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡)) : instead of denoting howmuch
longer or shorter a second is interpreted for a trial 𝑡 compared
to other trials performed by a participant, the absolute value
represents the magnitude of the eventual time distortion.

• 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑡): to simplify the analysis, we do not
take into account negative answers to evaluate performance
but only the amount of correct answers. A smaller number of
correct answers would indirectly reflect the number of incor-
rect answers due to the time lost. Similar to a participant’s
variation in perception, this variable represents the variation
in performance instead of the pure performance, with values
< 1 indicating worse and > 1 better performances.

• 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝑆𝑝𝑒𝑒𝑑𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡): the subjective interpretation
of whether time drags or flies while doing a trial.

• 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐹𝑎𝑡𝑖𝑔𝑢𝑒 (𝑡) : with relatively low trial numbers, re-
ported fatigue should mostly depend on the participants,
independent of trial parameters.

4 RESULTS AND DISCUSSION
As the primary goal of the experiment is to investigate the effect
of rhythmic stimuli on time perception and task performance, two
dimensions are considered for the stimuli: tempo (100bpm, 140bpm,

180bpm, or 0 for no stimulus) and type (visual pulse, audio kick,
no stimulus, or both). Employing analysis of variance (ANOVA),
an initial series of base ANOVAs is performed between the two di-
mensions and the outcome variables (Table 2). Additionally, stimuli
ANOVAs between outcome variables and tempo for trials under
each stimulus type further help investigate the effect of the tempo
of that specific stimulus type (Table 3).

Type Tempo
𝐹 𝑝 𝐹 𝑝

deltaTimePerception(t) 1.33 0.26 1.35 0.26
abs(deltaTimePerception(t)) 2.80 0.04 2.06 0.11
correctNormalized(t) 2.99 0.03 1.30 0.27
reportedSpeedPerception(t) 0.72 0.54 7.21 0.0001
reportedFatigue(t) 0.81 0.489 0.92 0.433

Table 2: ANOVAs on stimuli types and tempos.

Audio Visual Both
𝐹 𝑝 𝐹 𝑝 𝐹 𝑝

deltaTimePerception(t) 0.27 0.76 0.67 0.51 2.86 0.06
abs(deltaTimePerception(t)) 0.26 0.77 2.18 0.12 0.63 0.54
correctNormalized(t) 0.57 0.57 0.20 0.82 0.51 0.60
reportedSpeedPerception(t) 1.76 0.18 4.20 0.02 5.98 0.004
reportedFatigue(t) 3.48 0.04 0.89 0.41 0.25 0.78

Table 3: ANOVAs under specific stimuli types for tempos.

The base ANOVAs involving 𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) show no
significant differences; however, the ANOVA between stimulus
type and 𝑎𝑏𝑠 (𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡)) reveals significant differ-
ences (𝑝 = 0.04), i.e., while no influence of the stimulus type was
observed on the direction of time estimation’s variations, the stim-
ulus type in the experiment influenced the magnitude of the varia-
tions, indicating a possible validation of H1. Table 4 comprises a
deeper analysis of this ANOVA using Tukey’s range test (Tukey
HSD), showing that compared to the absence of stimuli, each stim-
ulus type leads to more substantial distortions (according to the
diff value), thus validating H1a and H1b for the time estimation
dimension of time perception. However, this is a near-significant
tendency (𝑝 < 0.1), and only for single stimuli, the diff value is
also in disfavor of the "Both" stimuli type compared to the single
ones. This indicates that the combination of stimulus modalities
(auditory and visual) potentially reduces the magnitude of time
estimation variations under the influence of rhythmic stimuli.
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diff lwr upr p adj
Both-AudioOnly -0.04 -0.11 0.03 0.48
None-AudioOnly -0.10 -0.20 0.001 0.053
VisualsOnly-AudioOnly -0.003 -0.08 0.07 0.99
None-Both -0.06 -0.15 0.04 0.43
VisualsOnly-Both 0.04 -0.04 0.11 0.54
VisualsOnly-None 0.10 -0.003 0.19 0.063

Table 4: Tukey HSD of ANOVA between stimulus type and
abs(deltaTimePerception(t)).

As the stimulus type affects the magnitude of the variation of
the time estimations, the absence of significant results in tempo
might be due to these differences in stimulus type, which is why
we also performed ANOVAs between time estimation variables and
tempo (see Table 3). Here, differences appear between tempos on
time estimations, revealing a near-significant tendency (𝑝 = 0.06)
with the simultaneous use of audio and visuals with the variable
𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) but not with its absolute value. This sug-
gests that when under the influence of both stimulus types, the
tempo can modulate the direction of the subjective time estimation
errors/variations but not the magnitude.

Further analysis employing Tukey HSD (see Table 5) shows that
the difference is a tendency only between 180bpm and 140bpm
(diff=-0.14, p=0.06); a tempo of 100bpm might not be enough for the
rhythmic property to affect time estimation while the diff value sug-
gests that the highest bpm value (180bpm) was rated as faster than
a lower value of 140bpm for time estimation. These observations
validate H2 for the time estimation dimension of time perception
but only under the specific condition of the multi-modal stimuli
while invalidating it for the single-modal ones.

diff lwr upr p adj
140-100 -0.11 -0.04 0.25 0.20
180-100 -0.03 -0.18 0.12 0.88
180-140 -0.14 -0.28 0.005 0.06

Table 5: Tukey HSD of ANOVA between tempo and correct-
Normalized(t).

The results regarding 𝑎𝑏𝑠 (𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡)) indicate sig-
nificant differences among stimulus types but not among tem-
pos, while the opposite holds for the base ANOVAs involving
𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝑆𝑝𝑒𝑒𝑑𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡), thus invalidating H1 but validating
H2 for the time passage aspect of time perception. From the anal-
ysis employing Tukey HSD (Table 6), the differences among tem-
pos regarding 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝑆𝑝𝑒𝑒𝑑𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) are most significant be-
tween 180-100 (p=0.00005, diff=0.70), with tendencies for 180-0
(p=0.06, diff=0.50), 180-140 (p=0.102, diff=0.34) and 140-100 (p=0.102,
diff=0.36). The different values among non-0 tempos (0 implying no
stimuli and thus, no rhythm) suggest that higher tempos are rated
faster than lower tempos. The stimuli ANOVAs suggest that this ef-
fect of tempo is significant for visual stimuli (p=0.02) and combined
stimuli (p=0.004) but not necessarily for audio alone (p=0.18).

If the 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑡) variable appears uncorrelated to
tempo according to the base ANOVA, thus invalidating H4b, the
significant p-value (p=0.03) between that variable and stimulus type

diff lwr upr p adj
100-0 -0.20 -0.73 0.33 0.77
140-0 0.16 -0.36 0.68 0.85
180-0 0.50 -0.02 1.01 0.06
140-100 0.36 -0.05 0.77 0.102
180-100 0.70 -0.30 1.10 0.00005
180-140 0.34 -0.04 0.71 0.102

Table 6: Tukey HSD of ANOVA between tempo and reported-
SpeedPerception(t).

indicates the effect of stimuli type on performance. Further analysis
(Table 7) indicates tendencies of visual-only stimuli to decrease
performances compared to audio-only (diff=-0.03, p=0.097) and no
stimuli (diff=-0.45, p=0.056), which validates H4a in the case of
visual stimuli but not H4c as for the "Both" stimuli no significant
differences are observed to other stimuli types.

A t-test between the 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑡) variable and two
classes considering either the presence or the absence of visual
stimuli shows a significant decrease in performance in the group
with visual stimuli (p=0.006, mean in group with visual stimuli is
0.997, mean in group without is 1.025).

Since, like for the 𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡), there is an effect of
the stimulus type on the performance, we also performed ANOVAs
between 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑡) and tempo for each type (Table 3)
which did not reveal significant results.

diff lwr upr p adj
Both-AudioOnly -0.02 -0.05 0.02 0.55
None-AudioOnly 0.01 -0.03 0.06 0.87
VisualsOnly-AudioOnly -0.03 -0.06 0.004 0.097
None-Both 0.03 -0.014 0.08 0.28
VisualsOnly-Both -0.014 -0.05 0.02 0.73
VisualsOnly-None -0.045 -0.09 0.001 0.056

Table 7: Tukey HSD of ANOVA between stimulus type and
correctNormalized(t).

The absence of stimuli or tempo effects on the reported fatigue
is expected since fatigue depends on the participant’s well-being
prior to the experiment.

Correlations between the various outcome variables are shown
in Table 8. 𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) and 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐹𝑎𝑡𝑖𝑔𝑢𝑒 (𝑡) being
uncorrelated, while a correlation (p=0.001, rho=0.175) between
𝑎𝑏𝑠 (𝑑𝑒𝑙𝑡𝑎𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡)) and 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝐹𝑎𝑡𝑖𝑔𝑢𝑒 (𝑡) exists, indi-
cates that fatigue does not influence the direction of the subjec-
tive time distortions but influences their magnitude. A tendency
yet non-significant correlation (p=0.06, rho=0.104) is observable
between 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑𝑆𝑝𝑒𝑒𝑑𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛(𝑡) and 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑡),
suggesting that the speed judgment is influenced by a participant’s
performance, even though scores were not shown during trials.

4.1 Limitations
One potential limitation of this study stems from the reported fa-
tigue. As Table 3 indicates, the fatigue significantly varies among
tempos under the audio stimuli, which might imply that the random
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[1] [2] [3] [4] [5]
[1] deltaTimePerception(t) - - p=0.80 p=0.74 p=0.40
[2] abs(deltaTimePerception(t)) - - p=0.51 p=0.81 p=0.001 rho=0.175
[3] correctNormalized(t) p=0.80 p=0.51 - p=0.06, rho=0.104 p=0.341
[4] reportedSpeedPerception(t) p=0.74 p=0.81 p=0.06, rho=0.104 - p=0.16
[5] reportedFatigue(t) p=0.40 p=0.001 rho=0.175 p=0.341 p=0.16 -

Table 8: Pearson correlation coefficients; Spearman if reportedSpeedPerception(t) or reportedFatigue(t) are involved.

assignment of the most tired participants happened to be to a spe-
cific tempo with tasks under audio stimuli. The Tukey HSD of this
ANOVA shows that the difference is significant between 140bpm
and 100bpm; thus, the results might be biased under these condi-
tions. Due to the online nature of the study, we can assume that the
hardware and displays used by the participants varied, which in
turn might have caused a bias in the perception of the stimuli (e.g.,
hardware delay for display and audio, or screen solution). Even in
the worst-case ANOVA scenario, we still have a post-hoc statistical
power >0.95 for the statistically significant results (effect size 0.4,
total sample size 102, 3 groups); however, there are some disparities
among trials (cf. Table 1) per stimulus mode due to random trial
assignment and data discarded due to bootstrap issues.

5 CONCLUSION
This paper discussed an experiment exploring the effect of rhythmic
stimuli on a cognitive task’s experience in a virtual environment
regarding time perception and task performance. The results sug-
gest that the different types of stimuli (audio, visual, or combined)
have varying effects on time estimations. Single-type stimuli lead to
higher variations, but combined stimuli can influence the direction
of these variations depending on the tempo of the stimuli. However,
no effect of tempo on time estimations is observed across all types
of stimuli. When it comes to reported time passage being perceived
as slow or fast, no general effect of stimulus type is observed, but
an effect of tempo, which appears only in conjunction with visual
stimuli. However, the same visual stimuli appear to distract enough
to lower the task performance among the participants. A general
limitation is the constraints and hardware variations due to the on-
line nature of the study. As some results indicated only tendencies,
further lab-based studies are necessary to confirm these implica-
tions. To this end, a follow-up study reproducing this experiment in
VR while monitoring physiological signals to confirm these results
and explore if the observed changes in time perception have di-
rect physiological implications is currently in preparation. Another
possible extension to the experimental setup is incorporating more
complex stimuli dimensions beyond modality and tempo, which
might affect time perception differently depending on the employed
audio-visual stimuli and rhythmic patterns. Regarding time percep-
tion research, the study presented in this paper already highlights
the potential of employing rhythmic stimuli to influence specific
aspects such as time estimation variation and time judgment. More
generally, such active and purposeful rhythmic stimuli modulation
to tailor individual time experiences can create novel and exciting
opportunities for designing immersive virtual environments.
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Abstract. Time experience is an essential part of one’s perception of
any environment, real or virtual. In this paper, from a virtual environ-
ment design perspective, we explore how rhythmic stimuli can influence
an unrelated cognitive task regarding time experience and performance
in virtual reality. The task involves sorting 3D objects by shape, with
varying rhythmic stimuli in terms of their tempo and sensory channel
(auditory and/or visual) in different trials, to collect subjective measures
of time estimation and judgment. The results indicate different effects
on time experience and performance depending on the context, such as
user fatigue and trial repetition. Depending on the context, a positive
impact of audio stimuli or a negative impact of visual stimuli on task
performance can be observed, as well as time being underestimated con-
cerning tempo in relation to task familiarity. However, some effects are
consistent regardless of context, such as time being judged to pass faster
with additional stimuli or consistent correlations between participants’
performance and time experience, suggesting flow-related aspects. This
could be of great interest for designing virtual environments, as purpose-
ful stimuli can strongly influence task performance and time experience,
both essential components of virtual environment user experience.

Keywords: Virtual Reality · UX · Time Experience · Rhythmic
Stimuli

1 Introduction

While time itself is a concept, it is also something humans can perceive. How-
ever, the perception of time is subjective, and this experience is an integral part
of the overall experience of any environment, with virtual environments being no
exception. Therefore, acknowledging this in their conception and actively devis-
ing virtual environments to modulate the time experience of users would be
an exciting design instrument. Time perception as an interdisciplinary topic is
explored in numerous scientific studies in disciplines as diverse as psychology or
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neuroscience. In a previous study combining cognitive science and computer sci-
ence, we already examined the relationships between time perception and rhyth-
mic stimuli with a sorting game in a two-dimensional setting, which revealed
varying time experience and performance effects depending on whether single or
combined stimuli were used in relation to their tempo [19]. However, that initial
experiment was limited to a crowd-sourced desktop setting, and we adapted the
experiment for Virtual Reality (VR), which allows for extended control of the
test environment plus extending the initial set of questions to include stimuli
and time experience aspects in fully immersive environments. Therefore, while
our main goal with this study is to investigate and interpret anything significant
by having a correlation study process, we do come with assumptions coming
from our initial study, which are different effects on time perception depending
on the type of stimuli present (audio, visual, or both), tempo-related time esti-
mation errors for combined stimuli, as well as decreased task performance by the
presence of visual stimuli. Before detailing the experiment in Sect. 3, analyzing
the data in Sect. 4, and discussing the results in Sect. 5, we will first provide the
necessary background and review related work in the following Sect. 2. Section 6
then concludes the paper with an outlook and potential impact of our findings
on general virtual environment design.

2 Background and Related Work

The most common time perception model in literature is the clock model, which
assumes an “internal clock” as a body system dedicated to time perception [9].
This system is usually tied to a model producing “ticks” or “units”, such as
an oscillator or a pacemaker model, where the body keeps track of time by
counting these ticks. In these models, it is assumed that time perception can be
changed either through the speed at which these ticks are produced or by skip-
ping some, with these effects potentially resulting from external stimuli unrelated
to time. Counting the ticks can be delegated to attention, making attentional
resources a key element of time perception [5,6]. Attention is believed to act
as a gate or switch on accounting the time units, where paying less attention
to time will result in compressed time experience as time units are likely to be
skipped. Another source of subjective temporal distortions can be found in the
use of arousal levels, which are believed to affect the clock speed, resulting in an
altered time experience [2,3,13]. However, using an internal clock model is not
necessary to predict time perception accurately [22]: on the context of watch-
ing videos in different scenarios, time perception was accurately predicted by
a classification network using changes in perceptual content and visual spatial
attention (more specifically, gaze position). Nevertheless, it is a natural way to
interpret time experience based on the focus on attention and arousal that gives
initial directions to time perception studies.

In the literature, we can observe different types of timing tasks, which involve
different processing mechanics. The most common aspects are time estimation
(i.e., asking for a duration estimate of an event with units, such as seconds) and
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the feeling of time passage (i.e., judging if time passes by quickly or slowly),
which is also referred to as time judgment.

This difference can be observed in depressed subjects underestimating time
but judging it as passing slowly [3], with boredom-prone people judging boring
tasks as passing slowly but not necessarily overestimating those [27], or with
players of the game “Thumper” reporting faster time passing without time esti-
mation errors [23].

Having defined time perception, we can discuss the state of “flow”, one of the
applications of time perception alterations. Flow is a psychological state of full
attention on a task defined by Csikzentmihalyi, represented through nine dimen-
sions: challenge-skill balance, action-awareness merging, clear goals, unambigu-
ous feedback, concentration on task, sense of control, loss of self-consciousness,
time transformation, and autotelic experience. The psychological state of flow is
a research subject in itself, centered around one’s relation to a task as it primar-
ily relies on the challenge-skill ratio aspect [11]; it is often considered a desirable
state, and time perception alterations are one of its manifestations. In social
media, the manifestation of flow seems to be influenced by the positive effect of
telepresence on enjoyment, concentration, challenge, and curiosity; flow would
then influence the presence of time distortions [17]. Delving further into social
context, it was found that the concentration and time distortion components
of flow, but not enjoyment, were affected by working in a group of two com-
pared to working individually in virtual worlds (within the social game platform
Second Life) [16]. More in line with our work, several studies on flow and VR
have been conducted. The previously mentioned study on Thumper compared
flow states between VR and non-VR setups, finding that despite VR’s technical
immersion, both scenarios could lead to a flow state [23]. Within VR activities,
a model ostensibly associates flow and playfulness, defined by a combination of
intrinsic motivation, control, and freedom to suspend reality, this association
then influences competence in the activity [21].

VR studies on time perception, however, are not limited to flow. VR itself
affects our senses due to what is being conveyed through sensory channels, but
also due to the devices used and the eventual physical discomfort we can get
from it. Simply comparing the time perception of the same game in a VR versus
a desktop setup leads to an underestimation bias for VR [15]. It also seems
that time perception changes when bored or waiting in VR compared to real
life [10]. In another simple study about time perception comparing the time
perception between VR and desktop while doing a task ranging from 30 s to
5 min, it was observed that if both situations yielded time overestimation, the
VR scenario was overestimated more [14]. However, technological immersion
alone might not be a sufficient explanation, as walking in VR does not seem to
affect time perception significantly [1]. In another experiment about zeitgeber
on time perception while doing a task conducted both in VR and on desktop, no
significant difference was observed regarding time perception, but there was a
difference in task performance (with the VR participant performing better) [24].
The Thumper study also observed the effect of performing better in a VR setup
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compared to a non-VR one [23]. When it comes to the effect of emotional content,
VR itself appears not to yield any difference to real life in time distortions when
the emotional content is the same [7]. Employing VR entails possibly unique
content, such as having movements represented by an avatar. Differences were
observed between avatar and no-avatar conditions where avatar presence leads
to, in a retrospective paradigm, a significantly faster passage of time without an
effect on time estimations [25].

When considering VR and time perception, we can thus regard both the
technological immersion, i.e., the effect of being in VR through its dedicated
hardware, as well as the virtual environment stimuli and transformations that
can be induced through VR. A specific stimulus type we want to employ in VR is
rhythmic stimuli, which we already identified as having notable effects in a desk-
top scenario [19]. Rhythmic stimuli and music generally have a high potential to
modulate one’s time experience. With music, it was observed that higher tem-
pos induce longer subjective time, but emotional valence decreases (but does not
suppress) the effect of tempo and affects time perception. These effects on time
perception might be due to their effect on arousal; interestingly, using a different
orchestration (piano only or full orchestra) does not affect time judgment and
pleasantness while affecting arousal [4]. On timing evaluations of instrumental
excerpts of Disco songs (including estimation and judgment of time passage) over
different tempos, it was observed that faster tempos were correlated to longer
reproduction duration; however, no effect on estimations was observed along-
side the necessity of a tempo difference of at least 20 BPM required for timing
measurement differences to appear [8]. By varying cognitive load through tasks
and arousal levels through music choice while keeping music tempo constant, it
was found that (1) time is judged as passing faster under higher cognitive load
(presence of a math task), (2) presence of a concurrent motor task (tapping the
music’s tempo) yield shorter subjective durations, and (3) for the motor task,
for the same music tapping to half notes instead of eighth notes ended up with
smaller time estimations and time passage rated as faster [28]. Regarding timing
and spatial movement, rhythmic auditory stimuli (RAS) have been observed to
improve motor performance when vision is unavailable [18].

Rhythm, however, is not only tied to music and audio. Concerning temporal
judgments, audio was believed to be dominant over visuals [12]. However, a later
study found visual stimuli dominance using Point-Light-Display (PLD) dance
motions compared to simple audio tempos [26]. Participants were presented with
both the dance motion and the audio tempo and had to give a globally fitting
tempo. The result of this study suggests that under the right conditions, visual
stimuli can dominate audio in terms of timing, which may be due to the quantity
of temporal information on a sensory channel rather than the channel itself.

3 Experiment

We recruited 30 participants from a public, science-related event in Luxembourg
City and from students and staff at the University of Luxembourg. The female-
to-male ratio was 46.66%–53.33%, with ages ranging from 19 to 45 (mean age
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25.63/median 24). Participants were received at the VR/AR Lab’s test space at
the University of Luxembourg and briefed about the experiment before the ses-
sion, both verbally and via an informed consent form, in which we also collected
demographic data. After the setup and familiarization phase, the participants
performed the tasks, with each participant able to take breaks between trials if
desired. Each session lasted a total of approximately one hour.

3.1 Trial Task and Design

Participants had to complete trials in which they had to sort three-dimensional
objects according to their shape (spheres, capsules, or cubes). As shown in the
screenshot sequence in Fig. 1, the objects must be grabbed with a VR controller
and dragged into one of the two larger sinks, which only accept specific shapes
displayed on a scoreboard above them (cf. Fig. 1a–c). Once sorted, an object
disappears with a small animation, and a new object to be sorted appears in the
center of the virtual environment (cf. Fig. 1d).

(a) (b) (c) (d)

Fig. 1. Sorting example from trial task, in sequential order from left to right.

The sorting attempt has a predefined duration unknown to participants.
After this duration, the experiment ends with a questionnaire in which the par-
ticipants are asked to estimate the time in seconds and rate on two Likert scales
how fast the experiment felt and how tired they were (cf. Fig. 2).

Fig. 2. Post-trial questionnaire on time estimation, time perception, and fatigue.
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Trials were subjected to conditions that were a combination of these parameters:

– trial length: how long the trial lasted in seconds (either 40, 50, or 60)
– tempo: the rhythm of the audio/visual stimuli if present in beats per minute

(either 100, 140, or 180; forced to 0 without stimuli)
– visual stimuli : whether or not there are flashing visual pulses around the

object
– audio stimuli : whether or not metronome click sounds are produced

Each participant went through all 30 possible combinations in random order.

3.2 Technical Specifications

Participants used the VIVE Pro Eye head-mounted display (HMD) with one
of its controllers, allowing them to enter VR and control virtual objects with
six degrees of freedom (DoF). This particular HMD also allows for collecting
precise eye-tracking data during the trials, specifically on gaze and pupil dilation.
During the experiments, participants were also instructed to wear an Empatica
E4 wristband to record further physiological data; our experiment included heart
rate variability and skin temperature. Our custom application reads the data by
receiving messages from Empatica’s E4 Streaming Server software. However, the
physiological data is out of the scope of this paper and will be discussed in a
separate publication. The experimental application itself was developed in Unity
and used SteamVR. In addition to the application, OVR advanced settings were
employed to adjust the participant’s height position.

4 Analysis and Results

4.1 General Methods and Data

As discussed previously, various data were collected from each trial; in this sub-
section, we will describe what data we effectively used for our analysis and how.

Disclaimed Trials. Some trials were disclaimed from the data set depending
on our notes during trials. The reasons for removing trials were:

– Misunderstanding of task controls by the participant.
– Misunderstanding of trial questionnaire by the participant (verbally checked

when giving incoherent values such as negative time estimation).
– Disturbance or interruption during the trial, either from the participants

themselves (i.e., asking a question or talking during a trial) or external sources
(i.e., technical issues, noise from a nearby room).
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Variables/Functions. Variables and functions extracted from trial data are:

– t ∈ T : trial identifier t from all available trials T.
– p ∈ P : participant identifier p from all available participants P.
– trials(p): all trial identifiers of a participant p.
– participant(t): participant identifier of a trial t.
– correct(t): number of correct sorts at the end of trial t.
– trialLength(t): length of trial t in seconds.
– reportedLength(t): reported length of trial t in seconds.
– reportedFatigue(t): self-reported fatigue of a participant after performing trial

t in an ordinal scale from 1 to 5.
– reportedSpeedPerception(t): subjective participant rating of trial t ’s speed in

an ordinal scale from 1 (slow) to 5 (fast).
– trialIndex(t): the index of trial t, indicates how many trials were performed

before t and, therefore, global repetition from the experiment session.

Since reportedSpeedPerception(t) and reportedFatigue(t) are purely subjec-
tive questions to the participant, we can use these values directly. However
correct(t), the task performance direct variable depends on the participants’
individual performance and reportedLength(t), while the direct time estimation
variable depends on both the trial’s duration as well as the participants’ individ-
ual representation of a second. Therefore, these two variables need to undergo
a normalization process. Normalizing the performance variable (correct(t)) for
our analysis goes through a three-step process involving the following extracted
variables:

– correctPerSecondTrial(t): average number of correct answers per second dur-
ing trial t.

correct(t)

trialLength(t)

– correctPerSecondParticipant(p): average number of correct answers per sec-
ond of a participant during trials.

∑
t′∈trials(participant(t)) correct(t′)

∑
t′∈trials(participant(t)) trialLength(t′)

– correctNormalized(t): amount of correct answers per second of trial t nor-
malized with 1, i.e., the average number of correct answers per second of a
participant among all performed trials.

correctPerSecondTrial(t)

correctPerSecondParticipant(p)

For time estimation (reportedLength(t)), we employed the following process:

– secondBias(p): ratio of the total of seconds of a participant p’s trials and the
total reported time, defining what the participant considers a second.

∑
t∈trials(p) trialLength(t)

∑
t∈trials(p) reportedLength(t)
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– deltaTimePerception(t): averaged delta per second between reported time
(accounting participant bias) and trial length of a trial t.

secondBias(p) ∗ reportedLength(t)

trialLength(t)
− 1

However, in addition to deltaTimePerception(t) we also use its absolute
abs(deltaTimePerception(t)) as it represents the magnitude of time perception
delta of a trial.

Outcome Variables. The specific variables relevant to the analysis performed
in this study are:

– deltaTimePerception(t): if the difference between reported time and trial time
shows too much individual bias, this variable represents a participant’s vari-
ation in perception. A negative value indicates that the seconds of the trial t
were reported as shorter than the other trial performed by this participant.
A positive value means that the seconds were reported as longer.

– abs(deltaTimePerception(t)): instead of denoting how much longer or shorter
a second is interpreted for a trial t compared to other trials performed by a
participant, the absolute value represents the magnitude of the eventual time
distortion.

– correctNormalized(t): to simplify the analysis, we do not take into account
negative answers to evaluate performance but only the amount of correct
answers. A smaller number of correct answers would indirectly reflect the
number of incorrect answers due to the time lost. Similar to a participant’s
variation in perception, this variable represents the variation in performance
instead of the pure performance, with values <1 indicating worse and >1
better performances.

– reportedSpeedPerception(t): the subjective interpretation of whether time
drags or flies after performing trial t in an ordinal scale from 1 to 5.

– reportedFatigue(t): with relatively low trial numbers, reported fatigue should
mostly depend on the participants, independent of trial parameters.

– trialIndex(t): the index of trial t, indicates how many trials were performed
before t and, thus, is an indicator of global repetition from the experiment
session.

Parameters. The parameters used in this experiment are:

– stimulusTrial(t): the type of stimulus used in trial t, possible values are: None,
VisualsOnly, AudioOnly, Both.

– hasAudioTrial(t): whether or not the trial t contains an audio stimulus.
– hasVisualTrial(t): whether or not the trial t contains a visual stimulus.
– hasStimulusTrial(t): whether or not the trial t contains any type of stimulus.
– tempo(t): the tempo in beats per minute (BPM) of a trial t, possible values

are: 0, 100, 140, 180. a tempo of 0 means that the trial had no stimuli.
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Trial Filters. When performing analyses, we may want to include only subsets
of the trials to investigate specific effects. The filters used are:

– filterAUDIOONLY : considers only trials that only have an audio stimulus, is
equivalent to saying t where stimulusTrial(t) == AudioOnly.

– filterVISUALSONLY : considers only trials that have a visual stimulus, is
equivalent to saying t where stimulusTrial(t) == VisualsOnly.

– filterBOTH : considers only trials that have both audio and visual stimuli, is
equivalent to saying t where stimulusTrial(t) == BOTH.

Performed Tests. Using the above variables, parameters, and filters, we per-
formed statistical tests on various data subsets to examine the effect of a stimuli
presence on performance and time estimation with the following parameters:

– stimulusTrial(t): ANOVAs on deltaTimePerception(t), abs(deltaTimePer-
ception(t)) and correctNormalized(t) to see if any significant difference
appears between possible stimuli situations.

– hasAudioTrial(t), hasVisualTrial(t), hasStimulusTrial(t): t-tests on delta-
TimePerception(t), abs(deltaTimePerception(t)) and correctNormalized(t) to
see if there is an effect on the presence or absence of a specific stimulus (since
our t-tests are not pairwise, no t-test corrections have been performed).

To examine this effect on time judgment, we did the following as the time
judgment variable is ordinal:

– stimulusTrial(t): Kruskal-Wallis test on reportedSpeedPerception(t) to see if
any significant difference appears between possible stimuli situations.

– hasAudioTrial(t), hasVisualTrial(t), hasStimulusTrial(t): Wilcoxon test on
reportedSpeedPerception(t) to see if there is an effect on the presence or
absence of a specific stimulus.

In order to observe the effect of tempo on performance and time estimation,
we performed ANOVAs between tempo(t) and the variables deltaTimePercep-
tion(t), abs(deltaTimePerception(t)) and correctNormalized(t). The ANOVAs
were also repeated across the filters filterAUDIOONLY, filterVISUALSONLY
and filterBOTH to see if differences in tempo appear only within stimuli con-
ditions. As for the effect of tempo on time judgment (reportedSpeedPercep-
tion(t)), here we again replaced the ANOVAs with Kruskal-Wallis tests, includ-
ing the repeated ones under filters. Correlations between time estimation vari-
ables (deltaTimePerception(t), abs(deltaTimePerception(t))) and performance
(correctNormalized(t)) were investigated with Pearson tests. As the time judg-
ment variable (reportedSpeedPerception(t)) is ordinal, correlation with time
estimation variables (deltaTimePerception(t), abs(deltaTimePerception(t))) as
well as performance (correctNormalized(t)) was made through Pearson tests.
The confounding effect of fatigue was investigated by considering reportedFa-
tigue(t) both as a nominal and as an ordinal variable; the former allows us
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to eventually observe differences between specific ratings and has been consid-
ered through ANOVAs with time estimation variables (deltaTimePerception(t),
abs(deltaTimePerception(t))) and performance (correctNormalized(t)), the lat-
ter was considered through Spearman tests on time estimation variables, per-
formance and time judgment (reportedSpeedPerception(t)). Regarding the con-
founding effect of trial index, trialIndex(t) is an ordinal data so it has been
investigated with Spearman tests on time estimation variables (deltaTimePer-
ception(t), abs(deltaTimePerception(t))), performance (correctNormalized(t)) as
well as time judgment (reportedSpeedPerception(t)). Each ANOVA with a p-value
below 0.1 would lead to a subsequent Tukey HSD, Kruskal-Wallis tests would
lead to subsequent paired Wilcoxon tests. Table 1 provides an overview of the
different effects per subset with a significant p-value or tendency, while each is
discussed in detail in the following sections. The complete data from our tests,
including confidence intervals and average values, are available online [20].

Table 1. Subsets for which a significant p-value (•) or tendency (◦) is observed for a
combination of stimulus dimension and outcome variable group.

Performance Time Estimation Time Judgment

Presence — — • Full Set

• Trials 11-20

◦ Fatigue Levels 1-2

• Fatigue Levels 3-4-

5

Type • Full Set

• Trials 1-10

• Trials 21-30

• Fatigue Levels 3-4-

5

— • Full Set

• Trials 11-20

• Fatigue Levels 1-2

Tempo ◦ Full Set

• Trials 11-20

• Fatigue Levels 1-2

• Full Set

◦ Trials 11-20

◦ Fatigue Levels 3-4-

5

• Full Set

• Fatigue Levels 1-2

4.2 Across All Trials

Effects of Stimuli on Performance. One of the aims of this study is to
investigate the effects of stimuli on task performance. Looking at performance
across all trials, the ANOVA between task performance (correctNormalized(t))
and stimulus type (stimulusTrial(t)) revealed no significant difference. However,
when performing a t-test between task performance (correctNormalized(t)) and
the presence of visual stimuli (hasVisualTrial(t)), a significant difference (p =
0.027 ) can be observed alongside decreased performance when a visual stim-
ulus is involved, as the mean with stimulus is lesser than without. No effect
is observed when considering the t-test with the presence of an audio stimulus
(hasAudioTrial(t), p = 0.167 ) or any stimulus (hasStimuluslTrial(t), p = 0.431 ).
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Therefore, we can only observe a decrease in performance due to the presence of
a visual stimulus but no effect on performance from the sole presence of any or
of an audio stimulus. When stimuli have the dimension of type, they also have
the dimension of tempo. The ANOVA between participant performance (correct-
Normalized(t)) and stimuli tempo (tempo(t)) generally finds no effect of tempo.
However, tempo might have an effect under a specific stimulus type. Therefore,
we performed the same ANOVA but only considering subsets of data where trials
contained either audio stimuli only (filterAUDIOONLY ), visual stimuli only (fil-
terVISUALSONLY ), or both simultaneously (filterBOTH ). We can then observe
a tendency when trials have audio stimuli only (filterAUDIOONLY, p = 0.088,
F = 2.461 ). The Tukey HSD of this ANOVA reveals that the effect is significant
between 180-100 (p = 0.070, diff = 0.04 ), with a diff value indicating the faster
tempo leads to better trial performance with audio stimuli only. In the absence
of interference from visual stimuli, the faster tempo for audio stimuli may have
implicitly stimulated the participant to sort objects faster.

Effects of Stimuli on Time Estimation. Similarly to performance, we evalu-
ated the effect of stimuli type and tempo on time estimation variables. Likewise,
ANOVAs were effectuated regarding the type of stimuli (stimulusTrial(t)) and
tempo (tempo(t)) on both the normalized time estimation error (deltaTimePer-
ception(t)) and its magnitude (abs(deltaTimePerception(t))). The only signifi-
cant result is a tendency between time estimation error (deltaTimePerception(t))
and tempo (tempo(t)) (p = 0.073, F = 2.328 ). Tukey’s HSD of this ANOVA
reveals that the effect is a tendency only between tempi of 180 and 140 (p = 0.65,
diff = 0.067 ), with trials under a tempo of 180 being rated with a longer time
per second than trials under a tempo of 140. We performed similar ANOVAs
involving tempo considering subsets of data where the trials had either only
audio stimuli (filterAUDIOONLY ), only visual stimuli (filterVISUALSONLY ),
or both at the same time (filterBOTH ). The only significant result comes from
the ANOVA between time estimation error (deltaTimePerception(t)) and tempo
(tempo(t)) across trials within the AudioOnly condition (filterAUDIOONLY ) (p
= 0.039, F = 3.288 ), where the Tukey HSD follow-up reveals a near-significant
difference between tempi of 140 and 100 (p = 0.051, diff = −0.106 ) and a near
tendency between 180 and 140 (p = 0.107, diff = 0.091 ). This means that in
the case of trials with only an audio stimulus, trials with a BPM of 140 were
evaluated as faster than others, which contradicts the analysis under all types
of stimuli. This contradiction may indicate the confounded effect of tempo in
time perception depending on stimuli types. Finally, t-tests between our time
estimation variables (deltaTimePerception(t), abs(deltaTimePerception(t))) and
the presence of audio stimuli (hasAudioTrial(t)), visual (hasVisualTrial(t)), or
any (hasStimuluslTrial(t)), yielded no significant result, meaning no effect of any
type of stimuli present can be observed on time estimation here.
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Effects of Stimuli on Time Judgment. As the time judgment vari-
able (reportedSpeedPerception(t)) is ordinal, we produced Kruskal-Wallis tests
between it and the type of stimuli (stimulusTrial(t)) and tempo (tempo(t)).
In the case of the test between time judgment (reportedSpeedPerception(t))
and the type of stimuli (stimulusTrial(t)), we can see a significant effect (p
= 0.016, chi2 = 10.267 ), however a follow-up paired Wilcoxon test reveals
statistical difference only between the stimulus “None” and each of the other
stimuli types (p = 0.048 for None-AudioOnly, p = 0.015 for None-Both, p =
0.015 for None-VisualsOnly). As for the test on tempo (tempo(t)), we observe
another correlation (p = 0.001, chi2 = 15.432 ) that, after a paired Wilcoxon,
shows significant differences between 0–140 (p = 0.006 ), 0–180 (p = 0.005 ),
100–180 (p = 0.031 ) as well as a tendency between 100–140 ((p = 0.064 ) and
a near-tendency between 0–100 (p = 0.12 ). These two tests highlight a sig-
nificant difference in time judgment depending on the presence of any stimuli
(both by the differences from the “None” stimulus in the first test and the “0”
BPM tempo in the second, which correspond to trials without stimuli). This
is also verified by the Wilcoxon test between time judgment (reportedSpeedPer-
ception(t)) and the presence of any stimulus (hasStimuluslTrial(t)) (p = 0.003,
mean(TRUE)>mean(FALSE)), considering the mean values, we can say that
the presence of a stimulus has a significant impact in making a trial judged as
passing faster than one without any. The same test has been done on the pres-
ence of audio (hasAudioTrial(t)) (p = 0.323 ) and visuals (hasVisualTrial(t)) (p
= 0.023, mean(TRUE)>mean(FALSE)), meaning no significant difference on
the presence or not of an audio stimulus is observed but a fast-inducing effect
is observed on the presence of a visual one is recorded. In the case of tempo,
the results of the paired Wilcoxon discussed earlier also indicate a significant
between 100BPM and other (non-0) tempi across all types of stimuli. However,
running the same Kruskal-Wallis test under subsets on “AudioOnly” trials (fil-
terAUDIOONLY ), “VisualOnly” trials (filterVISUALSONLY ) and trials with
both (filterBOTH(t)) highlights a significant difference only across trials with
both stimuli (filterBOTH(t)) (p = 0.027, chi2 = 7.2343 ) meaning that mean-
while tempo may have an effect across all stimuli, that effect might only be due
to the combined stimuli scenario. Follow-up paired Wilcoxon tests indicate a
significant difference between 100–180 (p = 0.032 ) and 140–180 (p = 0.091 ),
which are the same conclusion as the tests without subsets.

Correlations Between Outcome Variables. In order to investigate the cor-
relation between outcome variables, Spearman tests were used when time judg-
ment (reportedSpeedPerception(t)) was involved as the data is ordinal; otherwise,
Pearson tests were used. When comparing time estimation error (deltaTimePer-
ception(t)) and performance (correctNormalized(t)), we see no correlation (p =
0.218, cor = −0.043 ), but we see a significant negative correlation with the
magnitude of time estimation error (abs(deltaTimePerception(t))) (p = 0.016,
cor = −0.083 ). This means the performance is correlated to the magnitude
of time estimation errors but not to the direction; in other words, participants
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may generally be more error-prone in their estimations depending on their per-
formance. When it comes to time judgment (reportedSpeedPerception(t)), it is
negatively correlated to time estimation errors (deltaTimePerception(t)) (p =
1.724e-13, rho = −0.251 ) and positively correlated to the magnitude of said
error (abs(deltaTimePerception(t))) (p = 0.002, rho = 0.107 ). This means that
the bigger the error, the faster the time is perceived and underestimated trials
are rated at passing faster. As for time judgment (reportedSpeedPerception(t))
and performance (correctNormalized(t)), better performance is associated with
faster passing trials (p = 1.265e-05, rho = 1.50 ).

Confounding Effect of Fatigue. While running the experiment, we noticed
that participants were often exhausted at the end of the session. As exhaus-
tion affects time perception and performance, we verified if it affected our out-
come variables. For its effect on performance, a Spearman test between perfor-
mance (correctNormalized(t)) and fatigue (reportedFatigue(t)) reveals a signifi-
cant correlation (p = 2.924e-08, rho = 0.190). By considering the fatigue vari-
able (reportedFatigue(t)) nominal and performing an ANOVA with performance
(correctNormalized(t)), we retrieve this correlation (p = 1.68e-11, F = 14.56 ),
and subsequent Tukey HSD reveals that fatigue values of “3,4,5” are statistically
different from values of “1,2” as the p-value is below 0.001 in all these situations,
other situations (i.e., “3-4”, “1-2”, ...) have a p-value above 0.48. As for time
estimations, signed error (deltaTimePerception(t)) is not correlated if we look
through a Spearman test (p = 0.191, rho = 0.045), but we retrieve statistical
differences with the ANOVA (p = 0.004, F = 3.86). Subsequent Tukey HSD
indicates statistical differences between “3-2” (p = 0.001), “5-2” (p = 0.045)
and a tendency between “4-2” (p = 0.06). No correlation is observed for the
absolute error (abs(deltaTimePerception(t))) with both the Spearman test (p
= 0.842, rho = 0.107 ) and the ANOVA (p = 0.893, F = 0.277 ), however it is
observed for the Spearman test with time judgment (reportedSpeedPerception(t))
(p = 2.88e-11, rho = 0.227 ). From the results of the ANOVAs involving perfor-
mance (correctNormalized(t)) and time estimation (deltaTimePerception(t)), we
can identify two groups of reported fatigue values which are “1-2” and “3-4-5”.
We thus decided to perform the same tests on subsets of our data according to
these two groups on Sect. 4.4.

Confounding Effect of Trial Index. Similarly to fatigue, repeated trials can
affect both performance and time perception due to learning effects and repeti-
tion. We thus evaluated correlations through Pearson tests between the number
of a trial across the session (trialIndex(t)) as a continuous variable and time esti-
mation variables (deltaTimePerception(t), abs(deltaTimePerception(t))) as well
as performance (correctNormalized(t)). When it comes to performance (correct-
Normalized(t)), the test reveals a correlation (p = 2.626e-14, cor = 0.259 ),
which indicates a learning effect. Trial repetition also seems to affect time esti-
mation as we retrieve a significant correlation with the signed time estimation
error (deltaTimePerception(t)) (p = 1.407e-04, cor = 0.131 ) and a tendency
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with its absolute (abs(deltaTimePerception(t))) (p = 0.089, cor = −0.059 ).
We, therefore, decided to investigate different phases (beginning, middle, end)
in the experiment defined by three subsets of the data based on the trial index,
as shown in Fig. 3 and discussed in detail in the following Sect. 4.3.

Fig. 3. Trial subset allocation for a participant by index.

4.3 Trial Index Subsets

Due to our results on the confounding effects on trial index as described in
Sect. 4.2, we decided to investigate three subsets of the data based on the trial
index with steps of ten (1–10, 11–20, 21–30). For each subset, we performed all
the tests as on the full set of trials, which are available for download [20] and
described in Sect. 4.1. However, the normalization process only considered the
targeted subset when using the sum of data on trials. We go through each subset
in the following subsections, focusing on the significant results.

Trials 1–10. This subset corresponds to each participant’s first ten trials of the
experiment, constituting a discovery phase. Regarding stimuli effects on perfor-
mance, the results indicate a positive effect of audio stimulus presence (t-test
performance∼audiopresence, p = 0.016 ; TukeyHSD performance∼stimuli, p =
0.099 on worse performance between visuals∼both). This can be linked to the
results across the entire experiment as we have seen a negative impact of visual
stimulus presence and a tendency for trials with just audio to have their per-
formance led by the tempo (see Sect. 4.2). This difference might be due to a
learning effect on the trials where the participants are not proficient enough
to lose enough performance from visuals but may be eased by the presence of
any leading audio rhythmic stimulus for this repetitive task. As for stimuli on
time estimation, here we only observe a potential novelty effect on trials with-
out stimuli as they are rarer than trials with any stimuli (t-test time estimation
error stimuli presence, p = 0.093 ). The most notable difference with the analysis
on all trials regarding this aspect is the absence of the effect of tempo on the
time estimations. Surprisingly, no effect of stimuli concerning time judgment is
observed from any of our tests. When it comes to correlation between perfor-
mance and time estimations through Pearson correlation tests, contrary to the
full set of trials, we observe a (negative) correlation with the signed time estima-
tion error (p = 0.025, cor = −0.142 ) but not on the absolute error. Regarding
time judgment concerning both time estimations and performance, we lost the
correlation with the absolute time error; however, we retrieve the positive corre-
lation from the Spearman tests with performance (p = 0.095, rho = 0.106 ) and
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the signed time estimation error (p = −0.183, rho = −0.184 ). Finally, regarding
results on confounding effects of trial index and fatigue, we retrieve correlations
of fatigue on performance and time experience, correlation of performance and
trial index but none between trial index and time experience. This means that
with this subset, we should have isolated an experiment phase based on trials for
time perception but not for performance, which is expected as the participants
were likely learning how to perform better during the first few trials.

Trials 11–20. This subset corresponds to each participant’s ten trials in the
middle of the experiment, representing a neutral phase as they no longer learn
the task while not being in the experiment long enough to be bored. Regarding
performance and stimuli, in this trial, we observe a performance increase from
higher tempo within trials using combined stimuli (Tukey HSD 180-100, p =
0.044, diff = 0.055 ; 180-140, p = 0.075, diff = 0.053 ) As for the effect of stimuli
on time estimation, we only observed a tendency between tempo 140–100 across
trials solely using a visual stimulus (Tukey HSD 140-100, p = 0.100, diff =
−0.083 ). When it comes to time judgment, strong evidence shows that under
this subset, the presence of any stimulus heavily alters it (paired Wilcoxon on
time judgment and type of stimuli, p¡0.002 for all situations with “None”; paired
Wilcoxon on time judgment and tempo, p¡0.02 for all cases with “0”; Wilcoxon
time judgment and stimuli presence, (p = 8.939e-05, higher mean with stimulus).
We also observe an effect of visual stimulus specifically with the same Wilcoxon
test on visual stimulus presence (p = 0.041, higher mean with stimulus) but
not on audio presence. Therefore, the effect of stimuli on time judgment in
this subset is consistent with the full set regarding the effect of the present
stimuli type, but we lost the effect of the tempo. This time, no correlation has
been observed between time estimation and performance. However, we retrieve
the time judgment correlations from the full set with Spearman tests on the
performance (p = 0.004, rho = 0.168 ), the signed time estimation error (p
= 1.988e-04, rho = 0.215 ) and its absolute (p = 4.20e-05, rho = −0.236 ).
Finally, on confounding effects, we find a correlation between fatigue and time
judgment, which is expected, yet we also see a correlation tendency between trial
index and signed time estimation error through a Pearson test (p = 0.071, cor
= 0.105 ). Still, the absence of correlation with performance indicates a proper
subset division on the trial index.

Trials 21–30. This subset corresponds to each participant’s last ten trials, rep-
resenting the end of the experiment and, thus, a phase where the participant is
possibly tired or bored. Here, investigation of performance suggests that when
there are stimuli, the presence of visual stimulus leads to worse task performance
(Tukey HSD performance between stimuli modes “Both” and “AudioOnly”,
p = 0.010, diff = −0.045 ; “VisualsOnly” and “AudioOnly”, p = 0.026, diff
= −0.041 ; t-test on performance and visual presence, p = 1.449e-04, lower
mean when stimulus is present). Under this subset, nothing significant has been
observed in the relation between stimuli (type or tempo) and time perception
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(time estimation and judgment). Similarly to the previous set (Trials 11–20), no
correlation between time estimation and performance is observed. The relation
from Spearman tests between time judgment with both performance and time
estimation is similar to the subset at the beginning of the experiment (Trials
1–10), where performance is positively correlated (p = 0.002, rho = 0.176 ) and
time estimation error is negatively correlated (p = 4.795e-04, rho = −0.202 ) but
the absolute error is not. On confounding effect, while finding effects of fatigue
on time judgment as expected, unfortunately, we see tendencies on the effects of
the trial index on both time estimation error (p = 0.067, cor = 0.107 ) and task
performance (p = 0.073, cor = −0.104 ) from Pearson tests. This may indicate
a transition between phases of boredom and tiredness relative to the time spent
in the experiment.

Fig. 4. Example trial subset allocation for a participant by fatigue.

4.4 Fatigue Subsets

Having obtained the results on the confounding effects of fatigue described in
Sect. 4.2, we decided to investigate two subsets depending on the participants’
answers on fatigue, one for fatigue at 1 or 2, and one for fatigue at 3, 4, or 5 (see
Fig. 4). Similar to the previous subsets, for each, we performed all tests on the
complete trial set, which can be found online [20], and the same modification on
the variable normalization process by only considering the targeted subset when
using the sum of data on trials. In the following sections, we will again focus
exclusively on significant test results and will not re-elaborate the methodology.

Fatigue Levels 1-2. This subset corresponds to the participant experiencing
“low” fatigue. First, concerning performance and stimuli tempo, we can observe
the lesser performance of stimuli with a tempo of 100 (Tukey HSD on perfor-
mance and tempo between 140 and 100 bpm, p = 0.056, diff = 0.065 ; 180 and
100 bpm, p = 0.020, diff = 0.081 ). This finding can be aligned to results from the
full set (performance dependent on tempo for audio stimuli) and trials 11–20 (180
bpm leading to better performance under combined stimuli). No general effect
of stimuli type on performance is observed, either from the specific situations
possible or the presence of a modality. This subset yielded no significant insights
regarding stimuli dimensions (type and tempo) and time estimation. Regarding
time judgment and tempo, however, we observe significant differences between
180 and 100 bpm across all stimuli (Paired Wilcoxon on time judgment and
tempo between 100 and 180 bpm, p = 0.023 ) as well as an effect of the presence
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of 180 bpm (Wilcoxon between 0 and 180, p = 0.025 ). When considering only
trials with combined stimuli, the paired Wilcoxon shows a significant difference
between 180–100 (p = 0.017 ) and a tendency between 100–140 (p = 0.094 ),
which is consistent with the time judgment effects results on the complete set
of trials. As for time judgment and stimuli type, we observe another consistent
result from the full set as stimuli tend to be judged faster when there is any
stimulus (Wilcoxon on the presence of any stimulus, p = 0.073 ) or if there is at
least a visual one (p = 0.020 ). Looking for a correlation between performance,
time estimation, and time judgment yielded similar results to the subset of Tri-
als on index 1–10. With a tendency of a negative correlation (p = 0.059, cor =
−0.141 ) from Pearson between time estimation error and performance, a sig-
nificant negative correlation (p = 0.022, rho = −0.171 ) out of the Spearman
between time estimation error and time judgment, a positive one (p = 0.033,
rho = 0.157 ) between performance and time judgment, but no correlations from
the absolute time estimation error. Confounding effects of trial index on perfor-
mance (Pearson test, p = 0.086, cor = 0.129 ) are similar to trials 1–10, which is
not surprising as early trials probably are low fatigue trials. A confounding effect
of fatigue is not observed for both time estimation and judgment; however, we
can observe it for performance (Spearman test, p = 0.037, rho = 0.157 ; Tukey
HSD (more of a t-test considering we have two values in this subset), p = 0.048,
F = 3.977, diff2-1 = 0.046 ). We can assume that higher fatigue trials in this
subset would be after the learning phase when the participant would be more
proficient.

Fatigue Levels 3-4-5. This subset corresponds to the participant having a
higher fatigue level. Concerning performance and stimuli type, like for the full
set and trials 21–30, we observe a negative impact from the presence of visual
stimuli (TukeyHSD on stimuli type and performance between VisualsOnly and
Audio Only, p = 0.080, diff = −0.024 ; t-test between performance and presence
of visuals, (p = 0.020)). Some observations converge towards contextual effect
on tempo depending on the type of stimulus of the trial (TukeyHSD on absolute
time estimation error between tempos 140 and 180 for audio trials, p = 0.086,
diff = 0.1 ; TukeyHSD on signed time error between tempos 140 and 180 across
all, p = 0.080, diff = 0.087 ). As for time judgment and stimuli, we only found
evidence indicating an effect of general stimulus presence (Paired Wilcoxon on
stimuli type and time judgment, p < 0.07 for pairs involving “None”; Wilcoxon
on time judgment and stimulus presence, p < 0.011 ; paired Wilcoxon on tempos,
p = 0.032 ) between 0–140 and p = 0.040 for 0–180). Looking for a correlation
between performance, time estimation, and time judgment yielded similar results
to the full set of trials. From Spearman tests with time judgment, we retrieve
the negative correlation with the time estimation error (p = 2.217e-11, rho =
−0.256 ), the positive correlation with the absolute error (p = 4.366e-04, rho
= 0.136 ) and with the performance (p = 3.915e-05, rho = 0.159 ). We do not
retrieve the significant p-value on the Pearson test between performance and
absolute error, but a near-tendency (p = 0.110, cor = −0.062 ). While we do
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not observe a confounding effect from the ANOVAs between fatigue and time
estimation variables, we see a tendency (p = 0.089, rho = 0.066 ) from the
Spearman test on the absolute time estimation error. The effect of fatigue is more
pronounced on performance (Pearson test, p = 0.029, rho = 0.085 ) and from
the subsequent Tukey HSD of the ANOVA (p = 0.064, F = 2.768 ) the difference
appears to be between 3–5 (p = 0.050, diff = 0.023 ). Fatigue also seems to have a
significant effect on time judgment (p = 2.185e-08, rho = 0.215 ). In this subset,
the fatigue level of 3 and 5 may be significantly different on both performance
and time judgment; however, this is apparently due to the normalization on the
subset and was not observable across all trials. Confounding effects of the trial
index observed from Pearson tests are similar to those of the full set, which is
not too surprising as the subset is rather large and was not made to minimize
the effect of the index.

5 Discussion

We conducted a VR experiment where participants repeatedly performed a sim-
ple sorting task subjected to different stimuli conditions, allowing us to gather
numerous data, including information related to task proficiency, subjective data
from questionnaires, and physiological data. The overarching goal was to explore
relationships between time experience, task performance, environment/stimuli
conditions, and physiological cues. However, we found that for some of the results
on the complete data set, it was necessary to investigate closer multiple subsets,
which we will discuss together with their implications for VR application design.
Looking at the entire data set, we can observe specific effects of stimuli type and
tempo on different aspects of time perception and performance, as well as some
interesting correlations between those variables, which appeared to be also heav-
ily impacted by the trial index and fatigue through the experiment. Therefore,
we defined subsets of data based on the trial index and difference values from
ANOVAs for fatigue. As indicated in Table 1, we can observe effects of stimuli
presence, type, and tempo on performance and time experience depending on
the subset. Some of the data and correlations align between subsets while others
do not, which may indicate contextual effects of stimuli on performance and time
experience depending on task repetition and fatigue.

5.1 Observations on Task Performance and Stimuli

A central result from the analysis of the complete set of trials is how the presence
of visual stimuli negatively impacts task performance. This is coherent with our
previous study and is to be anticipated as the task requires visual attention, and
those stimuli may be disturbing. However, within subsets, this result is observed
only for later trials (index 21–30) and high fatigue (fatigue 3-4-5). Surprisingly,
we see a positive effect on performance from the presence of audio but only in the
early trials (index 1–10), and no effect of stimuli type presence in-between (index
11–20). This could be interpreted as the disturbance of visual stimulus not being
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impacting enough when one is learning the task or not physically tired. We can
also interpret the presence of audio stimuli as beneficial for this task only when
the participant is in a learning phase. Effects of tempo are observed on trials
within trials with only the audio stimulus when considering all trials and within
trials with combined stimuli within the subset of trials from index 11–20. In both
cases, the faster tempo led to faster performance, which indicates an invitation
to go faster in the task from the faster stimuli; however, that interpretation from
the participant depends on the context.

5.2 Observations on Time Estimation and Stimuli

Time estimation variables are defined from the difference between (normalized)
participants’ estimation of time taken for a trial and the actual time of a trial;
we thus talk about the time estimation error and its absolute, which represents
the magnitude of error regardless of if the participant under- or overestimated
the length of a trial. A global effect of tempo can only be observed with the
complete set of trials between 180–140 (with 180 being overestimated). As for
differentiation within stimuli situations, we see a time estimation error difference
on the audio stimuli for the entire trial set and for high-fatigue trials, and abso-
lute error difference in visuals for trials 11–20 as well as on combined stimuli for
high fatigue. These results show a tendency of the 140 bpm tempo leading to
fewer (absolute) estimation errors and being underestimated compared to 100–
180. Another overestimating effect from stimulus presence is observed for trials
1–10. Overall, we also observe context-dependent effects of stimuli as the type
of stimuli will affect one’s time perception differently depending on the index or
fatigue.

5.3 Observations on Time Judgment and Stimuli

Time judgment or time passage refers to the subjective evaluation of a partici-
pant on whether they think a trial is going by fast or slow. It differs from time
estimation as the participant gives their subjective feeling about the time spent,
whereas time estimation is an attempt of the participant to be objective about
time. Time judgment has semi-constant results of the presence of any stimuli
inducing faster perception; this is observed across all trials for both subsets on
fatigue and the subset on stimuli 11–20. We can also observe a specific fastening
effect of visual stimuli on all these sets affected by the presence of any stimuli
except for the high fatigue one. The absence of these observations on subsets of
trials either at the beginning or at the end of the experiment might indicate the
participant needing to get used and, over time, getting too used to the presence
of stimuli to be noticeable, regardless of fatigue levels. Another effect observed
only on the complete set and for low fatigue is a difference between tempo in
general and within trials with combined stimuli.
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5.4 Time Judgment, Time Estimation, and Performance Balance

Two correlations were consistent across all sets: a negative correlation between
time estimation error and time judgment and a positive correlation between
performance and time judgment. The first means that under-estimation of time
is reflected by a subjective faster trial and the second means that when the
participant rated the trial as faster than usual, they would perform better. This
could directly be tied to the notion of flow as two elements of flow states are
the challenge-skill balance and time transformation. The similarity between time
estimation error and time judgment is indicative that our time transformation
was a general time experience shift and not a side effect of disorientation (i.e., a
participant judging a trial as fast because they thought it was a higher amount of
time that actually passed). Among low fatigue and early trials, we also retrieve a
negative correlation between performance and performance, reinforcing the flow
approach. As for the time estimation error magnitude and performance, under
all trials and high fatigue, it is negatively correlated, which means that possibly
in a specific context, higher time transformation generally was detrimental to
performance. However, this is against the flow definition, and combined with
previous observations, it may imply that we are approaching flow states only with
time transformations that are an underestimation. We also observed positive
correlations between this magnitude and time judgment with all trials, the 11–
20, and high fatigue subsets, which could be interpreted as the presence of any
time transformation potentially leading to faster time passage in general.

5.5 Limitations

It is important to remember that the effect of the rhythmic stimuli in our experi-
ment is contextualized in the particular scenario of our sorting task. We can also
see some limits from the confounding effects of task familiarity and fatigue, and
even with the subsets, which unfortunately implies using fewer data and thus
having lesser statistical power relevance (especially in the case of low fatigue),
we can isolate the effect of at most one confounding effect but not both at the
same time. Individual per-participant differences are also to be considered, as
through casual talks with the participants, we know of varying degrees of VR
experience between participants; however, this data was not recorded and is thus
not included in our analysis.

6 Conclusion

In this paper, we used a simple sorting task to explore how rhythmic stimuli
affect time experience and task performance in VR. We found that the context
concerning the trial index (repetition of the action) and fatigue affected these
aspects of the user experience. Depending on the familiarity with the task, the
presence of a particular type of rhythmic stimulus under possible tempos will
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affect either performance or time experience. Both aspects can contribute sig-
nificantly to a flow experience or even well-being in general, and the results of
this study can thus inform the design of future interactive VR applications.

While the familiarity or repetition of a task or action can be easily assessed
in any interactive application, using fatigue as a modulator could be a growing
opportunity for VR developers as newer HMDs incorporate advanced sensors,
e.g., for eye tracking. We observed effects of rhythmic stimuli under some fatigue
and task familiarity, yet the more important finding is the presence of effect
variation rather than the specific effect itself, highlighting the need for studies of
time perception concerning context- and subject-dependent time modulations.
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A B S T R A C T

Time experience is an essential part of one’s perception of any environment, real or virtual. In this article,
from a virtual environment design perspective, we explore how rhythmic stimuli can influence an unrelated
cognitive task regarding time experience and performance in virtual reality. This study explicitly includes
physiological data to investigate how, overall, experience correlates with psychophysiological observations.
The task involves sorting 3D objects by shape, with varying rhythmic stimuli in terms of their tempo and
sensory channel (auditory and/or visual) in different trials, to collect subjective measures of time estimation
and judgment. The results indicate different effects on time experience and performance depending on the
context, such as user fatigue and trial repetition. Depending on the context, a positive impact of audio stimuli or
a negative impact of visual stimuli on task performance can be observed, as well as time being underestimated
concerning tempo in relation to task familiarity. However, some effects are consistent regardless of context,
such as time being judged to pass faster with additional stimuli or consistent correlations between participants’
performance and time experience, suggesting flow-related aspects. We also observe correlations between time
experience with eye-tracking data and body temperature, yet some of these correlations may be due to a
confounding effect of fatigue. If confirmed as separate from fatigue, these physiological data could be used as
reference point for evaluating a user’s time experience. This might be of great interest for designing virtual
environments, as purposeful stimuli can strongly influence task performance and time experience, both essential
components of virtual environment user experience.

1. Introduction

While time itself is a concept, it is also something humans can
perceive. However, the perception of time is subjective, and this ex-
perience is an integral part of the overall experience of any envi-
ronment, with virtual environments being no exception. Therefore,
acknowledging this in their conception and actively devising virtual
environments to modulate the time experience of users would be an
exciting design instrument. Time perception as an interdisciplinary
topic is explored in numerous scientific studies in disciplines as diverse
as psychology or neuroscience. In a previous study combining cognitive
science and computer science, we already examined the relationships
between time perception and rhythmic stimuli with a sorting game in a
two-dimensional setting, which revealed varying time experience and
performance effects depending on whether single or combined stimuli
were used in relation to their tempo [1]. However, that initial experi-
ment was limited to a crowd-sourced desktop setting, and we adapted
it for Virtual Reality (VR), which allows for extended control of the
test environment plus extending the initial set of questions to include
stimuli and time experience aspects in fully immersive environments.
Therefore, while our main goal with this study is to investigate and
interpret anything significant by having a correlation study process, we
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do come with assumptions coming from our initial study, which are
different effects on time perception depending on the type of stimuli
present (audio, visual, or both), tempo-related time estimation errors
for combined stimuli, as well as decreased task performance by the
presence of visual stimuli. A locally controlled environment further-
more allows us to let participants use hardware of our choice, including
hardware with physiological sensors. Therefore, we also investigate the
relationship between physiological data and subjective time experience.
This article extends a paper originally published at the EuroXR 2023
conference [2], which did not comprise any physiological data analysis
and correlations provided in this work to convey the full picture.
Before detailing the experiment in Section 3, analyzing the data in
Section 4, and discussing the results in Section 5, we will first provide
the necessary background and review related work in the following
Section 2. Section 6 then concludes the article with an outlook and
potential impact of our findings on general virtual environment design.

2. Background and related work

The most common time perception model in literature is the clock
model, which assumes an ‘‘internal clock’’ as a body system dedicated
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to time perception [3]. This system is usually tied to a model producing
‘‘ticks’’ or ‘‘units’’, such as an oscillator or a pacemaker model, where
the body keeps track of time by counting these ticks. In these models,
it is assumed that time perception can be changed either through the
speed at which these ticks are produced or by skipping some, with these
effects potentially resulting from external stimuli unrelated to time.
Counting the ticks can be delegated to attention, making attentional
resources a key element of time perception [4,5]. Attention is believed
to act as a gate or switch on accounting the time units, where paying
less attention to time will result in compressed time experience as time
units are likely to be skipped. Another source of subjective temporal
distortions is the use of arousal levels, which are believed to affect the
clock speed, resulting in an altered time experience [6–8]. However, us-
ing an internal clock model is not necessary to predict time perception
accurately [9]: in the context of watching videos in different scenarios,
time perception was accurately predicted by a classification network
using changes in perceptual content and visual spatial attention (more
specifically, gaze position). Nevertheless, it is a natural way to interpret
time experience based on the focus on attention and arousal that gives
initial directions to time perception studies.

In the literature, we can observe different types of timing tasks,
which involve different processing mechanics. The most common as-
pects are time estimation (i.e., asking for a duration estimate of an
event with units, such as seconds) and the feeling of time passage
(i.e., judging if time passes by quickly or slowly), which is also referred
to as time judgment.

This difference can be observed in depressed subjects underesti-
mating time but judging it as passing slowly [6], with boredom-prone
people judging boring tasks as passing slowly but not necessarily over-
estimating those [10], or with players of the game ‘‘Thumper’’ reporting
faster time passing without time estimation errors [11].

Having defined time perception, we can discuss the state of ‘‘flow’’,
one of the applications of time perception alterations. Flow is a psy-
chological state of full attention on a task defined by Csikzentmihalyi,
represented through nine dimensions: challenge-skill balance, action-
awareness merging, clear goals, unambiguous feedback, concentration
on task, sense of control, loss of self-consciousness, time transforma-
tion, and autotelic experience. The psychological state of flow is a
research subject in itself, centered around one’s relation to a task as
it primarily relies on the challenge-skill ratio aspect [12]; it is often
considered a desirable state, and time perception alterations are one
of its manifestations. In social media, the manifestation of flow seems
to be influenced by the positive effect of telepresence on enjoyment,
concentration, challenge, and curiosity; flow would then influence the
presence of time distortions [13]. Delving further into social context,
it was found that the concentration and time distortion components
of flow, but not enjoyment, were affected by working in a group of
two compared to working individually in virtual worlds (within the
social game platform Second Life) [14]. More in line with our work,
several studies on flow and VR have been conducted. The previously
mentioned study on Thumper compared flow states between VR and
non-VR setups, finding that despite VR’s technical immersion, both
scenarios could lead to a flow state [11]. Within VR activities, a model
ostensibly associates flow and playfulness, defined by a combination
of intrinsic motivation, control, and freedom to suspend reality; this
association then influences competence in the activity [15].

VR studies on time perception, however, are not limited to flow.
VR itself affects our senses due to what is being conveyed through
sensory channels, but also due to the devices used and the even-
tual physical discomfort we can get from it. Simply comparing the
time perception of the same game in a VR versus a desktop setup
leads to an underestimation bias for VR [16]. It also seems that time
perception changes when bored or waiting in VR compared to real
life [17]. In another study comparing time perception between VR
and desktop while completing a task ranging from 30 s to 5 min, it
was observed that if both situations yielded time overestimation, the

VR scenario was overestimated more [18]. This seemingly contradicts
the underestimation effect in [16] but may be due to VR affecting
time perception in correlation to the task. However, technological
immersion alone might not be a sufficient explanation, as walking
in VR does not seem to affect time perception significantly [19]. In
another experiment about zeitgeber on time perception while doing a
task conducted both in VR and on desktop, no significant difference
was observed regarding time perception, but there was a difference
in task performance (with the VR participant performing better) [20].
The Thumper study also observed the effect of performing better in
a VR setup compared to a non-VR one [11]. When it comes to the
effect of emotional content, VR itself appears not to yield any difference
to real life in time distortions when the emotional content is the
same [21]. Employing VR entails possibly unique content, such as
having movements represented by an avatar. Differences were observed
between avatar and no-avatar conditions, where avatar presence in a
retrospective paradigm leads to a significantly faster passage of time
without affecting time estimation [22].

When considering VR and time perception, we can thus regard both
the technological immersion, i.e., the effect of being in VR through
its dedicated hardware, as well as the virtual environment stimuli and
transformations that can be induced through VR. A specific stimulus
type we want to employ in VR is rhythmic stimuli, which we already
identified as having notable effects in a desktop scenario [1]. Rhythmic
stimuli and music generally have a high potential to modulate one’s
time experience. With music, it was observed that higher tempos
induce longer subjective time, but emotional valence decreases (but
does not suppress) the effect of tempo and affects time perception.
These effects on time perception might be due to their impact on
arousal; interestingly, using a different orchestration (piano only or full
orchestra) does not affect time judgment and pleasantness while af-
fecting arousal [23]. On timing evaluations of instrumental excerpts of
Disco songs (including estimation and judgment of time passage) over
different tempos, it was observed that faster tempos were correlated to
longer reproduction duration; however, no effect on estimations was
observed alongside the necessity of a tempo difference of at least 20
BPM required for timing measurement differences to appear [24]. By
varying cognitive load through tasks and arousal levels through music
choice while keeping music tempo constant, it was found that (1) time
is judged as passing faster under higher cognitive load (presence of a
math task), (2) presence of a concurrent motor task (tapping the music’s
tempo) yield shorter subjective durations, and (3) for the motor task,
for the same music tapping to half notes instead of eighth notes ended
up with smaller time estimations and time passage rated as faster [25].
Regarding timing and spatial movement, rhythmic auditory stimuli
(RAS) have been observed to improve motor performance when vision
is unavailable [26].

Rhythm, however, is not only tied to music and audio. Concerning
temporal judgments, audio was believed to be dominant over visu-
als [27]. However, a later study found visual stimuli dominance using
Point-Light-Display (PLD) dance motions compared to simple audio
tempos [28]. Participants were presented with both the dance motion
and the audio tempo and had to give a globally fitting tempo. The result
of this study suggests that under the right conditions, visual stimuli can
dominate audio in terms of timing, which may be due to the quantity
of temporal information on a sensory channel rather than the channel
itself.

While our focus here is primarily on VR-related stimuli and asso-
ciated in-environment monitoring, the physiological aspects of time
perception are equally interesting.

Temperature is among the stimuli believed to be linked to arousal
and affect time perception. Indeed, as shown by the literature review
of Wearden and Penton-Voak [29], multiple previous works suggest ‘‘a
parametric relation between the rate of subjective time and body tem-
perature’’. Wearden and Penton-Voak further suggests that increases
and decreases of the rate of subjective time that happens in temperature
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Fig. 1. Sorting example from trial task, in sequential order from left to right.

situations could be assumed to correspond to equivalent arousal level
changes (with higher body temperature leading to arousal increase
and thus time dilation, gradual cooling reducing arousal and therefore
leading to time compression but cold stress leading to time dilation
could be explained by an arousal increase).

Still on the topic of body temperature, with an experiment involving
head-out water immersion conditions, Kingma et al. investigated the
relation between time perception, reaction time, gastrointestinal tem-
perature, heart rate and thermal sensation. From their observations, a
change in the accuracy of an expanded judgment task was significantly
associated with a change in gastrointestinal temperature, thermal sen-
sation and heart rate. It was also observed that a change in response
time was significantly associated with a change in gastrointestinal
temperature. Finally, changes in time estimations were associated with
a change in thermal discomfort or gastrointestinal temperature but not
with any other measured physiological or subjective variables [30].

Dormal et al. investigated physiological arousal/heart rate and time
processing in an offline arousal manipulation manner (separated from
duration processing). According to the authors, the overestimation
observed is not due to physiological arousal but to a distortion of mem-
orized standard duration caused by time lag rather than a physiological
arousal effect. Heart rate/arousal alone does not seem sufficient to ex-
plain time distortions at a supra-second scale, and other studies online
(concurrently with duration processing) show that arousal manipula-
tion’s effect on time perception due to the allocation of attentional
resources [31].

In the context of VR experiments, Cho et al. designed a stress-level
classification algorithm using K-ELM based on physiological signals
(Heart rate variability, skin conductance, measured by photoplethysmo-
gram (PPG), electrodermal activity (EDA) and skin temperature (SKT)).
In their presentation study, the algorithm had over 95% accuracy [32].

Emotional response seems correlated to pupil dilation, likely due
to increased arousal. In this context, Chen et al. designed methods
to use measure and normalize pupil dilation values depending on the
brightness of the screen [33].

As for exercising and time perception and the relation of these
two with arousal, Lambourne observed a leftward shift of temporal
generalization gradients during exercise when compared to rest, in-
dicating that the subject perceived intervals to elapse more slowly.
They also observed no significant differences in the episodic timing
or working memory tasks. These findings support the notion that
exercise influences the internal clock similar to other arousal-inducing
manipulations [34].

The stopped-clock illusion, or saccadic chronostasis, is a
phenomenon that occurs when making a saccade (here referred to as
an eye movement) to a silent clock. This causes the first–second feeling
to last longer than the next ones [35,36].

Yarrow et al. [35] investigated through multiple experiments the
effect of the duration of the saccade on chronostasis (using an in-
cremental digital counter with the first value being displayed for a
time between 400 ms and 1600 ms and the subsequent values being
a constant 1s) if the illusion of chronostasis is due to eye movement
or shift of the locus of visual attention. By comparing situations in
which the participant had to either simply do a saccade to the target or
shift their attention first towards the subject and then move their eyes,
they observed what happens when moving the target of the saccade.

The results of Yarrow et al.’s experiments suggest that the extra-time
judgment of chronostasis depends on the time used to move the eye,
that the shift of attention does not affect the length of chronostasis and
regarding the target of the saccade moving, if the shift was noticed then
no illusory effect was observed but if it was not noticed then the illusion
had a magnitude between a control scenario and a full illusion scenario.
It is then suggested that ‘‘chronostasis is an illusion occurring to fill
in the perceptual gap during saccadic suppression’’ and ‘‘moving the
target unpredictably during the saccade breaks the spatial continuity
and thus, the illusion disappears’’ [35].

3. Experiment

We recruited 30 participants from a public, science-related event
in Luxembourg City and from students and staff at the University
of Luxembourg. The female-to-male ratio was 46.66%–53.33%, with
ages ranging from 19 to 45 (mean age 25.63/median 24). Partici-
pants were received at the VR/AR Lab’s test space at the University
of Luxembourg and briefed about the experiment before the session,
both verbally and via an informed consent form, in which we also
collected demographic data. The study was approved by the local ethics
committee in compliance with all ethical standards and guidelines.
Among others, participants were allowed to abort immediately at any
time, e.g., in case of cybersickness. After the setup and familiarization
phase, the participants performed the tasks, with each participant able
to take breaks between trials if desired. Each session lasted a total of
approximately one hour.

3.1. Trial task and design

Participants had to complete trials in which they had to sort three-
dimensional objects according to their shape (spheres, capsules, or
cubes). As shown in the screenshot sequence in Fig. 1, the objects must
be grabbed with a VR controller and dragged into one of the two larger
sinks, which only accept the specific shapes displayed on a scoreboard
above them (cf. Figs. 1(a)–1(c)). While cubes and spheres can only be
placed in one of the sinks, capsules can go in either of the two. Once
sorted, an object disappears with a small animation, indicating if the
sorting is correct, and a new object to be sorted appears in the center
of the virtual environment (cf. Fig. 1(d)).

The sorting attempt has a predefined duration unknown to partici-
pants. After this duration, the experiment ends with a questionnaire in
which the participants are asked to estimate the time in seconds and
rate on two Likert scales how fast the experiment felt and how tired
they were (cf. Fig. 2).

Trials were subjected to conditions that were a combination of these
parameters:

• trial length: how long the trial lasted in seconds (either 40, 50, or
60)

• tempo: the rhythm of the audio/visual stimuli if present in beats
per minute (either 100, 140, or 180; forced to 0 without stimuli)

• visual stimuli: whether or not there are flashing visual pulses
around the object

• audio stimuli: whether or not metronome click sounds are pro-
duced

Each participant went through all 30 possible combinations in random
order.
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Fig. 2. Post-trial questionnaire (time estimation, time perception, fatigue).

Fig. 3. Hardware used for its associated physiological data collection. Vive Pro Eye in
the case of eye-tracking related data, Empatica E4 otherwise.

3.2. Technical specifications

Participants used the VIVE Pro Eye head-mounted display (HMD)
with one of its controllers, allowing them to enter VR and control
virtual objects with six degrees of freedom (DoF). This particular HMD
also allows precise eye-tracking data to be collected during the trials,
specifically on gaze and pupil dilation. During the experiments, par-
ticipants were also instructed to wear an Empatica E4 wristband, as
illustrated in Fig. 3, to record further physiological data; our experi-
ment included heart rate variability and skin temperature. Our custom
application reads the data by receiving messages from Empatica’s E4
Streaming Server software. The experimental application itself was
developed in Unity and used SteamVR. In addition to the application,
OVR advanced settings were employed to adjust the participant’s height
position.

4. Analysis and results

4.1. General methods and data

As discussed previously, various data were collected from each trial;
in this subsection, we will describe what data we effectively used for
our analysis and how.

4.1.1. Disclaimed trials
Some trials were disclaimed from the data set depending on our

notes during trials. The reasons for removing trials were:

• Misunderstanding of task controls by the participant
• Misunderstanding of trial questionnaire by the participant (ver-

bally checked when giving incoherent values such as negative
time estimation).

• Disturbance or interruption during the trial, either from the par-
ticipants themselves (i.e., asking a question or talking during
a trial) or external sources (i.e., technical issues, noise from a
nearby room).

4.1.2. Variables/functions
Variables and functions extracted from trial data are:

• 𝑡 ∈ 𝑇 : trial identifier t from all available trials T.
• 𝑝 ∈ 𝑃 : participant identifier p from all available participants P.
• trials(p): all trial identifiers of a participant p.
• participant(t): participant identifier of a trial t.
• correct(t): number of correct sorts at the end of trial t.
• trialLength(t): length of trial t in seconds.
• reportedLength(t): reported length of trial t in seconds.
• reportedFatigue(t): self-reported fatigue of a participant after per-

forming trial t in an ordinal scale from 1 to 5.
• reportedSpeedPerception(t): subjective participant rating of trial t ’s

speed in an ordinal scale from 1 (slow) to 5 (fast).
• trialIndex(t): the index of trial t, indicates how many trials were

performed before t and, therefore, global repetition from the
experiment session.

Since reportedSpeedPerception(t) and reportedFatigue(t) are purely
subjective questions to the participant, we can use these values directly.
However correct(t), the task performance direct variable depends on
the participants’ individual performance and reportedLength(t), while
the direct time estimation variable depends on both the trial’s duration
as well as the participants’ individual representation of a second.
Therefore, these two variables need to undergo a normalization pro-
cess. Normalizing the performance variable (correct(t)) for our analysis
goes through a three-step process involving the following extracted
variables:

• correctPerSecondTrial(t): average number of correct answers per
second during trial t.

𝑐 𝑜𝑟𝑟𝑒𝑐 𝑡(𝑡)
𝑡𝑟𝑖𝑎𝑙 𝐿𝑒𝑛𝑔 𝑡ℎ(𝑡)

• correctPerSecondParticipant(p): average number of correct answers
per second of a participant during trials.∑

𝑡′∈𝑡𝑟𝑖𝑎𝑙 𝑠(𝑝𝑎𝑟𝑡𝑖𝑐 𝑖𝑝𝑎𝑛𝑡(𝑡)) 𝑐 𝑜𝑟𝑟𝑒𝑐 𝑡(𝑡′)∑
𝑡′∈𝑡𝑟𝑖𝑎𝑙 𝑠(𝑝𝑎𝑟𝑡𝑖𝑐 𝑖𝑝𝑎𝑛𝑡(𝑡)) 𝑡𝑟𝑖𝑎𝑙 𝐿𝑒𝑛𝑔 𝑡ℎ(𝑡′)

• correctNormalized(t): amount of correct answers per second of
trial t normalized with 1, i.e., the average number of correct
answers per second of a participant among all performed trials.

𝑐 𝑜𝑟𝑟𝑒𝑐 𝑡𝑃 𝑒𝑟𝑆 𝑒𝑐 𝑜𝑛𝑑 𝑇 𝑟𝑖𝑎𝑙(𝑡)
𝑐 𝑜𝑟𝑟𝑒𝑐 𝑡𝑃 𝑒𝑟𝑆 𝑒𝑐 𝑜𝑛𝑑 𝑃 𝑎𝑟𝑡𝑖𝑐 𝑖𝑝𝑎𝑛𝑡(𝑝)

For time estimation (reportedLength(t)), we employed the following
process:

• secondBias(p): ratio of the total of seconds of a participant p’s
trials and the total reported time, defining what the participant
considers a second.∑

𝑡∈𝑡𝑟𝑖𝑎𝑙 𝑠(𝑝) 𝑡𝑟𝑖𝑎𝑙 𝐿𝑒𝑛𝑔 𝑡ℎ(𝑡)∑
𝑡∈𝑡𝑟𝑖𝑎𝑙 𝑠(𝑝) 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 𝐿𝑒𝑛𝑔 𝑡ℎ(𝑡)

• deltaTimePerception(t): averaged delta per second between re-
ported time (accounting participant bias) and trial length of a trial
t.
𝑠𝑒𝑐 𝑜𝑛𝑑 𝐵 𝑖𝑎𝑠(𝑝) ∗ 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 𝐿𝑒𝑛𝑔 𝑡ℎ(𝑡)

𝑡𝑟𝑖𝑎𝑙 𝐿𝑒𝑛𝑔 𝑡ℎ(𝑡) − 1

However, in addition to deltaTimePerception(t) we also use its abso-
lute abs(deltaTimePerception(t)) as it represents the magnitude of time
perception delta of a trial.
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4.1.3. Outcome variables
The specific variables relevant to the analysis performed in this

study are:

• deltaTimePerception(t): this variable represents a participant’s vari-
ation in perception, i.e, the difference between reported time and
trial time. A negative value indicates that the seconds of the
trial t were reported as shorter than the other trial performed
by this participant. A positive value means that the seconds were
reported as longer.

• abs(deltaTimePerception(t)): instead of denoting how much longer
or shorter a second is interpreted for a trial t compared to other
trials performed by a participant, the absolute value represents
the magnitude of the eventual time distortion.

• correctNormalized(t): to simplify the analysis, we do not take into
account incorrect answers to evaluate performance but only the
amount of correct answers. A smaller number of correct answers
compared to other trials would indirectly reflect the number of
incorrect answers due to the time lost. Similar to a participant’s
variation in perception, this variable represents the variation in
performance instead of the pure performance, with values < 1
indicating worse and > 1 better performances.

• reportedSpeedPerception(t): the subjective interpretation of whether
time drags or flies after performing trial t in an ordinal scale from
1 to 5.

• reportedFatigue(t):reported fatigue should mostly depend on the
participants, independent of trial parameters.

• trialIndex(t): the index of trial t, indicates how many trials were
performed before t by the participant and, thus, is an indicator of
global repetition from the experiment session.

4.1.4. Parameters
The parameters used in this experiment are:

• stimulusTrial(t): the type of stimulus used in trial t, possible values
are: None, VisualsOnly, AudioOnly, Both.

• hasAudioTrial(t): whether or not the trial t contains an audio
stimulus.

• hasVisualTrial(t): whether or not the trial t contains a visual
stimulus.

• hasStimulusTrial(t): whether or not the trial t contains any type of
stimulus.

• tempo(t): the tempo in beats per minute (BPM) of a trial t, possible
values are: 0, 100, 140, 180. A tempo of 0 means that the trial
had no stimuli.

4.1.5. Trial filters
When performing analyses, we may want to include only subsets of

the trials to investigate specific effects. The filters used are:

• filterAUDIOONLY : considers only trials that only have an au-
dio stimulus, is equivalent to saying t where stimulusTrial(t) ==
AudioOnly.

• filterVISUALSONLY : considers only trials that have a visual stimu-
lus, is equivalent to saying t where stimulusTrial(t) == VisualsOnly.

• filterBOTH : considers only trials that have both audio and visual
stimuli, is equivalent to saying t where stimulusTrial(t) == BOTH.

4.1.6. Physiological variables and functions
The raw eye-tracking data recorded and used in this study are

the pupil position in the sensor area and the pupil dilation. These
data were being recorded at every frame the application was running,
so aimed at about 90hz frequency, as this is the headset’s refresh
rate. The pupil dilation was used for each trial as follows: recording
errors were filtered (detected with values below 0), and then values
were weighted depending on the time difference between it and the
previously recorded data point. We thus collect this Pupil dilation and

use the mean PupilDilation.mean and variance PupilDilation.var. The
pupil position was used to derive what we call the ‘‘eye speed’’, which
refers to the distance per second the pupils are traveling. Similar to
pupil dilation, we filter the incorrect recordings (using the interquar-
tile method) and then get weighted values from subsequent values
in time. We thus also get the mean (EyeSpeed.mean(t)) and variance
(EyeSpeed.var(t)) of this eye speed. While the Empatica E4 also allows
for the collection of electrodermal activity (EDA/GSR) data and inter-
beat interval (IBI), we restricted our collection to heart rate and skin
temperature. The reason is that the Empatica software already uses
IBI to derive heart rate, and EDA/GSR would require minimal user
movement as well as a 15-minute waiting phase, which was incompat-
ible with the task. The temperature value uses the same filtering and
weighting as the eye-tracking values and is used with both its mean
and variance (Temperature.mean(t), Temperature.var(t)); we also keep
the temperature difference between the start and end of the trial as
it shows the change across the trial (Temperature.start-end(t). As heart
rate is already derived from the Empatica’s blood value pressure (BVP)
over a longer period, we do not have enough data points. Thus, we take
the last recorded value in a trial (Heartrate(t)) and filter trials where
the value is not updated. Due to numerous technical issues with the
Empatica hardware and software, 463 (44.88% of the data is retained)
of the trials’ heart rate data and 42 (95% of the data is retained) for
the temperature have been removed.

4.1.7. Performed tests
Using the variables, parameters, and filters detailed in Section 4.1.2

to 4.1.6, we performed statistical tests on various data subsets to
examine the effect of a stimuli presence on performance and time
estimation with the following parameters:

• stimulusTrial(t): ANOVAs on deltaTimePerception(t),
abs(deltaTimePerception(t)) and correctNormalized(t) to see if any
significant difference appears between possible stimuli situations.

• hasAudioTrial(t), hasVisualTrial(t), hasStimulusTrial(t): t-tests on
deltaTimePerception(t), abs(deltaTimePerception(t)) and correctNor-
malized(t) to see if there is an effect on the presence or absence
of a specific stimulus (since our t-tests are not pairwise, no t-test
corrections have been performed).

To examine this effect on time judgment, we did the following as
the time judgment variable is ordinal:

• stimulusTrial(t): Kruskal–Wallis test on reportedSpeedPerception(t)
to see if any significant difference appears between possible stim-
uli situations.

• hasAudioTrial(t), hasVisualTrial(t), hasStimulusTrial(t): Wilcoxon
test on reportedSpeedPerception(t) to see if there is an effect on
the presence or absence of a specific stimulus.

In order to observe the effect of tempo on performance and time
estimation, we performed ANOVAs between tempo(t) and the variables
deltaTimePerception(t), abs(deltaTimePerception(t)), and correctNormal-
ized(t). The ANOVAs were also repeated across the filters filterAU-
DIOONLY, filterVISUALSONLY, and filterBOTH to see if differences
in tempo appear only within stimuli conditions. For the effect of
tempo on time judgment (reportedSpeedPerception(t)), we again re-
placed the ANOVAs with Kruskal–Wallis tests, including the repeated
ones under filters. Correlations between time estimation variables
(deltaTimePerception(t), abs(deltaTimePerception(t))) and performance
(correctNormalized(t)) were investigated with Pearson tests. As the time
judgment variable (reportedSpeedPerception(t)) is ordinal, Pearson tests
were used to determine its correlation with time estimation variables
(deltaTimePerception(t), abs(deltaTimePerception(t))) and performance
(correctNormalized(t)). The confounding effect of fatigue was investi-
gated by considering reportedFatigue(t) both as a nominal and as an
ordinal variable; the former allows us to eventually observe differences
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Table 1
Subsets for which a significant 𝑝-value (∙) or tendency (◦) is observed for a combination of stimulus dimension and outcome variable
group.

Performance Time Estimation Time Judgment

Stimuli Presence – – ∙ Full Set
∙ Trials 11-20
◦ Fatigue Levels 1-2
∙ Fatigue Levels 3-4-5

Stimuli Type ∙ Full Set
∙ Trials 1-10
∙ Trials 21-30
∙ Fatigue Levels 3-4-5

– ∙ Full Set
∙ Trials 11-20
∙ Fatigue Levels 1-2

Stimuli Tempo ◦ Full Set
∙ Trials 11-20
∙ Fatigue Levels 1-2

∙ Full Set
◦ Trials 11-20
◦ Fatigue Levels 3-4-5

∙ Full Set
∙ Fatigue Levels 1-2

Table 2
Physiological data for which a significant 𝑝-value (∙) or tendency (◦) is observed for a target variable.

Fatigue Performance Time Estimation Time Judgment

Eye-Tracking ∙ EyeSpeed.std
◦ PupilDiameter.mean

∙ PupilDiameter.mean ◦ PupilDiameter.mean (abs) ∙ PupilDiameter.std

Temperature ∙ Temperature.mean
∙ Temperature.std
∙ Temperature.start-end

– ∙ Temperature.mean (abs) ∙ Temperature.std
∙
Temperature.start-end

Heartrate – – ∙ Heartrate (signed) –

between specific ratings and has been considered through ANOVAs
with time estimation variables (deltaTimePerception(t),
abs(deltaTimePerception(t))), and performance (correctNormalized(t)),
the latter was considered through Spearman tests on time estimation
variables, performance, and time judgment (reportedSpeedPerception(t)).
Regarding trial index’s confounding effect, trialIndex(t) is ordinal data,
so it has been investigated with Spearman tests on time estimation vari-
ables (deltaTimePerception(t), abs(deltaTimePerception(t))), performance
(correctNormalized(t)) as well as time judgment
(reportedSpeedPerception(t)). Each ANOVA with a 𝑝-value below 0.1
would lead to a subsequent Tukey HSD, Kruskal–Wallis tests would lead
to subsequent paired Wilcoxon tests. Table 1 provides an overview of
the different effects per subset with a significant 𝑝-value or tendency,
while each is discussed in detail in the following sections. For phys-
iological data, all retained outcome variables (PupilDilation.mean(t),
PupilDilation.var(t), EyeSpeed.mean(t), EyeSpeed.var(t),
Temperature.mean(t), Temperature.var(t), Temperature.start-end(t),
Heartrate(t)) have been investigated in correlation tests with the time
estimation variables (Pearson tests with deltaTimePerception(t) and
abs(deltaTimePerception(t)), the performance outcome variable (Pearson
test with correctNormalized(t)), time judgment (Spearman test with
reportedSpeedPerception(t)), and fatigue (reportedFatigue(t)).

Table 2 provides an overview of the observed correlations related to
our physiological variables. The complete data from our tests, including
confidence intervals and average values, are available online [37].

4.2. Across all trials

4.2.1. Effects of stimuli on performance
One of the aims of this study is to investigate the effects of stimuli on

task performance. Looking at performance across all trials, the ANOVA
between task performance (correctNormalized(t)) and stimulus type
(stimulusTrial(t)) revealed no significant difference. However, when
performing a t-test between task performance (correctNormalized(t))
and the presence of visual stimuli (hasVisualTrial(t)), a significant dif-
ference (p=0.027) can be observed alongside decreased performance
when a visual stimulus is involved, as the mean with the stimulus is
lesser than without. No effect is observed when considering the t-test
with the presence of an audio stimulus (hasAudioTrial(t),p = 0.167) or
any stimulus (hasStimuluslTrial(t),p = 0.431). Therefore, we can only

observe a decrease in performance due to the presence of a visual stimu-
lus but no effect on performance from the sole presence of any or an au-
dio stimulus. When stimuli have the dimension of type, they also have
the dimension of tempo. The ANOVA between participant performance
(correctNormalized(t)) and stimuli tempo (tempo(t)) generally finds no
effect of tempo. However, tempo might have an effect under a specific
stimulus type. Therefore, we performed the same ANOVA but only con-
sidering subsets of data where trials contained either audio stimuli only
(filterAUDIOONLY ), visual stimuli only (filterVISUALSONLY ), or both
simultaneously (filterBOTH). We can then observe a tendency when
trials have audio stimuli only (filterAUDIOONLY,p = 0.088, F=2.461).
The Tukey HSD of this ANOVA reveals that the effect is significant
between 180-100 (p=0.070, diff=0.04), with a diff value indicating that
the faster tempo leads to better trial performance with audio stimuli
only. In the absence of interference from visual stimuli, the faster tempo
for audio stimuli may have implicitly stimulated the participant to sort
objects faster.

4.2.2. Effects of stimuli on time estimation
Similar to performance, we evaluated the effect of stimuli type

and tempo on time estimation variables. Likewise, ANOVAs were
effectuated regarding the type of stimuli (stimulusTrial(t)) and tempo
(tempo(t)) on both the normalized time estimation error
(deltaTimePerception(t)) and its magnitude (abs(deltaTimePerception(t))).
The only significant result is a tendency between time estimation error
(deltaTimePerception(t)) and tempo (tempo(t)) (p=0.073, F=2.328).
Tukey’s HSD of this ANOVA reveals that the effect is a tendency only
between tempi of 180 and 140 (p=0.65, diff=0.067), with trials under
a tempo of 180 being rated with a longer time per second than trials
under a tempo of 140. We performed similar ANOVAs involving tempo,
considering subsets of data in which the trials had either only audio
stimuli (filterAUDIOONLY ), only visual stimuli (filterVISUALSONLY ), or
both at the same time (filterBOTH). The only significant result comes
from the ANOVA between time estimation error
(deltaTimePerception(t)) and tempo (tempo(t)) across trials within the
AudioOnly condition (filterAUDIOONLY ) (p=0.039, F=3.288), where
the Tukey HSD follow-up reveals a near-significant difference between
tempi of 140 and 100 (p=0.051, diff=-0.106) and a near tendency
between 180 and 140 (p=0.107,diff=0.091). This means that in trials
with only an audio stimulus, trials with a BPM of 140 were evaluated
as faster than others, which contradicts the analysis under all types
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of stimuli. This contradiction may indicate the confounded effect
of tempo in time perception depending on stimuli types. Finally, t-
tests between our time estimation variables (deltaTimePerception(t),
abs(deltaTimePerception(t))) and the presence of audio stimuli
(hasAudioTrial(t)), visual (hasVisualTrial(t)), or any (hasStimuluslTrial(t))
yielded no significant result, meaning no effect of any type of stimuli
present can be observed on time estimation here.

4.2.3. Effects of stimuli on time judgment
As the time judgment variable (reportedSpeedPerception(t)) is ordi-

nal, we produced Kruskal–Wallis tests between the variable and the
type of stimuli (stimulusTrial(t)) and tempo (tempo(t)). In the case
of the test between time judgment (reportedSpeedPerception(t)) and
the type of stimuli (stimulusTrial(t)), we can see a significant effect
(p=0.016, chi2=10.267); however, a follow-up paired Wilcoxon test
reveals statistical difference only between the stimulus ‘‘None’’ and
each of the other stimuli types (p=0.048 for None-AudioOnly,p = 0.015
for None-Both,p = 0.015 for None-VisualsOnly). As for the test on tempo
(tempo(t)), we observe another correlation (p=0.001, chi2=15.432)
that, after a paired Wilcoxon, shows significant differences between
0–140 (p=0.006), 0–180 (p=0.005), 100-180 (p=0.031) as well as a
tendency between 100-140 ((p=0.064) and a near-tendency between
0–100 (p=0.12). These two tests highlight a significant difference in
time judgment depending on the presence of any stimuli (both by
the differences from the ‘‘None’’ stimulus in the first test and the
‘‘0’’ BPM tempo in the second, which correspond to trials without
stimuli). This is also verified by the Wilcoxon test between time
judgment (reportedSpeedPerception(t)) and the presence of any stimulus
(hasStimuluslTrial(t)) (p=0.003, mean(TRUE)>mean(FALSE)); consider-
ing the mean values, we can say that the presence of a stimulus has a
significant impact in making a trial judged as passing faster than one
without any. The same test has been done on the presence of audio
(hasAudioTrial(t)) (p=0.323) and visuals (hasVisualTrial(t)) (p=0.023,
mean(TRUE)>mean(FALSE)), meaning no significant difference in the
presence or absence of an audio stimulus is observed but a fast-inducing
effect is observed on the presence of a visual stimulus is recorded. In
the case of tempo, the results of the paired Wilcoxon discussed earlier
also indicate a significant between 100BPM and other (non-0) tempi
across all types of stimuli. However, running the same Kruskal–Wallis
test under subsets on ‘‘AudioOnly’’ trials (filterAUDIOONLY ), ‘‘Visu-
alOnly’’ trials (filterVISUALSONLY ), and trials with both (filterBOTH(t))
highlights a significant difference only across trials with both stimuli
(filterBOTH(t)) (p=0.027, chi2=7.2343) meaning that meanwhile tempo
may have an effect across all stimuli, that effect might only be due to
the combined stimuli scenario. Follow-up paired Wilcoxon tests indi-
cate a significant difference between 100–180 (p=0.032) and 140-180
(p=0.091), the same conclusion as the tests without subsets.

4.2.4. Correlations between outcome variables
Spearman tests were used to investigate the correlation between

outcome variables when time judgment (reportedSpeedPerception(t))
was involved as the data is ordinal; otherwise, Pearson tests were used.
When comparing time estimation error (deltaTimePerception(t)) and per-
formance (correctNormalized(t)), we see no correlation (p=0.218,cor=-
0.043), but we see a significant negative correlation with the magnitude
of time estimation error (abs(deltaTimePerception(t))) (p=0.016, cor=-
0.083). This means the performance is correlated to the magnitude
of time estimation errors but not to the direction; in other words,
participants may generally be more error-prone in their estimations
depending on their performance. When it comes to time judgment
(reportedSpeedPerception(t)), it is negatively correlated to time esti-
mation errors (deltaTimePerception(t)) (p=1.724e−13, rho=-0.251) and
positively correlated to the magnitude of said error
(abs(deltaTimePerception(t))) (p=0.002, rho=0.107). This means that
the bigger the error, the faster the time is perceived, and under-
estimated trials are rated as passing faster. As for time judgment
(reportedSpeedPerception(t)) and performance (correctNormalized(t)), bet-
ter performance is associated with faster passing trials (p=1.265e−05,
rho=1.50).

4.2.5. Confounding effect of fatigue
While running the experiment, we noticed that participants were

often exhausted at the end of the session. As exhaustion affects time
perception and performance, we verified if it affected our outcome
variables. For its effect on performance, a Spearman test between per-
formance (correctNormalized(t)) and fatigue (reportedFatigue(t)) reveals
a significant correlation (p=2.924e−08, rho=0.190). By considering the
fatigue variable (reportedFatigue(t)) nominal and performing an ANOVA
with performance (correctNormalized(t)), we retrieve this correlation
(p=1.68e−11, F=14.56). Subsequent Tukey HSD reveals that fatigue
values of ‘‘3,4,5’’ are statistically different from values of ‘‘1,2’’ as the 𝑝-
value is below 0.001 in all these situations. Other situations (i.e., ‘‘3-4’’,
‘‘1-2’’, . . . ) have a 𝑝-value above 0.48. As for time estimations, signed
error (deltaTimePerception(t)) is not correlated if we look through a
Spearman test (p=0.191, rho=0.045), but we retrieve statistical differ-
ences with the ANOVA (p=0.004, F=3.86). Subsequent Tukey HSD indi-
cates statistical differences between ‘‘3-2’’ (p=0.001), ‘‘5-2’’ (p=0.045)
and a tendency between ‘‘4-2’’ (p=0.06). No correlation is observed
for the absolute error (abs(deltaTimePerception(t))) with both the Spear-
man test (p=0.842, rho=0.107) and the ANOVA (p=0.893, F=0.277);
however, it is observed for the Spearman test with time judgment
(reportedSpeedPerception(t)) (p=2.88e−11, rho=0.227). From the results
of the ANOVAs involving performance (correctNormalized(t)) and time
estimation (deltaTimePerception(t)), we can identify two groups of re-
ported fatigue values: ‘‘1-2’’ and ‘‘3-4-5’’. We thus decided to perform
the same tests on subsets of our data according to these two groups on
Section 4.4.

4.2.6. Confounding effect of trial index
Similarly to fatigue, repeated trials can affect both performance and

time perception due to learning effects and repetition. We thus evalu-
ated correlations through Pearson tests between the number of a trial
across the session (trialIndex(t)) as a continuous variable and time es-
timation variables (deltaTimePerception(t), abs(deltaTimePerception(t)))
as well as performance (correctNormalized(t)). Regarding performance
(correctNormalized(t)), the test reveals a correlation (p=2.626e−14,
cor=0.259), which indicates a learning effect. Trial repetition also
seems to affect time estimation as we retrieve a significant corre-
lation with the signed time estimation error (deltaTimePerception(t))
(p=1.407e−04, cor=0.131) and a tendency with its absolute
(abs(deltaTimePerception(t))) (p=0.089, cor=-0.059). Therefore, we de-
cided to investigate different phases (beginning, middle, end) in the
experiment defined by three subsets of the data based on the trial index,
as shown in Fig. 4 and discussed in detail in the following Section 4.3.

4.3. Trial index subsets

Due to our results on the confounding effects on trial index as
described in Section 4.2.6, we decided to investigate three subsets of
the data based on the trial index with steps of ten (1–10, 11–20, 21–
30). For each subset, we performed all the tests like on the full trial
set, which are available for download [37] and detailed in Section 4.1.
However, the normalization process only considered the targeted subset
when using the sum of data on trials. We go through each subset in the
following subsections, focusing on the significant results.

4.3.1. Trials 1–10
This subset corresponds to each participant’s first ten trials of

the experiment, constituting a discovery phase. Regarding stimuli
effects on performance, the results indicate a positive effect of au-
dio stimulus presence (t-test performance∼audiopresence, p=0.016;
TukeyHSD performance∼stimuli, p=0.099 on worse performance be-
tween visuals∼both). This can be linked to the results across the entire
experiment as we have seen a negative impact of visual stimulus
presence and a tendency for trials with just audio to have their
performance led by the tempo (see Section 4.2.1). This difference
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Fig. 4. Trial subset allocation for a participant by index.

might be due to a learning effect on the trials where the participants
are not proficient enough to lose enough performance from visuals
but may be eased by the presence of any leading audio rhythmic
stimulus for this repetitive task. As for stimuli on time estimation, here
we only observe a potential novelty effect on trials without stimuli
as they are rarer than trials with any stimuli (t-test time estimation
error stimuli presence, p=0.093). The most notable difference with the
analysis on all trials regarding this aspect is the absence of the effect
of tempo on the time estimations. Surprisingly, no effect of stimuli
concerning time judgment is observed from any of our tests. When
it comes to correlation between performance and time estimations
through Pearson correlation tests, contrary to the full set of trials,
we observe a (negative) correlation with the signed time estimation
error (p=0.025, cor=-0.142) but not on the absolute error. Regarding
time judgment concerning both time estimations and performance, we
lost the correlation with the absolute time error; however, we retrieve
the positive correlation from the Spearman tests with performance
(p=0.095, rho=0.106) and the signed time estimation error (p=-0.183,
rho=-0.184). Finally, regarding results on confounding effects of trial
index and fatigue, we retrieve correlations of fatigue on performance
and time experience, the correlation of performance and trial index, but
none between trial index and time experience. This means that with this
subset, we should have isolated an experiment phase based on trials
for time perception but not for performance, which is expected as the
participants were likely learning how to perform better during the first
few trials.

4.3.2. Trials 11–20
This subset corresponds to each participant’s ten trials in the middle

of the experiment, representing a neutral phase as they no longer
learn the task while not being in the experiment long enough to be
bored. Regarding performance and stimuli, in this trial, we observe a
performance increase from higher tempo within trials using combined
stimuli (Tukey HSD 180-100, p=0.044, diff=0.055; 180-140, p=0.075,
diff=0.053) As for the effect of stimuli on time estimation, we only
observed a tendency between tempo 140-100 across trials solely using
a visual stimulus (Tukey HSD 140-100, p=0.100, diff=-0.083). When it
comes to time judgment, strong evidence shows that under this subset,
the presence of any stimulus heavily alters it (paired Wilcoxon on time
judgment and type of stimuli, p<0.002 for all situations with ‘‘None’’ ;
paired Wilcoxon on time judgment and tempo, p<0.02 for all cases
with ‘‘0’’ ; Wilcoxon time judgment and stimuli presence, (p=8.939e−05,
higher mean with stimulus). We also observe an effect of visual stimulus
specifically with the same Wilcoxon test on visual stimulus presence
(p=0.041, higher mean with stimulus) but not on audio presence. There-
fore, the effect of stimuli on time judgment in this subset is consistent
with the full set regarding the effect of the present stimuli type, but we
lost the effect of the tempo. This time, no correlation has been observed
between time estimation and performance. However, we retrieve the
time judgment correlations from the full set with Spearman tests on the
performance (p=0.004, rho=0.168), the signed time estimation error
(p=1.988e−04, rho=0.215), and its absolute (p=4.20e−05, rho=-0.236).
Finally, on confounding effects, we find a correlation between fatigue
and time judgment, which is expected, yet we also see a correlation
tendency between trial index and signed time estimation error through
a Pearson test (p=0.071, cor = 0.105). Still, the absence of correlation
with performance indicates a proper subset division on the trial index.

4.3.3. Trials 21–30
This subset corresponds to each participant’s last ten trials, rep-

resenting the end of the experiment and, thus, a phase where the
participant is possibly tired or bored. Here, investigation of perfor-
mance suggests that when there are stimuli, the presence of visual
stimulus leads to worse task performance (Tukey HSD performance
between stimuli modes ‘‘Both’’ and ‘‘AudioOnly’’, p=0.010, diff=-0.045;
‘‘VisualsOnly’’ and ‘‘AudioOnly’’, p=0.026, diff=-0.041; t-test on perfor-
mance and visual presence, p=1.449e−04, lower mean when the stimulus
is present). Under this subset, nothing significant has been observed
in the relation between stimuli (type or tempo) and time perception
(time estimation and judgment). Similarly to the previous set (Trials
11–20), no correlation between time estimation and performance is
observed. The relation from Spearman tests between time judgment
with both performance and time estimation is similar to the subset at
the beginning of the experiment (Trials 1–10), where performance is
positively correlated (p=0.002, rho=0.176) and time estimation error is
negatively correlated (p=4.795e−04, rho=-0.202) but the absolute error
is not. On confounding effect, while finding effects of fatigue on time
judgment as expected, unfortunately, we see tendencies on the effects of
the trial index on both time estimation error (p=0.067, cor=0.107) and
task performance (p=0.073, cor=-0.104) from Pearson tests. This may
indicate a transition between phases of boredom and tiredness relative
to the time spent in the experiment.

4.4. Fatigue subsets

Having obtained the results on the confounding effects of fatigue
described in Section 4.2.5, we decided to investigate two subsets de-
pending on the participants’ answers on fatigue, one for fatigue at 1 or
2, and one for fatigue at 3, 4, or 5 (see Fig. 5). Similar to the previous
subsets, for each, we performed all tests on the complete trial set, which
can be found online [37], and the same modification on the variable
normalization process by only considering the targeted subset when
using the sum of data on trials. In the following sections, we will again
focus exclusively on significant test results and will not re-elaborate the
methodology.

4.4.1. Fatigue levels 1–2
This subset corresponds to the participant experiencing ‘‘low’’ fa-

tigue. First, concerning performance and stimuli tempo, we can ob-
serve the lesser performance of stimuli with a tempo of 100 (Tukey
HSD on performance and tempo between 140 and 100 bpm, p=0.056,
diff=0.065; 180 and 100 bpm, p=0.020, diff=0.081). This finding can
be aligned to results from the full set (performance dependent on
tempo for audio stimuli) and trials 11–20 (180 bpm leading to better
performance under combined stimuli). No general effect of stimuli
type on performance is observed, either from the specific situations
possible or the presence of a modality. This subset yielded no sig-
nificant insights regarding stimuli dimensions (type and tempo) and
time estimation. Regarding time judgment and tempo, however, we
observe significant differences between 180 and 100 bpm across all
stimuli (Paired Wilcoxon on time judgment and tempo between 100
and 180 bpm, p=0.023) as well as an effect of the presence of 180
bpm (Wilcoxon between 0 and 180, p=0.025). When considering only
trials with combined stimuli, the paired Wilcoxon shows a significant
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Fig. 5. Example trial subset allocation for a participant by fatigue.

difference between 180-100 (p=0.017) and a tendency between 100–
140 (p=0.094), which is consistent with the time judgment effects
results on the complete set of trials. As for time judgment and stimuli
type, we observe another consistent result from the full set as stimuli
tend to be judged faster when there is any stimulus (Wilcoxon on
the presence of any stimulus, p=0.073) or if there is at least a visual
one (p=0.020). Looking for a correlation between performance, time
estimation, and time judgment yielded similar results to the subset
of Trials on index 1–10. With a tendency of a negative correlation
(p=0.059, cor=-0.141) from Pearson between time estimation error and
performance, a significant negative correlation (p=0.022, rho=-0.171)
out of the Spearman between time estimation error and time judgment,
a positive one (p=0.033, rho=0.157) between performance and time
judgment, but no correlations from the absolute time estimation er-
ror. Confounding effects of trial index on performance (Pearson test,
p=0.086, cor=0.129) are similar to trials 1–10, which is not surprising
as early trials probably are low fatigue trials. A confounding effect
of fatigue is not observed for both time estimation and judgment;
however, we can observe it for performance (Spearman test, p=0.037,
rho=0.157 ; Tukey HSD (more of a t-test considering we have two values
in this subset), p=0.048, F=3.977, diff2-1=0.046). We can assume that
higher fatigue trials in this subset would occur after the learning phase
when the participant is more proficient.

4.4.2. Fatigue levels 3–4–5
This subset corresponds to the participant having a higher fatigue

level. Concerning performance and stimuli type, like for the full set
and trials 21–30, we observe a negative impact from the presence
of visual stimuli (TukeyHSD on stimuli type and performance be-
tween VisualsOnly and Audio Only, p=0.080, diff=-0.024; t-test be-
tween performance and presence of visuals, (p=0.020)). Some obser-
vations converge towards contextual effect on tempo depending on the
type of stimulus of the trial (TukeyHSD on absolute time estimation
error between tempos 140 and 180 for audio trials, p=0.086, diff=0.1;
TukeyHSD on signed time error between tempos 140 and 180 across
all, p=0.080, diff=0.087). As for time judgment and stimuli, we only
found evidence indicating an effect of general stimulus presence (Paired
Wilcoxon on stimuli type and time judgment, p<0.07 for pairs in-
volving ‘‘None’’; Wilcoxon on time judgment and stimulus presence,
p<0.011; paired Wilcoxon on tempos, p=0.032) between 0–140 and
p=0.040 for 0–180). Looking for a correlation between performance,
time estimation, and time judgment yielded similar results to the full set
of trials. From Spearman tests with time judgment, we retrieve the neg-
ative correlation with the time estimation error (p=2.217e−11, rho=-
0.256), the positive correlation with the absolute error (p=4.366e−04,
rho=0.136) and with the performance (p=3.915e−05, rho=0.159). We
do not retrieve the significant 𝑝-value on the Pearson test between
performance and absolute error, but a near-tendency (p=0.110, cor=-
0.062). While we do not observe a confounding effect from the ANOVAs
between fatigue and time estimation variables, we see a tendency
(p=0.089, rho=0.066) from the Spearman test on the absolute time esti-
mation error. The effect of fatigue is more pronounced on performance
(Pearson test, p=0.029, rho=0.085) and from the subsequent Tukey
HSD of the ANOVA (p=0.064, F=2.768) the difference appears to be
between 3–5 (p=0.050, diff=0.023). Fatigue also seems to significantly
affect time judgment (p=2.185e−08, rho=0.215). In this subset, the
fatigue levels 3 and 5 may be significantly different on both perfor-
mance and time judgment; however, this is apparently due to the
normalization on the subset and was not observable across all trials.

The confounding effects of the trial index observed from Pearson tests
are similar to those of the full set, which is not too surprising as the
subset is rather large and was not made to minimize the effect of the
index.

4.5. Results on physiological data

As stated in earlier sections, one of our objectives is to investigate
the interrelationship of physiological measures, fatigue, task perfor-
mance, and time perception. To this end, we systematically performed
a Pearson test between all extracted values discussed in Section 4.1.6
and deltaPerception(t), abs(deltaPerception(t)), and performance(t), and
a Spearman test with these values and both subjFatigue(t) and subj-
TimeRating(t). Contrary to the analysis on trial parameters, we could
not perform this analysis under the different subsets due to the amount
of data lost on the Empatica data and because we are trying to detach
physiological data from the activity itself. Looking at the correlation
on subjective fatigue, we find correlations on the eye speed vari-
ance (p=9.43e−5, rho=0.134), all temperature values (mean p=0.013,
rho=0.088; variance p=1.38e−10, rho=-0.225; start-end p=0.005, rho=-
0.099) and a tendency for pupil diameter (p=0.097, rho=-0.057). Re-
garding temperature, we can observe correlations between the tem-
perature mean and the magnitude of time estimation error (p=0.029,
cor=-0.077), between temperature variance and subjective time rating
(p=2.11e−5, cor=-0.150), as well as between the subjective time rating
with temperature difference at the end and start of the trial (p=0.001,
cor=-0.114). Pupil diameter also has a tendency on its mean with the
magnitude of time estimation error (p=0.088, cor=0.059) and a signif-
icant correlation with participant performance (p=0.023, cor=-0.079).
However, while the mean pupil diameter is tangled between multiple
confounded variables, its variance only correlates to the subjective time
rating (p=1.71e−5, cor=0.148). As for the heart rate, we only observe
a tendency with the signed time error (p=0.071, cor=-0.130), which,
while not being a significant 𝑝-value, is, with the variance of pupil
diameter, one of the only values that are not also correlated with
fatigue.

5. Discussion

We conducted a VR experiment in which participants repeatedly
performed a simple sorting task subjected to different stimuli condi-
tions. This allowed us to gather numerous data, including information
related to task proficiency, subjective data from questionnaires, and
physiological data. The overarching goal was to explore relationships
between time experience, task performance, environment/stimuli con-
ditions, and physiological cues. However, we found that for some of the
results on the complete data set, it was necessary to investigate closer
multiple subsets, which we will discuss together with their implications
for VR application design. Looking at the entire data set, we can observe
specific effects of stimuli type and tempo on different aspects of time
perception and performance, as well as some interesting correlations
between those variables, which appeared to be also heavily impacted
by the trial index and fatigue through the experiment. Therefore, we
defined subsets of data based on the trial index and difference values
from ANOVAs for fatigue. As indicated in Table 1, we can observe
effects of stimuli presence, type, and tempo on performance and time
experience depending on the subset. Some of the data and correlations
align between subsets while others do not, which may indicate contex-
tual effects of stimuli on performance and time experience depending
on task repetition and fatigue.
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5.1. Observations on task performance and stimuli

A central result from the analysis of the complete set of trials is
how the presence of visual stimuli negatively impacts task performance.
This is coherent with our previous study and is to be anticipated as
the task requires visual attention, and those stimuli may be disturbing.
However, within subsets, this result is observed only for later trials
(index 21–30) and high fatigue (fatigue 3-4-5). Surprisingly, we see a
positive effect on performance from the presence of audio but only in
the early trials (index 1–10) and no effect of stimuli type presence in
between (index 11–20). This could be interpreted as the disturbance
of visual stimulus not being impactful enough when one is learning
the task or not physically tired. We can also interpret the presence of
audio stimuli as beneficial for this task only when the participant is in a
learning phase. Effects of tempo are observed on trials within trials with
only the audio stimulus when considering all trials and within trials
with combined stimuli within the subset of trials from index 11–20. In
both cases, the faster tempo led to faster performance, which indicates
an invitation to go faster in the task from the faster stimuli; however,
the participant’s interpretation depends on the context.

5.2. Observations on time estimation and stimuli

Time estimation variables are defined from the difference between
(normalized) participants’ estimation of time taken for a trial and the
actual time of a trial; we thus talk about the time estimation error
and its absolute, which represents the magnitude of error regardless
of whether the participant under- or overestimated the length of a
trial. A global effect of tempo can only be observed with the complete
set of trials between 180–140 (with 180 being overestimated). As for
differentiation within stimuli situations, we see a time estimation error
difference on the audio stimuli for the entire trial set and high-fatigue
trials, and an absolute error difference in visuals for trials 11–20 as well
as on combined stimuli for high fatigue. These results show a tendency
of the 140 bpm tempo leading to fewer (absolute) estimation errors and
being underestimated compared to 100–180. Another overestimating
effect from stimulus presence is observed for trials 1–10. Overall, we
also observe context-dependent effects of stimuli as the type of stimuli
will affect one’s time perception differently depending on the index or
fatigue.

5.3. Observations on time judgment and stimuli

Time judgment or time passage refers to the subjective evaluation
of a participant on whether they think a trial is going by fast or
slow. It differs from time estimation in that the participant gives their
subjective feeling about the time spent, whereas time estimation is an
attempt by the participant to be objective about time. Time judgment
has semi-constant results of the presence of any stimuli inducing faster
perception; this is observed across all trials for both subsets on fatigue
and the subset on stimuli 11–20. We can also observe a specific fas-
tening effect of visual stimuli on all these sets affected by the presence
of any stimuli except for the high fatigue one. The absence of these
observations on subsets of trials either at the beginning or at the end
of the experiment might indicate that the participant needs to get
used to and, over time, gets too used to the presence of stimuli to be
noticeable, regardless of fatigue levels. Another effect observed only on
the complete set and for low fatigue is a difference between tempo in
general and within trials with combined stimuli.

5.4. Time judgment, time estimation, and performance balance

Two correlations were consistent across all sets: a negative correla-
tion between time estimation error and time judgment and a positive
correlation between performance and time judgment. The first means
that a subjective faster trial reflects under-estimation of time. The sec-
ond means that when the participant rated the trial as faster than usual,

they would perform better. This could directly be tied to the notion of
flow as two elements of flow states are the challenge-skill balance and
time transformation. The similarity between time estimation error and
time judgment is indicative that our time transformation was a general
time experience shift and not a side effect of disorientation (i.e., a
participant judging a trial as fast because they thought it was a higher
amount of time that actually passed). Among low fatigue and early
trials, we also retrieve a negative correlation between performance
and performance, reinforcing the flow approach. The time estimation
error magnitude and performance are negatively correlated under all
trials and high fatigue, which means that possibly, in a specific context,
higher time transformation was generally detrimental to performance.
However, this is against the flow definition, and combined with pre-
vious observations, it may imply that we are approaching flow states
only with time transformations that are an underestimation. We also
observed positive correlations between this magnitude and time judg-
ment with all trials, the 11–20, and high fatigue subsets, which could
be interpreted as the presence of any time transformation potentially
leading to faster time passage in general.

5.5. Observations on physiological values

The results on physiological values are strongly affected by fatigue,
as most extracted values correlate with it. Overall, our results imply
that the same physiological outputs may represent time estimation and
feeling of time passage differently. However, we cannot overlook how
fatigue confounds with all other target variables of time perception and
performance. So, while we do observe correlations with time percep-
tion variables on the mean of pupil dilation and temperature-related
variables, the fact that these physiological values are also correlated
with fatigue weakens their significance. While we can consider these
values promising for assessing one’s time experience, especially in
the case of body temperature, additional research designed around
tasks that are not fatigue-inducing would benefit this. These findings
may also allow for looking at the problem from the other side, as
fatigue is easier to assess than time perception through noninvasive
sensors such as eye-tracking and body temperature; due to its influence,
fatigue may be used as a proxy for time perception. However, we
have two variables that are not observed as correlated with fatigue,
which are correlated with time perception measurements: variance of
pupil diameter (significant with subjective time rating) and heart rate
(tendency with time estimation error).

5.6. Limitations

It is important to remember that the effect of the rhythmic stimuli
in our experiment is contextualized in the particular scenario of our
sorting task. We can also see some limits from the confounding effects
of task familiarity and fatigue, and even with the subsets, which unfor-
tunately implies using less data and thus having lower statistical power
relevance (especially in the case of low fatigue), we can isolate the ef-
fect of at most one confounding effect but not both at the same time. In
the case of physiological data, as shown in Table 3, the inter-correlation
between fatigue, time estimation, time passage, and performance limits
the scope of these findings, as discussed in Section 5.5. Individual per-
participant differences are also to be considered, as through casual talks
with the participants, we know of varying degrees of VR experience
between participants; however, this data was not recorded and is thus
not included in our analysis. It should also be mentioned that due to
the fact that the self-assessment of fatigue had to be answered quickly
in this study, standard tests such as the NASA Task Load Index could
not be employed. Consequently, we cannot distinguish between mental
and physical fatigue, which could be considered in future studies.

6. Conclusion

In this article, we used a simple sorting task to explore how rhyth-
mic stimuli affect time experience and task performance in VR. We
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Table 3
Results of correlation tests on investigation of cofounding factors. With annotation of significant p-values (∙).

deltaPerception Abs (deltaPer-
ception)

performance subjTimeRating subjFatigue

deltaPerception – – P = 0.2177
Cor = −0.04257087

∙ P = 1.724e−13
Rho = −0.2505479

P = 0.1918
Rho = 0.04507991

Abs
(deltaPerception)

– – ∙ P = 0.01602
Cor = −0.08308206

∙ P= 0.001995
Rho = 0.1065027

P = 0.8419
Rho = 0.1065027

performance – – – ∙ P = 1.265e−05
Rho = 0.1499229

∙ P = 2.924e−08
Rho = 0.1897809

subjTimeRating – – – – ∙ P = 2.924e−08
Rho = 0.1897809

found that the context concerning the trial index (repetition of the
action) and fatigue affected these aspects of the user experience. De-
pending on the familiarity with the task, the presence of a particular
type of rhythmic stimulus under possible tempos will affect either
performance or time experience. Both aspects can contribute signif-
icantly to a flow experience or even well-being in general, and the
results of this study can thus inform the design of future interactive
VR applications. We also found promising physiological variables to
assess one’s time experience, which would benefit from future research
to untangle them from fatigue’s effect or use fatigue as a proxy to assess
time perception.

While the familiarity or repetition of a task or action can be easily
assessed in any interactive application, using fatigue as a modulator
could be a growing opportunity for VR developers as newer HMDs
incorporate advanced sensors, e.g., for eye-tracking. We observed ef-
fects of rhythmic stimuli under some fatigue and task familiarity, yet
the crucial finding is the presence of effect variation rather than the
specific effect itself, highlighting the need for studies of time perception
concerning context- and subject-dependent time modulations.
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Figure 1: Example scene in the editor with various assets and experimenter-defined, scriptable task zones in different colors.

ABSTRACT

Time perception is essential to immersive media experience, and par-
ticularly virtual reality. With the relevant technology becoming both
readily available and affordable in recent years, there has been a cor-
responding growth in interdisciplinary research on time perception
and virtual reality. This paper presents a fully customizable virtual
environment and framework devised for such studies, which can
furthermore be easily extended to accommodate any stimulus-based
cognitive and behavioral research. The different elements of the
environment can be defined in simple text-based configuration files
to load and deploy new components and experimental setups quickly.
Due to the generic architecture, experimenters can also control all
elements externally via hardware-agnostic network messages.

Index Terms: Human-centered computing—Virtual reality Human-
centered computing—User studies Software and its engineering—
Software development techniques—Reusability

1 INTRODUCTION

In recent years virtual reality (VR) has become increasingly accessi-
ble and revealed itself as an excellent tool for behavioral studies, pro-
viding experimenters with an easy way to reproduce fully controlled
environments and tasks across participants. However, creating these
requires much technical effort, so making this work reusable across
different experiments is a valuable resource.

Within the ChronoPilot project [4], which aims at active subjec-
tive time modulation, a substantial part of our activities is focused
on stimulus-based behavioral studies of the user experience and
time perception. Therefore, we developed a dynamic and scriptable

*e-mail: steven.picard@uni.lu
†e-mail: jean.botev@uni.lu
‡e-mail: sahar.niknam@uni.lu

environment and framework that, while tailored to the specific needs
of our group in terms of time perception studies, can support any
type of behavioral research scenario employing VR.

Before focusing on the framework itself, the following section
will cover relevant concepts and notions related to time perception
and its possible applications, VR behavioral studies, and existing
frameworks. We will then discuss the experimental design of our
environment, specifically its controls, behaviors, and settings, and
explore the technical aspects that enable scriptability and dynamics.

2 BACKGROUND AND RELATED WORK

Time perception can be considered from a design point of view as it
is an integral part of the user experience with an application or an
activity. Studies have been trying to identify ways to use the non-
accurate perception of time to the user’s advantage; for instance, a
faster-loading animation (such as a rotating circle animation) yields
a more compressed time perception than slower ones [24]. A similar
example is related to downloading data which, according to Gorn et
al.’s study testing fake download web pages that differ in color, that
parameter appears to influence relaxation, which in turn influences
the perceived download speed [10].

As such, different conditions or stimuli affect time perception
aspects. For instance, when it comes to the setting, environments
tend to have temporal cues or ”zeitgebers” such as clocks or the
sun’s movement. Schatzschneider et al. investigated the latter’s
effect on time perception with and without cognitive loads as a zeit-
geber in a virtual environment (VE). They found that the absence or
presence of sun movement, as well as the presence of a task, affect
time perception; however, the zeitgeber’s speed did not affect time
perception, and if its presence affected time perception, it did not
affect task performance [21]. Davydenko and Peetz’s work further-
more suggested that walks in nature felt longer than in an urban
environment, showing that the environment affects time perception
and nature’s properties influence mood and behavior [6].Other condi-
tions that can affect time perception can be tied to specific properties
of stimuli. In a series of experiments, Droit-Volet et al. observed
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Figure 2: Drone moving towards a zone (left) and watering the plants in the target zone (right).

how higher tempos induce longer subjective time, and emotional
valence decreases (but does not suppress) the effect of tempo while
affecting time perception [7].A recent study by Hammerschmidt et
al. [11] explored different timing evaluations (reproduction, estima-
tion, and subjective rating) of instrumental excerpts of Disco songs
at different tempi, revealing interesting tempo properties regarding
time perception. Non-rhythmic stimuli properties also affect time
perception such as motion. For instance, a study by Fornaciai et al.
suggests the adaptation (i.e., the effect of repetition) of fast transla-
tion motion compresses time, but this effect was not observed for
radial and circular motions [8].

VR, particularly when experienced through fully enclosing head-
mounted displays (HMDs), is an ideal medium for psychological
studies and testing new stimuli. A notable example of the poten-
tial is how Outram et al. employed artificial synesthesia in VR to
demonstrate the possibilities of a full-body vibrotactile haptic suit
using vibrations and synesthetically linked visuals, audio, and vibra-
tions to increase immersion and satisfaction. The authors suggest
that ”as being highly enjoyable, the use of such environments may
have implications for the exploration of altered states including flow,
meditation and ecstasies, and the next stages of related research will
be to measure these psychological aspects” [3]. Another example
of artificial VR synesthesia can be found in Reif and Alhalabi’s
study [20], where it was used to control attention and increase im-
mersion in the context of pain therapy. This possibility of immersing
the users in fully controllable environments makes VR a perfect tool
to investigate stimuli-based perceptual time transformations.

Because creating VEs to study these stimuli is software intensive,
various frameworks to facilitate the development of user behavioral
studies have emerged in recent years. Open-source frameworks
like the Unity Experiment Framework (UXF) [5], the Biomotion-
Lab Toolkit for Unity Experiments (bmlTUX) [2], or the vexptool-
box [22], aim to alleviate the coding work for experimenters wanting
to use VR-compatible 3D engines such as Unity or Vizard for their
experiments. These frameworks primarily provide tools to simplify
or automate generic workloads typical to most behavioral studies,
such as trial generation and sequencing, independent variables con-
ditions, or data collection. Some frameworks, e.g., the Unified Suite
for Experiments (USE) [25], have more advanced features like re-
playing trials, millisecond precision, and hardware integration. For
time perception studies specifically, Landeck et al. created an Unreal
Engine 4 framework mainly focused on zeitgebers, i.e., environmen-
tal time cues, by giving the option to modify available events on
three dimensions (velocity, synchronicity, and density) [12]. These
above frameworks aim to either test specific scenarios and stim-
uli [12] or simplify experimental designs [2,5,22,25]; however, they
do not necessarily provide the tools to build a timeline of in-trial
events and stimuli, as does our environment framework.

3 EXAMPLE DESIGN

We will illustrate the framework using an example VE prototype
covering an initial precision farming application scenario developed
in the context of the ChronoPilot project in order to test various
mechanisms and stimuli for subjective time modulation in VR.

3.1 Objectives
The main focus of the VE is on enabling the execution of single-user
evaluation tasks. The precision farming scenario naturally integrates
time-modulating stimuli and time estimation metrics, emphasizing
complex overall problem-solving. Users must perform a series of
tasks in the VE characterized by specific deadlines, such as watering,
harvesting, and sowing crops. They can assign (virtual) robotic
agents, such as drones, to perform these tasks. The various robot
types differ in their execution time for tasks, which arrive online,
and the user must, for instance, allocate resources to the various
tasks to maximize the number of completed tasks. Consequently,
cognitive load constitutes one of the main variables in the current
scenario, tuned by different parameters such as the number of tasks
ready to schedule, the arrival rate of tasks, task criticality, or the
number and composition of available resources and solutions. The
fundamental idea behind precision farming is to support traditional
farming practices with data-driven and AI-enabled technologies
(cf. [9], [17], [19], or [27]). With this in mind, precision farming
is a promising scenario to realistically test the potential of novel
time modulation techniques to improve overall performance and
reduce the anxiety of working with advanced technologies altering
time perception. The main objectives in developing the VE were its
generalizability and scalability while providing an immersive user
experience at a practical yet sufficient level.

3.2 Tasks and Task Types
In the experiments and user studies conducted with the current
VE, users perform control and learning tasks. The two major VE
task types, production and identification, reflect these categories.
Experimenters can generally define arbitrary task types depending
on what is needed in the specific experimental environment. Tasks
can be cumulative, i.e., multiple tasks may be active simultaneously,
which allows for adjusting the cognitive load during the experiment
and inducing stress or boredom.

The main goal of the production task is to meet a plant’s needs and
harvest it when it is fully grown. In this task type, the needs of the
plants are known a priori, making it essentially a resource-allocation
task, with the users deploying drones remotely via a specialized, arm-
based interface (see Section 3.2) and assigning the desired parameter
values, e.g., to water plants (see Figure 2). Currently, the production
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task only allows the deployment of drones to irrigate plants, but it
can be extended to more dimensions and to include further steps
(e.g., powering up the drones).

The command to harvest a crop is given by pressing a nearby
button (see Figure 3), with the crop being replaced as soon as the
users lift their hand, which forces them to move and navigate within
the VE instead of sending drones during the growth phase.

Figure 3: Manual activation of the harvesting sequence.

The user’s primary goal regarding the identification task type
is to explore and find information about an unknown plant. The
retrievable information can be the necessary water levels for a plant
to grow or the plant’s health status. For this purpose, the user has
access to manual controls affecting the properties of the plant; in the
present example, they allow to increase or decrease the water level.
The plant state can be ”reset” by harvesting and planting a new seed.
Once the user feels confident knowing the plant, they can answer a
questionnaire to complete the task (see Figure 4).

Figure 4: Prefab with plant status panel and questionnaire.

3.3 User Interface and Experience
To provide a compelling, immersive, and seamless user experience
(UX) in VR, several aspects must be considered in the user interface
(UI) design. Due to the three-dimensional nature of the environment,
it is essential to provide spatially consistent feedback that matches
the user’s position and orientation in the VE. In general, the VE and
its embedded UI should be intuitive and easy to navigate, with clear
affordances, i.e., cues about where the user should look and where
they can interact, employing VR-appropriate interaction methods
such as gaze-based selection, hand gestures, and physical controllers.
During navigation, relevant contextual information and feedback
related to the user’s location and actions in the VE must be presented
with sufficiently large and clearly visible text and graphics to ensure
readability [13, 23]. A specific goal in designing the UI for our test
environment is to fully realize the desired level of interaction while
making the UI cognitively and physically comfortable to use.

Two main categories of interaction are implemented in the VE:
integrated objects in the environment that function as actuators,
such as harvest buttons next to the production zones, and a control
panel to operate or assist agents and obtain information. Recent
human-computer interaction (HCI) studies show that implementing
UI elements as integrated objects in the environment reduces cogni-
tive complexity and is consistent with natural modes of behaviour [1].
Consequently, part of the interaction with the environment happens
through integrated objects. However, to meet the perspectives of the
precision farming scenario, participants need immediate access to
the environment’s status and remote control of the assisting agents.
For this reason, we have devised a control panel that can be activated
with a hand gesture performed with an outstretched arm and the
open palm facing upward (see Figure 5).While dropping the arm
deactivates the control panel, wrist flexion serves as a reset.

Figure 5: Control panel activation via stretch-and-turn hand gesture.

When designing the panel, instead of having interfaces pinned to
the screen that are uncomfortable for the eyes, especially in the cor-
ners or during longer interactions, we defined the interface panel as
a semi-transparent object that attaches to the (virtual) wrist at a com-
fortable distance from the eyes [1]. With hand gestures, we wanted
to make the overall UX more natural and follow research-supported
UI trends and best practices [14–16, 26]. The control panel rolls out
progressively to keep complexity manageable, starting with a main
map marking the production zones and the user’s location. The user
can select a zone with a virtual tap. In this case, selected data, such
as the plant specifications and soil in the zone, as well as live plant
statistics, are first displayed in an attached, smaller panel. Selecting
the zone also activates a set of sliders representing the provided
resources, such as water, fertilizer, and pesticides. Considering the
plant specifications and the live statistics of the zone, the user can
then allocate available resources to the selected zone. Selecting a
value on at least one of the sliders activates the drone button, which
can be tapped to send out one of the drones for resource distribution.

Different levels of UI complexity can be implemented with the
current design in line with the experimental requirements. For
instance, increasing the volume of presented task-related information
is possible, which constitutes the basis of decision-making for the
subject, while direct visual feedback can be given, for instance, by
animating assets, e.g., to display the plant growth and representing
plant states (see Figure 6 with a corn plant as an example).
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Figure 6: Animated corn plant asset states; from healthy seed to
fully grown (left) and sick (right) plant.

4 VIRTUAL ENVIRONMENT DEFINITION

To allow customization of the VE by different experimenters, we
provide a system for flexible environment definition, which we call
scene description. Experimenters can create scenes in their Unity
project based on our VE and change the environment’s layout by
moving or replacing visual elements and defining custom zones.

Figure 1 shows an example scene in the editor with different
experimenter-defined zones (production tasks in blue, an identifica-
tion task in green, and another task type in yellow). Zones define
physical spaces within the environment and have types and identi-
fiers (cf. Figure 7). The type tells the VE what can happen in the
respective zone, while the identifier is mainly used by events (that
we will discuss later in this section) to select a specific zone. Once a
scene is defined, part of the contents of the scene can be specified
at application runtime by user-defined description files that can be
divided into the two main subtypes of scene elements and events.

Figure 7: Example zone configuration in editor.

There are three scene element types in the example VE: plants,
agents, and stimuli. The description files for plants define a plant
template (e.g., how it looks and how much water it needs to grow)
that can be used for a task. The agent description files define a user-
controlled agent (e.g., a drone for watering plants) created in the
scene. Finally, the stimuli description files define a stimulus template
(behavior, parameters like frequency or intensity, and so on). All
scene element files (see examples in Figure 8) follow a similar
structure in which the experimenter describes the scene element
identifier (e.g., ”id:Plant 1”), the main behavioral specification used
with its parameters (e.g., ”main:plantwater”), and any sub-behaviors
(e.g., ”sub:plantbasevisualizer, visualizer:cabbage production”).

Events constitute a more abstract concept. The main idea is that
after the scene is loaded, all events are waiting to start; an event can
be anything an experimenter wants to happen in the scene. Events
produce logs during their lifecycle, which are a combination of a log
type and the id of the event that produced it. These logs are a core
component of the event system since events have, as a start condition,
a list of logs that must be produced before their start. The currently
available log types are START, END, SUCCESS (also produces
END), and FAIL (also produces END). One log is not produced by an

Figure 8: Example descriptions for a plant and a drone.

explicit user-defined event, which is the TIMELINE START once the
scene has finished loading. Like scene elements files, experimenters
specify an identifier in an event description file and select the main
behaviour of the event. In addition, the log values are listed, which
represent the start conditions. Standard event behaviours include a
timer, production and identification tasks, and starting or stopping a
stimulus. While events can refer to other events via the logs that are
part of their start conditions, the behaviour of both scene elements
and events can refer to other described elements as well as the zones
defined in the Unity scene. For example, a ”production task” event
can start when a timer produces its ”end” and employ a user-defined
”plant” in a particular ”zone” (see Figure 10). Currently, the number
of possible behaviors for each element is limited. What is provided
is primarily a template or basic framework that can be expanded
according on the experimenter’s needs.

Figure 9: Framework component structure.

5 COMPONENT ARCHITECTURE

To enable the implementation of reusable modulation approaches
beyond the current VE and for the entire project, we have devel-
oped an underlying component architecture. In order to achieve
the desired level of extensibility and flexibility, we opted for a tri-
partite structure, as shown in Figure 9, consisting of (1) a stimulus
component that represents a time-modulating stimulus (e.g., (2) a
sensor component that generates values that can be used to modify
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Figure 10: Event-based start of production task from a timer; after 15 seconds, a new production task is initiated.

the stimuli channels (from physiological sensors to more abstract
modes such as task progress or time remaining), and (3) a stimuli
manager component that processes the values from the sensors to
affect the stimuli channels. In other words, the stimuli manager only
defines the processing of the sensor values and how this processing
will affect the stimuli.

Figure 11 shows an example of the applied component architec-
ture with three stimulus patterns, each using a different modality
(audio, visual, or haptic). The patterns have (at least) two common
channels: Intensity and Frequency. The visual pattern could, for in-
stance, be a golden flashing screen, as illustrated in Figure 12, which
is a modulator type we recently employed in a study related to audio-
visual rhythmic stimuli effects on subjective time perception [18].
The frequency would then correspond to the time interval between
flashes, while the intensity would indicate the color transparency of
the flash. Furthermore, there are three sensors, two of which record
physiological values while another monitors task progress, stressing
that a sensor component is not necessarily tied to a physical sensor
but anything that can produce data output. The two stimuli managers
must process and apply these sensor values, each affecting different
channels of overlapping stimuli based on the various values.

Figure 11: Application example for the generic component architec-
ture; the rates of two different physiological sensors are processed by
Stimuli Manager 1 to change the frequency of an audio-visual out-
put stimulus (top), while a task progression ratio feeds into Stimuli
Manager 2 resulting in an intensity change of a visio-haptic output
stimulus (bottom).

5.1 External Control
Components of the architecture can be accessed externally to control
their parameters and influence the VE in real-time. In the current
VE, they can be accessed via a UDP interface. Experimenters can
connect their own custom software to the VE to retrieve data from
Sensors or send their own data “remotely” into the environment.
The VE can then interpret and use this new data to control the
environmental stimuli.

For example, the screenshot in Figure 12 shows a console appli-
cation implemented in Python that is connected to the VE, sending
sensor data constituting parameters of a color-flashing stimulus, as
discussed before. The sensor data received from the console applica-
tion is then processed by a stimuli manager within the VE, altering
the stimulus (intensity/duration) according to the received user input.

Figure 12: External VE control via example Python console applica-
tion controlling a visual stimulus (golden flashing).

6 DATA COLLECTION AND LOGGING CAPABILITIES

As the VE constitutes a testbed, it must integrate ways to collect
and record various data in the background related to experimenters’
needs. Within a scene of our VE, there are several points where
data can be stored: the events system (including explicit data from
questionnaires), virtual sensors, and custom behaviors. As described
in Section 4, event systems store logs that associate a particular
type with an event, as well as an optional message. After a log is
processed, it is still available in memory and can then be written out
cumulatively at the end of a session and stored in text form. Another
possibility is to use a virtual sensor. The experimenter defines
these sensors, which are then placed in the scene, and the system
automatically retrieves their data. Technically, a virtual sensor is
just an object that implements an interface. Virtual sensors can
listen to data from real sensors, e.g., external physiological sensors
and the eye-tracking data of the VR HMD, or from mechanisms
in the environment, e.g., the user’s position in the VE or the status
of a plant in a zone. Finally, since the environment definition (cf.
Section 4) is tied to implementing custom behaviors, these can also
be the subject of user-defined data storage points. For instance,
experimenters may add a questionnaire at the end of a task. Another
example is when experimenters implement a custom stimulus, where
it is possible to also add data monitoring in the stimulus behavior.

7 CONCLUSION

This paper presented a fully customizable VR environment and
framework that, while initially developed for time perception studies,
can be easily adapted to accommodate any stimulus-based cognitive
research and behavioral studies. Time perception and other cognitive
aspects are integral to user experience in VR, and such behavioral
studies are crucial to understanding the intricacies and cross-effects,
ultimately helping in the design of more immersive experiences and
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purposeful systems. The environment definition can be reused to
produce any standard experimental setup and extended with custom
tasks, while the external control system allows environment- and
hardware-agnostic control of the VE.

We have been successfully employing the framework within the
ChronoPilot project to investigate different factors related to time
perception, and the framework substantially reduces the coding
effort usually associated with creating and deploying new VR-based
behavioral studies. Since the framework may be of great interest
to other research groups, we are open to collaboration and open-
sourcing it in the near future.
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Abstract: In recent years, extended reality (XR) technologies have been increasingly used as a
research tool in behavioral studies. They allow experimenters to conduct user studies in simulated
environments that are both controllable and reproducible across participants. However, creating
XR experiences for such studies remains challenging, particularly in networked, multi-user setups
that investigate collaborative or competitive scenarios. Numerous aspects need to be implemented
and coherently integrated, e.g., in terms of user interaction, environment configuration, and data
synchronization. To reduce this complexity and facilitate development, we present the open-source
Unity framework XR MUSE for devising user studies in shared virtual environments. The framework
provides various ready-to-use components and sample scenes that researchers can easily customize
and adapt to their specific needs.

Keywords: extended reality; distributed systems; collaboration; interaction; software frameworks

1. Introduction

With the growing proliferation and capabilities of immersive media technologies,
extended reality (XR) systems have been increasingly employed in user and user-agent
collaboration studies [1–4]. On the one hand, such systems allow for utilizing the full
simulation potential of virtual reality (VR) to decouple users from reality and previous
experience. On the other hand, the advantages of including computer-generated objects
and behaviors can also be combined with familiar mechanisms from the real environment,
as in Mixed Reality (MR) settings. The latter is particularly important for continuing to
use a wide array of established communication methods between users in their usual form
instead of laboriously recreating them. The use of XR in research generally offers many
advantages, for example, in terms of controllability and consistency [5]. In addition to
allowing entirely new forms and explorations of multi-user collaboration, scenarios that
would otherwise pose a serious risk, such as emergencies [6] and disasters [7], can also be
easily replicated.

However, creating such XR environments can be challenging as it requires numerous
technical skills, such as 3D development, user interface (UI) design, network programming,
and other XR-specific knowledge, to ensure high presence and immersion levels. Even for
experienced developers, it would be time-consuming and labor-intensive, as the various
aspects must be individually implemented and coherently integrated. To streamline the
development process for researchers, we introduce XR MUSE (https://github.com/vrar-
lab/XRMUSE, accessed on 16 September 2024), an open-source Unity framework for
XR-based multi-user collaboration studies. The framework comprises several dedicated
modules for different functionalities, including data synchronization, spatial calibration, or
environment configuration, and also provides an example scene researchers can use and
adapt to other contexts.

Before introducing the XR MUSE framework and specific concepts and features in
Section 3, we will provide further background on XR-based collaboration and related
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user studies, as well as existing toolkits for XR development, in Section 2. We conclude
this article with a summary of the framework’s key features and an outlook on the next
development steps in Section 4.

2. Background

Over the last few decades, there has been a growing body of research on XR-based
collaboration. The literature shows several unique benefits of XR-based collaboration
compared to non-XR approaches. For users located in different places, collaborating in XR
allows them to share a mediated reality in real time as if they were in the same space. This
immersivity facilitates collaboration by providing a heightened sense of spatial presence
and co-presence [8–10] as opposed to, for example, teleconferencing, where members see
each other through screens. Furthermore, with XR, computer-generated objects can be
included to create new ways of collaboration that otherwise would be difficult or infeasible
in reality. To give an example, the design review meeting of an engineered system can be
conducted in XR, so that the digital model of the system can be directly viewed, modified,
and commented on in a shared space [11].

XR-based collaboration also benefits researchers as an experiment platform to in-
vestigate the dynamics underlying user–user or user–agent collaboration. Compared to
physical reality, XR environments are more controllable since part of the environments are
computer-generated. This allows researchers to repeat an experiment setup consistently
across participants [5]. This consistency is advantageous for different types of studies, such
as those involving confederates to create a specific collaborative scenario. Human actors’
behaviors may fluctuate across sessions and, consequently, become an extraneous factor
confounding the results [12,13]. Whereas in XR, collaborators can be replaced with virtual
agents that can precisely replicate their behaviors following pre-defined scripts [14].

2.1. Technical Challenges in Collaborative XR Environments

Despite the above-mentioned advantages, creating a collaborative XR environment
remains technically challenging since a complex of modules need to be individually imple-
mented and coherently integrated. The following three modules, user interactions, spatial
calibration, and networking, are common to most XR-based collaborative activities.

User Interactions. To maximize immersion and presence, XR-based applications usually
allow users to grab, throw, and poke virtual objects by simulating or tracking users’ hands.
Compared to traditional WIMP-based (i.e., windows, icons, menus, and pointer) user
interfaces, hand-based interactions feel more natural and intuitive [15] but involve more
technical endeavors as they combines animations, physics simulation, computer vision,
etc. The complexity further grows in multi-user scenarios, where a virtual object may be
passed from one user’s hand to another, during which the concept of ownership needs to
be applied and synchronized. Furthermore, designing appropriate hand-based interactions
can be demanding and knowledge-extensive. Numerous factors need to be optimized to
maximize their positive effects on collaboration, ranging from static aspects such as the
visual appearance of hands (e.g., shapes, skin tones, textures) to more dynamic ones like
hand-tracking fidelities.

Spatial Calibration. When multiple MR devices are involved in an XR-based collab-
oration, they usually share the same physical space. However, each MR device has its
own coordinate system to map the surrounding environment, and, consequently, the same
coordinate may refer to different points in reality for different devices. To solve this issue,
each individual mapping needs a unique transformation matrix to calibrate itself under
a common coordinate system. While this calibration process can be boiled down to a
mathematical problem, its implementation is not as straightforward. There are different
approaches to spatial calibration, of which the most common one is by using fiducial
markers such as QR or ArUco codes. The marker serves as a reference point for differ-
ent MR devices to calculate the transformation between their spatial mappings. While
being convenient, marker-based calibration is not persistent and requires re-calibration
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if the application restarts. Cloud-based anchors (e.g., Microsoft Azure Spatial Anchors
(https://azure.microsoft.com/services/spatial-anchors, accessed on 16 September 2024))
provide more persistent calibration by extracting feature points from the surrounding envi-
ronment and storing them in the cloud. When the application is running, it automatically
detects and compares feature points and calibrates its coordinate system accordingly.

Networking Networking is a fundamental and the most challenging part of creating
collaborative XR environments. Most interactions in XR happen in real time and need to be
constantly synchronized among different clients to sustain immersion. There are numerous
libraries (e.g., Photon (https://www.photonengine.com, accessed on 16 September 2024),
Mirror (https://www.github.com/mirrornetworking/mirror, accessed on 16 September
2024), Netcode (https://docs-multiplayer.unity3d.com, accessed on 16 September 2024))
that provide commonly used networking functionalities such as object synchronization
(e.g., ownership, spawn, pooling), networked physics, and remote procedure calls (RPCs,
an inter-process communication protocol to invoke subroutines in a remote client). Based
on these libraries, developers can focus on building the application without having to
handle low-level protocols and networking frameworks. However, despite the streamlined
process, these libraries can still be challenging to use depending on developers’ expertise
and experiences. Specifically in scenarios involving XR-based interactions, they often need
to be combined with other XR-related packages (cf. Section 2.2), which are natively built
for single-user scenarios.

2.2. XR Development Toolkits

Various approaches exist to create an XR experience, through game engines (e.g.,
Unity, Unreal Engine, Godot Engine (https://godotengine.org, accessed on 16 Septem-
ber 2024), modeling software (e.g., Blender, Maya), or platforms (e.g., Nvidia Omniverse
(https://www.nvidia.com/omniverse, accessed on 16 September 2024). Unity is a popular
choice as a game engine due to its ease of use, numerous third-party plug-ins, and large
user base. Developers can find a variety of useful toolkits for XR development in Unity,
often built and supported by leading IT companies, such as the XR Interaction Toolkit
(https://docs.unity3d.com/Packages/com.unity.xr.interaction.toolkit@3.0, accessed on
16 September 2024) (Unity), AR Foundation (https://docs.unity3d.com/Packages/com.
unity.xr.arfoundation@6.0 accessed on 16 September 2024) (Unity), MRTK (https://github.
com/mixedrealitytoolkit/mixedrealitytoolkit-unity, accessed on 16 September 2024) (Mi-
crosoft), Meta XR SDKs (https://developers.meta.com/horizon/documentation/unity/
unity-package-manager, accessed on 16 September 2024), and others.

The widely used XR Interaction Toolkit provides a variety of versatile cross-platform
components for managing XR inputs and interactions. These components cover a broad
spectrum of functionalities such as locomotion, object manipulation (e.g., grab, throw), hap-
tic feedback, and more. Developers can directly use this high-level interface without tailor-
ing their code base to the APIs of individual target platforms. Similarly, the AR Foundation
package is designed specifically for augmented reality development, wrapping commonly
used functionalities (e.g., plane detection, face recognition) from vendors’ APIs (e.g., ARKit
(https://developer.apple.com/augmented-reality/arkit, accessed on 16 September 2024),
and ARCore (https://developers.google.com/ar, accessed on 16 September 2024) into an
overarching higher-level interface.

Some toolkits are provided by hardware vendors mainly for their own products. For
example, Meta creates and maintains the Meta XR SDKs, primarily targeting its headsets.
It contains basic XR support, such as locomotion and input management, and features
specific to Meta’s vision—e.g., lip sync, body tracking, and avatar assets—to create a social
environment. There are also community toolkits developed by individuals or small commer-
cials like VRIF (https://assetstore.unity.com/packages/templates/systems/vr-interaction-
framework-161066, accessed on 16 September 2024) or HurricaneVR (https://assetstore.
unity.com/packages/tools/physics/hurricane-vr-physics-interaction-toolkit-177300, ac-
cessed on 16 September 2024), which are usually built upon the ones mentioned above to
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provide out-of-the-box but opinionated implementations for XR game development. The
VRIF package, for example, allows users to climb ladders, grab and fire a gun, and more.

Overall, these different toolkits provide common functionalities such as locomotion,
object interaction, and more, significantly facilitating XR development. However, creating
a shared XR experience based on these toolkits remains challenging. Most only provide
fundamental features but do not wrap them into useful out-of-the-box components or
provide a ready-to-use framework for behavioral studies. For instance, these toolkits do
not include user connectivity and require developers to integrate third-party networking
plugins into their applications.

2.3. Existing Frameworks for XR-Based Collaboration

The literature has documented several frameworks (e.g., [16–20]) for creating a shared
collaborative space, to which users can connect via the device of their preference, including
but not limited to VR headsets, MR glasses, hand-held AR devices, tablets, and desktops.
These frameworks share similar technology stacks—with Unity and a subset of the above-
mentioned toolkits—but target different scenarios with their individual implementations.

For example, most of the frameworks employ a server–client structure to connect
different XR devices. Some of them are built upon existing solutions such as Unity Netcode
or Photon [18–20], while others implemented their own server–client communication using,
for instance, the UDP protocol [17]. The latter approach is more challenging but provides
full control of the server logic. This liberty in server design can be advantageous for
experiments on XR-based collaboration, since researchers can monitor all the clients and
collect their data simply on the server side. Other than the server–client structure, one study
opted for a peer-to-peer structure to allow for collaboration without a reliable network
connection [16].

The aforementioned frameworks were all demonstrated to effectively synchronize
different XR devices. However, none of the frameworks is open-source, leaving other
researchers mostly theoretical insights without a usable code base. XR MUSE stands out
from these existing frameworks for being publicly accessible on GitHub, providing not only
several ready-to-use packages but also an example scene to work with. There also exist
other open-sourced frameworks, such as the Unity Experiment Framework [21] and the
BiomotionLab Toolkit for Unity Experiments [22]. However, they mainly target behavioral
studies in general rather than focusing on XR-based collaboration.

Outside academia, various commercial products allow users to interact and col-
laborate in a shared XR space. Many are video games (e.g., Cook-Out (https://www.
resolutiongames.com/cookout, accessed on 16 September 2024)), where players must act
toward common goals in dedicated, pre-defined environments. Content-centric platforms,
where users create objects and experiences, such as VRChat (https://hello.vrchat.com/,
accessed on 16 September 2024) and Rec Room (https://recroom.com/, accessed on
16 September 2024), offer a higher level of customization, allowing users to create multi-
user XR-based environments via APIs. While such commercial products and platforms
can also be used for observational or field studies on multi-user collaboration in XR [23],
running controlled experiments with them is challenging. Commercial products are usually
optimized for socializing or entertainment and contain various elements (e.g., eye-catching
animations) that are not controllable or are irrelevant to the experiment goal. These ele-
ments may distract participants or confound experiments, potentially leading to validity
issues. In comparison, as an open-source solution, XR MUSE offers a minimal, neutral
environment that researchers can fully control.

3. XR MUSE

The XR MUSE framework consists of the following four central packages that are
based on existing and widely used technologies, as illustrated in Figure 1:

• XRMUSE.Networking (cf. Section 3.2) contains a collection of scripts for networking-
related functionalities, including server connection, data synchronization, object pool-
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ing, networked physics, and more. At this point, these scripts are built upon the Photon
Unity Network (PUN2 (https://assetstore.unity.com/packages/tools/network/pun-
2-free-119922, accessed on 16 September 2024)), which uses the free remote server to
connect XR devices.

• XRMUSE.SceneDescription (cf. Section 3.3) provides a system that allows researchers
to describe the environment with text files following a specific syntax. When the
application starts, these files are loaded and parsed by the application to instantiate
the environment. To change the environment’s parameters, only the configuration
files need to be modified instead of the full scene within Unity. This dynamic loading
system not only provides a convenient and flexible way to contextualize and adapt
the environment but also hides the technical details behind scene creation in Unity.

• XRMUSE.Utilities encapsulates other generic functionalities that do not fit the packages
mentioned above, like custom collisions (cf. Section 3.1.1) or spatial calibration.

• XRMUSE.ExampleScene (cf. Section 3.1.2) provides an example scene where two users
work collaboratively to accomplish an industrial assembly task. The package includes
various assets used for building the scene, such as meshes, textures, and materials,
and a batch of scripts for realizing the logic behind the scene. The key elements in
the scene are modularized into individual Unity Prefabs, which are reusable assets
that can store a so-called GameObject along with its components and properties. The
scene is deliberately kept generic to offer a baseline environment that can be easily
customized for other collaborative tasks.

Figure 1. XR MUSE framework structure. The packages act as an intermediate between the infrastructure
(i.e., common toolkits for XR development) and application (XR-based collaboration) layers.

3.1. Environment

XR MUSE features a workbench setting as an example scenario, where users share and
interact with virtual objects on a real table. Figure 2 illustrates this setting in a dual-user
case, where the physical space is conceptually divided into shared and individual zones.
The area on and around the workbench is designed to be the main collaboration space. In
contrast, the areas to the left and right are accessible only to the respective user.

This central workbench setting enables organic interaction between users within the
designated scenarios. It is a particularly practical arrangement since any table can be used,
and the physical separation between users avoids risks associated with co-location. As
illustrated in Figure 3, users can access different resources either shared between them to
collaborate, or only accessible to an individual for competitive advantage or informational
asymmetry. This could be both tangible (e.g., the cubic objects on the table surface or
the different tools of the users) or intangible (e.g., the sink seemingly altering the table’s
geometry or the information panel, which here is visible only to one of the users).
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Figure 2. Conceptual division of the example environment. The table surface (checkered) is shared,
whereas the left (horizontally ruled) and right (vertically ruled) areas belong to individual users.

Figure 3. Digital content in XR includes objects and tools, as well as intangible items like virtual
cavities or information panels that might be shared between or accessible only to individual users.

This setup assumes the users’ individual space is in the same coordinate system that
aligns with physical reality. For calibration, XR MUSE offers a headset-specific implemen-
tation. Once calibration is completed, the virtual objects will rest accurately on the table.
Users can grab, release, and throw them using controllers. To make the user experience
seamless, all three actions are bound exclusively to the so-called grip or trigger buttons,
leaving the other buttons unused. This facilitates operation and significantly flattens the
learning curve for employing the controllers, allowing users to quickly master the inter-
action regardless of their technical prowess and prior knowledge. This is essential for
experiments and user studies, as changing experiences with the controllers can distort the
results, and participants might be bored or frustrated by a lengthy familiarization process.
All interactions in the example environment are collision-based and utilize virtual objects.

3.1.1. Collision System

To allow in-environment objects to interact with each other, XR MUSE provides a typed
collider system on top of Unity’s collision system. Each typed collider has an identifier
of a custom type, which hints at the nature of the collision (in the example scenario, e.g.,
a material with another material or with a tool). Developers can add custom behaviors
to these colliders that react to the type of colliding or existing objects. For instance, in the
example scenario, two colliders typed as material colliding with each other will trigger
a glow animation; when these colliders exit each other, the animation is toggled off (cf.
Figure 4). In conjunction with the dual-transform design (cf. Section 3.2.1), this system
allows one to dissociate the Unity physics from custom collision-based interactions.

Figure 4. Example usage of custom collisions triggering the material outline for objects in proximity.
(a) Screenshot, custom colliders set to invisible. (b) Screenshot, custom colliders set to visible.
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3.1.2. Example Scene and Setup

Similar to the illustration in Figure 3, two users are tasked to produce a certain amount
of products using the provided materials in the example scene. Each user has a unique
tool to combine two materials into an intermediate or final product. Several combinations
are possible, with each user only capable of realizing a subset, so they have to work
collaboratively to produce the final product. All the materials and products are represented
abstractly as basic primitives like cubes or spheres, whereas the tools have more specific
visuals than wrenches or hammers. The virtual cavity on the table allows users to submit
their products by throwing them into the cavity.

To combine two materials, users need to put them together and hit one of the ma-
terials with their tools, as illustrated in Figure 5. Internally, this is achieved through the
typed collision system, where the collision between materials and tools triggers several
networked events. These events handle and synchronize the task logic and animation of
the combination process across users.

Figure 5. Example material combination sequence, from two source objects to the final product.
(a) Screenshot, hammering together source objects. (b) Screenshot, resulting target sphere object.

Apart from the interactive elements discussed above, there are also static information
panels (cf. Figure 6) in the environment showing users the overall objective (i.e., which
and how many products to produce), possible combinations, and the current status (i.e.,
how many products have been produced). As discussed in Section 3.1, these panels can
be shared or only visible to an individual user. Informational asymmetry, as in the latter
case, can be crucial to specific task types. For example, one user may see “two cubes with
a hammer produce a sphere”, while the other sees “a cube and a sphere with a wrench
produce a cylinder”. The objective in this case can be set to produce five cylinders, such
that the two users must communicate and work collaboratively to reach the goal.

Figure 6. Outline view of the panels in the example scene with available combinations and objectives.

In the example setup, we employ two VIVE XR Elite (video-see-through mixed-reality
headsets) to maximize the perception of presence and immersion. The choice of devices,
however, is flexible and can also include virtual reality headsets such as the Meta Quest 3.
The two headsets are connected through a remote third-party server via the internet. The
communication among headsets follows a customizable protocol (cf. Section 3.2) built to
facilitate experiment design. This introduces a small but acceptable latency, which can
be further reduced by setting up a local server. This example was deployed using Unity
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2022.3.16f1 with the support of numerous packages, including both commonly used ones
such as XR Interaction Toolkit and dedicated packages for networking (e.g., Photon) and
XR development (e.g., VIVE Wave XR Plugin). Along with the example Unity project, a
batch of configuration files are also provided (cf. Section 3.3), allowing researchers to easily
customize the example without the need to modify the Unity project directly.

The users’ virtual spaces are calibrated to the real-life table using the XR Elite’s ArUco
marker detection feature. Experimenters can simply place a marker at the center of the
table, which then serves as a reference point.

3.2. Networking

Networking is an essential but technically challenging aspect of multi-user XR envi-
ronments. The XR MUSE framework reduces the complexity by providing a ready-to-use,
configurable networking module developed based on the Photon Unity Network (PUN2)
for ease of use and similarity to UNet. It should be noted that the network solution re-
quires a platform-specific implementation involving concrete code and design, which will
be briefly discussed before proceeding to XR MUSE’s other systems. In developing the
framework, we considered the PUN2 requirements that (1) a Unity GameObject is authored
(or owned) by a user and ownership may be transferred between users, and (2) each net-
worked GameObject may synchronize its data through de/serialization. Building on these
two concepts, the module provides specific implementations for ownership transfer and
transform synchronization, as well as a pooling system for GameObject instantiation and
recycling. These specific implementations, which are required for using PUN2, are not the
focus of this article and are therefore not discussed in detail. However, they are necessary
foundations for the following subsections on the dual-transform design (Section 3.2.1) and
data synchronization (Section 3.2.2).

XR MUSE was developed with co-located shared environments in mind, i.e., mixed-
reality settings where users share a physical and digitally augmented space. The possibility
of also interacting in a non-mediated fashion is an essential aspect of collaborative studies.
However, the framework’s networking components already support completely remote
scenarios where users can be anywhere. In such cases, only an audiovisual representation
of the users with an avatar, including voice, needs to be added.

3.2.1. Dual-Transform Design

In the virtual environment, users manipulate physical objects by moving them, placing
them on the workbench or elsewhere, and interacting with other objects. In a networked
environment, however, other users can also influence these objects. For example, physical
interactions (e.g., gravity) can overlap with another user’s actions. In Unity, physical objects
are usually divided by a hierarchy of elements, and collisions can occur on an element at
a higher point in the hierarchy. Each element of this hierarchy has a transformation that
determines the positions of the subordinate elements.

In XR MUSE’s dual-transform design (cf. Figure 7), two objects with a parent–child
relationship in the same hierarchy are considered to be on the same level, with the authoring
determined by one of the two transformations. The parent transform typically is the
networked GameObject; its transform is synced, and when the user does not own the
object, that parent transform is in charge of the dual-transform’s authoring. The child
transform is not synced but takes the dual-transform’s authoring when the user owns the
synced GameObject, typically having the physics, local controls, and gestures over the
object (cf. Figure 7).

This allows the dissociation of the synchronizing behavior from the local interactions
and assigning unity physics computation only to the owning user. Since both transforms
can have different colliders, the parent transform also uses the custom collision system
(cf. Section 3.1.1), which enables the synchronization of data in the case of collision-based
interactions on networked objects.
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Figure 7. Example dual-transform design with the typed collision system on the parent.

Figure 8. User moving object through child transform, parent transform snapping to new position.

Figure 9. Network update of parent transform’s position, child transform snapping to new position.

In the examples shown in Figures 8 and 9, the parent object uses XR MUSE’s custom
collision management system that does not trigger physical interactions. The geometrically
simpler sphere of the parent transform is deliberately larger in diameter and completely
encloses the actual object, enabling the following two aspects: first, separating the inter-
actions between objects from the physics, which allows it to abstract tasks from the Unity
engine’s physics system, and second, activating physical authoring when a user needs the
network object (e.g., when grabbing the object). Since only the position and rotation of the
real parent are synchronized over the network, the networking does not affect the physics.

3.2.2. Data Synchronization

Not all synchronization needs fall into the category of GameObject synchronization.
In an experiment, for instance, it may be necessary to synchronize environment states and
record per-user actions. Therefore, XR MUSE includes a class created per user that shares
its user-specific data with each connected user. The aggregation of these per-user data
permits the deduction of environment states. For instance, if the objective is to produce
together a certain amount of materials, this class will record the amount of materials each
user produced, the aggregation representing the progress of this task (cf. Figure 10).

When using PUN or similar services, the network design assumes synchronization
and serialization per virtual object, and different RPCs can be utilized to trigger events.
This can be problematic when new data are added, where a new network object is created
on both computers (or an existing object is edited). The calls must be triggered according
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to the chosen network solution, which requires the associated ownership and authoring
permissions. This system leverages this need for RPCs as local scripts can trigger events
in response to updated values on the remote users’ dedicated objects. Figure 10 shows an
animation in reaction to one user’s synchronized value of the CubeAnimation variable.

Figure 10. Aggregated per-user values affecting the scene for both users (progress display, animation).

More concretely, these user-specific data are created through a dedicated GameOb-
ject, to which we provide interfaces to append any custom type of data, which may also
define accessible custom functions. That dedicated GameObject has a main component,
UserSyncedValues, which handles the order of registered data, triggering serialization, and
providing access to the various data and associated functions. This is realized using the
C# programming language’s reflection feature, which means that when loading, the object
builds internal dictionaries of references to the corresponding exposed resources. Then,
any number of user-defined DataRegister components that add data and functions for syn-
chronization with the UserSyncedValues component can be added to it. The DataRegister
components can mark each function as accessible via UserSyncedValues with a specific
identifier (cf. diagram in Figure 11).

Figure 11. Simplified UML diagram for UserSyncedValues and DataRegister components reflection.

3.3. Operation

User studies [1–4] often create similar situations where only some elements of the
environment or events are changed, e.g., to test a stimulus or collect data across several
similar situations. While this can be achieved by creating multiple Unity scenes and special
scripts for an experiment, the more scenes are added, the more complex maintenance
becomes. Therefore, we propose a versatile scene loading system that has evolved from
earlier work [24] towards a more generalized setting. This system is designed to adapt to a
wide range of user studies, offering a solution that can be tailored to specific needs. The
core elements of a scene can be defined in text files loaded at runtime from three types:
instantiables, events, and stimuli.

3.3.1. Object Loader

An instantiable generates a template or Unity Prefab that other instantiables or events
can use. Instantiables have an obligatory main type, which will set the main object gen-
erated but may also obtain optional sub-modules. An example of a set of instantiable
files can be found in Figure 12, with declarations of the materials used in the scene and
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boxes using these materials. These instantiables may be declared networked and compat-
ible for automatic integration through XR MUSE’s custom pooling system. A stimulus
constitutes a similar template concept; however, it is explicitly separated from other instan-
tiables as a stimulus may not be re-instantiated but activated or de-activated on demand.
Implementation-wise, all declared instantiables are loaded by the module manager, which
in the Unity scene can be observed with the creation of inactive Unity Prefabs, typically at
scene load. Those inactive prefabs are the template than can be cloned by events described
in the following subsection (Section 3.3.2).

Figure 12. Example set of scene elements loaded from text files.

3.3.2. Scripting

Text files that are loaded at run-time also allow a form of scripting through a so-called
events sequence. To handle the events sequence, XR MUSE uses a custom timeline, which
also includes the production of log data. Event-specific logs may be produced during a trial
except for the TIMELINE_LOAD and TIMELINE_START events. Events are either loaded
from files or produced by other events They have an ID, a behavioral type (possibly custom),
and a set of start conditions. The start conditions set is a collection of event-produced logs
that all must be recognized. A log is a combination of an event’s ID (or the default IDs
for timeline load and start) and log type. The currently available log types are START,
END, SUCCESS (which also produces END), and FAIL (which also produces END). Several
generic events are available as examples and are sufficient for basic experiments, such as
timers, instantiable spawning, or stimuli activation. Events can be declared as text files,
just like instantiables and stimuli, with behavior-specific parameters that may refer to IDs
of other declared files (such as an instantiable ID in the case of spawning instantiables) and
the start condition logs. The example material boxes depicted in Figure 12 can be loaded by
spawner events at loading, as shown in Figure 13.

Figure 13. Scene after the TIMELINE_LOAD event.

As an example of more advanced scripting, a timer event may start with the automatic
event TIMELINE_LOAD while another production task event has the success of the timer
event as a starting condition (cf. Figure 14). When the timer generates its end log, the
material production task can be started.
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Figure 14. File-based definition of task start following a timer.

4. Summary and Outlook

This article introduces XR MUSE, an open-source framework that facilitates the cre-
ation of XR-based networked multi-user applications. Although it is designed for user
studies in shared virtual environments, it can be used for any type of collaborative XR
application. The framework significantly reduces some of the technical efforts by pro-
viding open solutions for dealing with XR-based interactions (Section 3.1.1), networking
(Section 3.2), and scripting (Section 3.3), as well as a sample workbench environment inte-
grating these elements (Section 3.1). Dedicated concepts, such as a custom collision system
and dual transform design (Section 3.2.1), are provided to support real-time interaction.
Implementing these together with the object loader (Section 3.3.1) unlocks the full potential
of the corresponding XR MUSE packages.

Currently, the framework is based on Photon’s PUN2, a free third-party Unity package
that has some limitations due to its commercial nature. For example, XR MUSE uses
Photon’s free remote server for connecting different devices. Consequently, participants’
personal data will go through their servers and risk exploitation. Although Photon offers
a local server solution, it is not free. As a next step, we are thus considering porting to
alternative open-source solutions such as Mirror.

At this stage, XR MUSE only supports two specific video see-through headsets (VIVE
XR Elite and Meta Quest 3), which will be expanded in future versions of the framework to
accommodate further or yet-to-be-released devices. Users also need to set up the devices
by following relatively lengthy instructions; this setup process can be partially automated
using scripts to improve XR MUSE’s usability further.

It should be noted that XR MUSE was developed with functionality over performance
in mind. Some of our advanced functionalities, like the scripting system (Section 3.3) and
data registration (Section 3.2.2), which allow for extensive customization, may induce more
processing than a purely custom solution. However, since most behavioral studies use
minimal, neutral scenes for variable controls, the performance issues should be negligible.
Still, in certain situations, such as when researchers try to load high-resolution assets,
performance may suffer and affect the user experience. To improve XR MUSE, further
stress tests with different devices are needed to identify potential performance issues.

XR MUSE’s main application area is XR-based multi-user studies, in which users
collaborate or compete in the same scene. For instance, we are currently employing
the framework to conduct experiments on time perception in such scenarios. However,
experimenters do not need to use the provided example scene. They may use only certain
XR MUSE components, such as object synchronization, to handle distributed state. This
is equally relevant for XR-based games or training environments. Application makers
can use the framework as a prototyping tool, as the scene-loading features allow for the
quick creation and testing of different scenarios with the same items. Different sets of
configuration files can, for instance, represent various difficulties, including objects and
their properties (e.g., physics and speed) to load as different stages and balance level the
design quickly.
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While XR MUSE is not a universal solution, it can be a valuable resource for diverse
multi-user XR applications, either in its entirety or only in parts. The framework is freely
available to anyone from researchers to XR application vendors. We look forward to poten-
tial collaborations and seeing XR MUSE as the basis for a new generation of customized
multi-user XR software.
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Figure 1: Randomly selected locations in the virtual environment for testing the experiment conditions with varying durations.

ABSTRACT
An hour spent with friends seems shorter than an hour waiting
for a medical appointment. Many physiological and psychological
factors, such as body temperature and emotions, have been shown
to correlate with our subjective perception of time. Experiencing
virtual reality (VR) has been observed to make users significantly
underestimate the duration. This paper explores the effect of virtual
environment characteristics on time perception, focusing on two
key parameters: user engagement and environmental dynamics.
We found that increased presence and interaction with the envi-
ronment significantly decreased the users’ estimation of the VR
experience duration. Furthermore, while a dynamic environment
lacks significance in shifting perception toward one specific direc-
tion, that is, underestimation or overestimation of the durations, it
significantly distorts perceived temporal length. Exploiting these
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two factors’ influence smartly constitutes a powerful tool in design-
ing intelligent and adaptive virtual environments that can reduce
stress, alleviate boredom, and improve well-being by adjusting the
pace at which we experience the passage of time.
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1 INTRODUCTION
Humans perceive the passage of time subjectively. Two healthy
individuals may not share a similar temporal concept of one minute.
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Figure 2: The study’s four conditions; top left: dynamic environment w/ active user (DA), top right: static environment w/ active
user (SA), bottom left: dynamic environment w/ passive user (DP), bottom right: static environment w/ passive user (SP).

Even more critically, a person under different physical or psycho-
logical conditions may perceive the same duration longer or shorter.
A slew of parameters have been identified as being correlated with
the pace at which we perceive the passage of time, including but
not limited to age [18, 46, 47], body temperature [36, 43, 44], emo-
tions [1, 8, 35], cognitive load [3, 4, 24], attention [28, 31, 34], and
the amount of processed information [16, 39, 49].

Playing video games has also been shown to significantly al-
ter users’ perception of time, to the point where time loss during
gaming can have detrimental effects on individuals’ daily lives and
well-being, often associated with mood changes and addictive be-
haviors. Researchers have attempted to explain this phenomenon by
highlighting gamers’ strong attentional focus and intense emotional
arousal during gameplay, driven by highly engaging content and
narratives [27, 38, 48]. However, beyond the game content, design
features like immersive environments also significantly contribute
to this temporal distortion. For example, Virtual Reality (VR), in
general, has been reported to have a compressing effect on time
perception [25, 26, 33]; time spent in VR is perceived shorter than
the objective duration.

1.1 Related Work
Despite its significance, research on time perception modulation in
VR is in its nascent stages and mostly limited to observation reports.
These have been primarily justified using purely psychological
literature and concepts, lacking a primarily VR perspective.

For example, Schatzschneider et al. [32] investigated the efficacy
of real-world temporal clues simulated in VR. Weber et al. [45]
used VR as a platform to validate the transferability of magnitude
modulation of time perception [9, 17, 20] in terms of speed affor-
dance, from observed objects to self. In another work, Malpica et

al. [22] studied the magnitude modulator in affordances, including
luminance, field of view, and visual complexity in VR, by displaying
real images and videos. While these works paved the research path
and made valuable contributions to understanding time perception
in VR, the absence of VR perspective is noticeable.

However, in the last few years, a handful of studies have begun
to explore the modulation of time perception using fundamental
VR concepts and features. Lugrin et al. [21] researched the effect of
embodiment and environment visualization on perceived waiting
time. They recreated a plain waiting room and a seated avatar,
once using 360-degree pictures and again with 3D models, and
compared it with waiting in an identical but real space. Their results
showed no significant difference in participant estimation of their
7.5-minute waiting time among the three conditions. Nevertheless,
the same team of researchers continued their work by adding a
complementary condition of a 3D model of the same waiting room,
but without the embodiment and also focusing separately on the
duration estimation versus the perceived pace of the passage of
time [40]. This time, they observed a significant effect of the no-
avatar condition on slowing down the perceived passage of time,
but not on estimating duration. The authors refined their results
by adding user interaction and reproduced the same results [41].

Read et al. [30, 31] has taken another significant step in under-
standing the intricacies of time perception in VR. They investigated
time perception by asking participants to estimate the duration of
their 3.5-minute experience in three virtual environments. These
environments, sourced from two commercial games, elicited dif-
ferent levels of user engagement and varied spatial characteristics.
Using these settings, the authors studied three conditions includ-
ing a passive user in a dynamic environment, an active user in a
static environment, and an active user in a dynamic environment.
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The work’s findings indicate a significant influence of a dynamic
environment over a static one, while no difference was observed
between the active and passive user conditions.

This paper follows suit by hypothesizing that user engagement
and environmental dynamics have the potential to modulate the
perception of time in virtual environments. However, despite in-
triguing results, the work of Read et al. [30, 31] suffers from specific
methodological shortcomings, which we aim to address. Firstly, we
developed a custom-designed environment, with complete control
over parameters, as opposed to the commercial games used by Read
et al. [30, 31]. Secondly, we set up all conditions within a single envi-
ronment, which makes them more comparable. Additionally, Read
et al. [30, 31] described and ranked the virtual environments used in
their study as dynamic or engaging in a general and non-systematic
manner. However, we offer a clearly delineated description for the
settings of these two parameters, supported by VR literature. Fi-
nally, we also tested the missing condition in the work of Read et al.
[30, 31], that is, a passive user in a static environment.

As much as accurate timing plays an essential role in different as-
pects of everyday and professional life, modulating the perception
of time can have a critical impact on improving general well-being.
For example, feeling that time is passing quickly while working
under a tight timeframe can induce stress and negatively affect
decision-making. Boredom, on the other hand, makes us perceive
time as dragging and consequently can decrease focus and attention.
By modulating time perception, we can improve decision-making,
performance, and harmony in collaborative settings [5]. Under-
standing the precise ways through which VR influences users’ per-
ception of time, provides us with a powerful tool for developing
adaptive virtual environments and workplaces for enhancing user
experience.

2 MATERIALS AND METHODS
The experiment was designed to test the hypothesis that user en-
gagement and environmental dynamics can modulate the perception
of time. To test this hypothesis, we developed a dedicated virtual
environment simulating an outdoor scene in a public park as the
base platform. This environment was configured with two levels
of user engagement and environmental dynamics in a 2 × 2 study
design, with three repeated measurements.

User engagement. This parameter takes two values: active user
and passive user. Active user in our work is defined by three features:
partial embodiment (arms and hands), interaction with the environ-
ment, and a supported sense of presence by situating participants
at a natural height and making ambient sound spatial (Figure 2, first
row). In contrast, in the passive user case, hand-tracking is disabled,
and therefore the user does not interact with the environment. In
addition, the camera simulating the user’s perspective was posi-
tioned at an elevated height, creating an observer viewpoint. The
user’s field of view (FOV) in the passive case was also limited and
enclosed by a black frame to add to the user’s sense of detachment
from the environment. Environmental sounds in this case were 2D
and muffled by applying a low-pass filter (Figure 2, second row).

Figure 3: Flowchart of the experimental procedure.

Environmental dynamics. This parameter also takes two values:
dynamic environment and static environment. We defined the dy-
namic environment as an environment with variation in both visual
and auditory modalities. In the dynamic environment, we imple-
mented animated human avatars, such as a jogger passing by and
two office workers talking on the sidewalk. Furthermore, ambient
sounds like birds chirping and a distant siren were added to the
environment (Figure 2, first column). On the contrary, the static en-
vironment was a silent scene without any animated object (Figure 2,
second column).

Consequently, we had four conditions, representing permuta-
tions of these two parameters: a static environment with a passive
user (SP), a static environment with an active user (SA), a dynamic
environment with a passive user (DP), and a dynamic environment
with an active user (DA). All four conditions were tested three times,
each roundwith a different duration (30, 50, and 70 seconds) and at a
different location in the same environment (Figure 1). We repeated
conditions in three different locations to prevent the repetition
from diminishing the dynamism effect; however, the locations were
randomly selected from the same environment to keep repeated
measures comparable. That resulted to a total of 12 trials, which
were presented to all participants in random order, ensuring that
each participant experienced a different sequence of trials (Figure 3).

During the experiment, participants were seated on a swivel
chair and informed that they were free to rotate and look around
360 degrees. For the VR experience, we used the HTC Vive Pro Eye1
headset with a mounted LeapMotion Controller2 for high-precision
hand-tracking. The virtual environment in this experiment was
1https://www.vive.com/sea/product/vive-pro-eye/overview/
2https://www.ultraleap.com/product/
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built with the Unity Game Engine3, using ready-made assets, such
as the Microsoft Rocketbox Avatars library4 [13].

2.1 Tasks
During each trial, participants had two tasks to complete: estimat-
ing the duration of the trials with verbal estimationmethod [2, 7, 42],
and memorizing three random numbers: a single-, a double-, and a
triple-digit. We implemented the memory task, firstly, as a parallel
task to the timing task to prevent participants from using explicit
timing techniques, like counting the seconds. Secondly, partici-
pants’ performance on the memory task provides us with further
insight into possible side effects of time perception modulation,
such as impaired cognitive function and unproductive distraction.
In the active scenario, participants were placed seated behind a
wooden table. In front of them, three cubes were placed on the
table, each with a number engraved on one side. The participants
were required to grab and turn the cubes to see the numbers. In the
passive scenario, numbers were presented to participants printed
on a screen attached to the camera.

After each trial, a user interface (UI) appeared, where partici-
pants entered their estimations of the trial duration and the three
numbers. This gesture-based UI consisted of a 1-second resolution
slider from 10 to 120 seconds for the timing task, and a numeric
pad for the memory task (Figure 4). Using a slider for a verbal esti-
mation task has the advantage of associating temporal length with
physical length, reducing the likelihood of wild guessing that can
occur with a numeric pad that limits input to numbers. The slider’s
range was selected primarily to avoid centrality bias by making the
range asymmetrical around the mean trial duration (50 seconds).
Additionally, the lower range (0-10 seconds) was removed as an
improbable range, to provide a wider slider within the limited field
of view, enhancing user control.

Figure 4: The study’s gesture-based input user interface.

Before the study, participants had a short practice session with
two trials to get familiar with the tasks and the UI (Figure 3). The
first trial simulated an active user condition for 90 seconds, and
the second one a passive user for 10 seconds; both trials were
implemented in an empty environment.

3https://unity.com/
4https://github.com/microsoft/Microsoft-Rocketbox

2.2 Sample Size
We conducted an a priori sample size calculation using G*Power
software [10, 11] for a repeated measures analysis of variance (RM-
ANOVA) within subjects. The parameters were set as follows: effect
size (Cohen’s f) of 0.25, significance level (𝛼) of 0.05, and statistical
power (1−𝛽) of 0.8, while the dependent variable, perceived duration,
is measured three times for each of the four conditions (SP, SA, DP,
and DA). Based on these parameters, the required sample size was
28 participants.

2.3 Recruitment
Participants were recruited via flyers posted on campus and nearby
social venues, as well as through university email lists. The inclusion
criteria were normal or corrected-to-normal vision and proficiency
in English, while the exclusion criteria included a history of neu-
rological disorders and susceptibility to motion or cybersickness.
A total of 30 participants (8 identifying as women, 22 identifying
as men), aged 18 to 46 years (Mean=28.3, SD=6.7), were recruited.
Participants were informed both verbally and in writing of their
right to ask questions, pause or exit the study at any time, and with-
draw their consent without any consequences. Written informed
consent was obtained from all participants before the experiment,
and a debriefing session explaining the study’s objectives was pro-
vided afterward. The full procedure took 30 minutes on average to
complete, and upon completion, the participants were compensated
with a gift card worth 15 euros. The study received ethical approval
from the Ethics Review Panel of the University of Luxembourg,
under approval number ERP 23-059.

3 RESULTS
Participant interval timings were, first, normalized for variation
in trial duration by calculating the normal estimation error (NEE)
using the following formula:

NEE =
Estimation - Objective duration

Objective duration
such that a positive deviation means overestimation, negative, un-
derestimation, and accurate estimation returns 0 (Figure 5). The
results of a one-sample t-test on the NEE values show that, in gen-
eral, the participants significantly underestimated durations (𝑡 (359)
= -2.92, 𝑝 = 0.0037).

In addition, estimation errors needed to be adjusted for individual
differences in emotional state, working memory capacity, or the
level of familiarity with VR, as these factors could indirectly affect
the performance on the timing task in the experiment. Therefore,
to remove the individuals’ baseline error, we calculated zero-mean
NEEs (ZM-NEE) for each participant:

ZM-NEE = NEE −mean(NEE𝑥 ) for participant 𝑥,
whereNEE𝑥 is the set of 12 NEE values recorded for the participant
𝑥 (Figure 6 and Figure 7).

Afterward, the Shapiro-Wilk test was conducted to assess normal-
ity, yielding a 𝑝-value of 0.5422, indicating the normal distribution
of the residuals (𝑝 > 0.05). The RM-ANOVA on ZM-NEE values
revealed a significant effect of experimental conditions (𝐹 (3, 87) =
11.22, 𝑝 < .0001,𝜂𝑝2 = 0.28). The following Bonferroni-corrected post-
hoc t-tests indicate significant differences between every possible
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Figure 5: Normal duration estimation errors, grouped by
conditions.

pair of active versus passive users. The contrast is most pronounced
first in the DP-SA contrast, then in the dynamic environment, and
least pronounced in the static environment. However, the environ-
mental dynamics pairs under the same level of user engagement
did not show a significant effect on ZM-NEE (Table 1 and Figure 7).

Table 1: Comparison of the conditions with ZM-NEE values

Contrast t(29) 𝒑-corr (bonf)
DA - DP −4.5409 0.0005
DA - SA 0.6150 1.0000
DA - SP −4.0017 0.0024
DP - SA 5.5416 <.0001
DP - SP 0.1522 1.0000
SA - SP −3.4831 0.0010

Furthermore, we performed an RM-ANOVA on the absolute
values of ZM-NEE to evaluate the intensity of time perception
distortion, regardless of the direction of distortion toward underes-
timation or overestimation of durations. With absolute values, the
RM-ANOVA exhibited a significant influence of conditions on the
dependant value (𝐹 (3, 87) = 4.65, 𝑝 = 0.0046, 𝜂𝑝2 = 0.06). However,
the following post-hoc tests indicate the DA-SP contrast as the
only significant difference among the conditions (𝑡 (29) = -3.21, 𝑝 =
0.0193).

We also evaluated performance on the memory task by subtract-
ing 1 point for each forgotten digit, resulting in scores ranging from
-6 to 0 for one trial, and -72 to 0 in total. Participants scored -0.56
points on average for the memory task. Similar to the NEE values,
each participant scores on the memory task were centered to have
a mean of 0, too. In addition, to account for different memorizing

time span that participants had in different trials, we calculated the
zero-mean scores for each of the three trial durations (30, 50, and
70 seconds). Afterward, an RM-ANOVA was run on the memory
task’s scores recorded under the four experimental conditions. The
results show a significant impact of the conditions on the memory
performance (𝐹 (3, 87) = 5.14, 𝑝 = 0.0025, 𝜂𝑝2 = 0.15). The following
post-hoc tests indicate two significant contrasts in DA-SP (𝑡 (29)
= -3.16, 𝑝 = 0.0222) and SA-SP (𝑡 (29) = -3.28, 𝑝 = 0.0164) pairs
(Figure 8). But the evidence is insufficient to reject or accept a corre-
lation between memory task performance and ZM-NEE (Pearson’s
𝑟 = -0.0514, 𝑝 = 0.3311).

However, the Pearson analysis shows a significant negative cor-
relation between ZM-NEE and duration of the trials (Pearson’s 𝑟 =
-0.4023, 𝑝 < .0001). See Figure 9. To further investigate the nature
of the relationship between the duration of the trials and ZM-NEE,
we ran RM-ANOVA on dataset subsets grouped by duration. The
results show user engagement as the only parameter with a sig-
nificant effect on estimated duration in all three duration groups,
consistent with the observations on the whole dataset (Table 2 and
Figure 6).

4 DISCUSSION
This study found that user engagement with and within the vir-
tual environment significantly affects duration estimation. Active
users with partial embodiment who interacted with the environ-
ment and had a supported sense of presence tend to underestimate
the duration of their VR experience (Table 1). Conversely, despite
the observation that the increased dynamism in the environment
made the trial duration perceived longer, the effect is not significant
(Figure 6 and Figure 7, second row). Nevertheless, the influence of
environmental dynamics on time perception cannot be ruled out; on
the contrary, it may be significant but in another dimension. We ob-
served the effect of user engagement level to be significant in both
dynamic and static environments. However, it is more pronounced
in the dynamic environment. Furthermore, the most significant
deviation of time perception happens in the DP-SA contrast, that
is, when both parameters have opposite values, but most impor-
tantly when the dynamic environment is coupled with the passive
user (Table 1). These results can be interpreted by considering that
time perception modulation operates along two axes: direction and
intensity (Figure 10).

By increasing user engagement, we can move along the direction
axis and shift time perception from the feeling that time is passing
fast to slow or vice versa. On the other hand, by changing the level
of dynamism in a virtual environment, we can move along the
intensity axis and increase or decrease time perception deviation.

In general, performance on the memory task shows a weak
negative correlation with user engagement (Figure 11).

Similarly, Figure 8 shows slightly lower performance scores in
both active user conditions compared to the passive user’s con-
ditions, especially the passive user in a static environment. This
confirms the well-known fact that having successful interaction
within a virtual environment consumes attentional resources and
adds to the cognitive load. Nevertheless, the average score of partic-
ipants on the memory task (-0.56 on a scale of -6 to 0) indicates that
the cognitive load imposed by the task was not significant enough



VRST ’24, October 09–11, 2024, Trier, Germany Niknam et al.

Figure 6: Zero-mean of normal duration estimation errors, grouped by conditions.

Figure 7: Pairwise comparisons of parameters in different experimental conditions.
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Table 2: Results of RM-ANOVA on ZM-NEE values for experimental parameters grouped by trial duration

All trials 30-sec trials 50-sec trials 70-sec trials
Parameter 𝑭 -value 𝒑-value 𝑭 -value 𝒑-value 𝑭 -value 𝒑-value 𝑭 -value 𝒑-value
dynamism 0.3198 0.5761 1.0254 0.3196 2.1827 0.1504 1.7603 0.1949
engagement 44.9322 <.0001 17.9251 0.0002 22.0180 0.0001 4.3237 0.0465

dynamism:engagement 0.0344 0.8542 1.2309 0.2764 0.0251 0.8753 0.5787 0.4530

Figure 8: Performance on the memory task, grouped by con-
ditions.

Figure 9: Zero-mean of normal duration estimation errors,
grouped by trial duration.

to skew the study’s results. This is also confirmed by Figure 8 which

Figure 10: Time perception in VR can be modulated along
two axes; 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛: time passes fast or slowly, and 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦:
time passes slightly fast/slowly or very fast/slowly.

Figure 11: Study parameters and results correlation matrix.

shows an even distribution of lower scores across both the negative
(underestimation) and positive (overestimation) ranges of ZM-NEE
axis, and Figure 11 which does not indicate a correlation between
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performance on the memory task and ZM-NEE. However, we ob-
served two significant contrasts between the conditions regarding
the score on the memory task: DA-SP and SA-SP. Both contrasts
are also among the significant cases of shifting time perception (Ta-
ble 1). This demonstrates the importance of having a well-defined
monitoring system along with time perception modulation to en-
sure no undesired side effects on user performance or well-being.

Further analyses of the results grouped by trial duration indicate
the findings are independent of both the time spent in the virtual
environments and the specific location within the environment
(Table 2 and Figure 6). However, even after normalizing to account
for varying duration of trials, we notice a significant negative cor-
relation between the duration and estimation errors (Figure 9). This
observation is consistent with the literature on time perception,
which states shorter intervals are typically overestimated, while
longer intervals tend to be underestimated, which is in line with
the literature [6, 14, 29]. Furthermore, we also observe a general
tendency to underestimate the trial duration, which is usually at-
tributed to VR’s general effect on time perception (Figure 6).

Overall, the findings support our hypothesis that user engage-
ment and environmental dynamics can modulate users’ perception
of time. The correlation between user engagement and perceived
duration is negative, significant, and independent, while the effect
of environmental dynamics is limited and vague in direction, serv-
ing as a complementary factor that can intensify the impact of user
engagement. However, these findings sharply contrast with those
of Read et al. [30, 31]. The results of their work indicate that user
interaction with the environment does not affect the judgment of
duration, while a more complex and dynamic environment tends to
distort perceived duration. Nonetheless, general literature on time
perception backs the idea that any processes that consume atten-
tional resources contract perceived duration [12, 15, 19, 29]. Thus,
in our case, significant underestimation of duration due to goal-
driven engagement with the virtual environment seems natural
and anticipated.

On the other hand, in our experiment, environmental dynamics
played its most significant role when coupling with the passive
user, in contrast with an active user in a static environment. This
observation is also consistent with the existing literature on time
perception. It is often reported that receiving visual information
can expand the experienced time, and the vividness of visual input
is positively correlated with the perceived duration [23, 37, 50].
Matthews and Meck [23] frame this phenomenon as the the ease of
extracting information from the stimulus, covering not only syntac-
tical features like magnitude and salient color of stimuli, but also
semantic aspects such as simplicity and authenticity. In our dynamic
environment, ambient sound, animated objects, and the natural user
position and FoV contribute to the realism of the environment and
consequently, to its perceptual vividness [23], thereby expanding
the perceived duration compared to the static environment.

4.1 Future Work and Limitations
This study is a starting point, offering a framework and perspective
for future, more in-depth research. Several aspects of this work
could benefit from further investigation and improvement. For
example, future work could investigate the influence of specific

features of each condition, such as spatial ambient sound in the
dynamic environment or the limited field of view in the static
environment, separately. Another approach involves surveying par-
ticipants on their experience of presence or detachment to validate
the effective implementation of the intended effects within the vir-
tual environments. Finally, less than 27% of the sample population
for this study identified themselves as women, which biases the
dataset towards males. A balanced distribution of gender could
produce more reliable findings in terms of generalizability.

5 CONCLUSION
Based on our findings, a user actively engaged in the virtual en-
vironment experiences a compression of time. On the other hand,
an observer within a dynamic virtual environment perceives an
expansion of time. These findings, combined with the unprece-
dented opportunities offered by multisensory VR technology helps
us develop more effective and intelligent user interfaces. We can
explore the trade-off between the interactor and observer roles in
user status. For example, when making time-sensitive decisions,
reducing interaction with the environment will shift the user’s role
to that of an observer, thereby alleviating time pressure that could
eventually improve performance. Similarly, reducing interaction
could help gamers become more aware of elapsed time and mit-
igate or possibily prevent game addiction. On the other hand, a
more engaging virtual environment can shorten perceived duration,
which can be leveraged in designing unpleasant yet unavoidable
experiences, such as chemotherapy (see Schneider et al. [33]).

However, the growing trend of perception research in VR needs
to naturalize a VR perspective and exercise caution in interpreting
the results through VR concepts and terminology. VR is not a simple
tool in the social science lab; it is an entire laboratory.
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