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Abstract
In this study, we implement a Wasserstein GAN with
Gradient Penalty (WGAN-GP) to generate multi-channel
resting-state EEG data and assess the quality of the syn-
thesized signals through both visual and feature-based
evaluations. Our results indicate that the model effec-
tively captures the statistical and spectral characteristics
of real EEG data, although challenges remain in replicat-
ing high-frequency oscillations in the frontal region. Ad-
ditionally, we demonstrate that the Critic’s learned repre-
sentations can be reused for gender classification task,
achieving an out-of-sample accuracy, significantly bet-
ter than a shuffled-label baseline and a model trained di-
rectly on EEG data. These findings suggest that gener-
ative models can serve not only as EEG data generators
but also as unsupervised feature extractors, reducing the
need for manual feature engineering. This study high-
lights the potential of GAN-based unsupervised learn-
ing for EEG analysis, suggesting avenues for more data-
efficient deep learning applications in neuroscience.

Keywords: Generative adversarial networks (GANs); EEG;
Unsupervised Representation Learning

Introduction
Generative AI—including techniques such as Generative Ad-
versarial Networks (GANs) (Goodfellow et al. (2014)), Vari-
ational Autoencoders (VAEs) (Kingma (2013)), and diffusion
models (Ho et al. (2020))—is being increasingly recognized
as a powerful tool in neuroscience. It has found various appli-
cations ranging from synthesizing neural data to also learning
reusable representations of neural signals in an unsupervised
manner.

One of the challenges in neuroscience is the limited avail-
ability of high-quality neural data, as collecting such data is
often costly and time-consuming. Generative AI can help ad-
dress this issue by creating realistic synthetic datasets that
capture the statistical properties of real neural recordings. Ad-
ditionally, in cases where labeled data is sparse or certain
conditions are underrepresented, synthetic data can help bal-
ance datasets, leading to more robust analyses and improved
model performance (Murphy (2022)). The use of genera-
tive AI—particularly GANs—for data augmentation in neural

datasets has been relatively well studied. Prior research has
demonstrated that augmenting datasets with generated neural
signals can enhance classification accuracy in tasks such as
motor imagery (Hartmann et al. (2018); Fahimi et al. (2020)),
emotion recognition (Pan & Zheng (2021)), and detection of
epileptic seizure (Pascual et al. (2020)).

Beyond data augmentation, generative AI—particularly
GANs—also provides a way to learn meaningful feature rep-
resentations in an unsupervised manner (Radford (2015)). By
learning a latent space that effectively captures the underly-
ing structure of neural data, GANs can generate interpolated
samples that preserve key statistical and physiological prop-
erties. These learned representations can be repurposed for
supervised tasks, reducing the need for extensive and often
labor-intensive feature engineering. This approach is partic-
ularly beneficial for neural signal processing, where prepro-
cessing and manual feature extraction can significantly influ-
ence final results (Robbins et al. (2020); Botvinik-Nezer et al.
(2020)). This way, an unsupervised generative model can first
be trained using publicly available, large-scale resting-state
datasets and later fine-tuned on task-specific data, which is
often more limited. In this way, generative AI not only mitigates
the issue of limited case-specific samples through data aug-
mentation but also tackles this issue by offering transferable,
reusable representation of the data that can later be fine-tuned
for a downstream, case-specific supervised task.

While recent work has introduced novel architectures like
criss-cross transformers for unsupervised EEG representation
learning Wang et al. (2024), the use of generative adversarial
networks (GANs) for this purpose remains relatively underex-
plored, with some studies investigating their potential Liang et
al. (2021). This may be due to the fact that GANs in neuro-
science have primarily been applied for data augmentation,
often on small, domain-specific datasets, and mainly focused
on generating extracted features rather than raw time-series
data. As a result, GANs have not been widely utilized as di-
rect neural signal processors or feature extractors.

In this study, we aim to extend the use of GANs beyond
data augmentation by incorporating larger-scale EEG record-
ings—particularly resting-state, task-free data—to train a GAN
model for neural data generation. We further explore the utility
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of the learned representations from its intermediate layers of
its discriminator for downstream classification tasks, demon-
strating their potential for improving neural signal analysis.

Methods
Data
We used the MPI-LEMON dataset (Babayan et al. (2019)),
a publicly available resource designed to study mind-body-
emotion interactions. This dataset includes resting-state EEG
(rs-EEG) recordings from 216 participants, utilizing 61 EEG
channels during both eye-closed and eye-open experimen-
tal blocks. Data from 13 participants were excluded due
to missing event information, different sampling rates, mis-
matching header files, or insufficient data quality (Babayan
et al. (2019)). Each participant contributed a 16-minute EEG
recording, resulting in a total of 54.13 hours of rs-EEG data.

Preprocessing To preserve the natural structure of the EEG
data, we kept preprocessing to a minimum (Delorme (2023)).
We first downsampled the EEG signals to 98 Hz. This sam-
pling rate was deliberately chosen as a workaround to remove
power line noise (50 Hz) without requiring an additional low-
pass or notch filter.

Following the steps outlined in Défossez et al. (2023), we
then applied Baseline correction by subtracting the average
value of the first 0.5 seconds from each channel. The data
was then normalized using Scikit-Learn’s robust scaler, fol-
lowed by standard scaling. To mitigate the impact of ex-
treme outliers, values exceeding 20 standard deviations were
clamped. Data clamping is found to be as effective as
more complex artifact rejection methods such as AutoReject
(Défossez et al. (2023)).

Finally, EEG signals were high-pass filtered at 0.5 Hz to
remove low-frequency drift and were segmented into around
5-seconds windows (512 time points). In this study, we in-
cluded eight EEG channels (F1, F2, C1, C2, P1, P2, O1, and
O2). Selecting 8 out of the 61 EEG channels were primarily for
practical reasons, since this subset allowed for faster experi-
mentation and model development. However, the proposed
model is designed to be scalable. Specifically, the capacity of
each layer—such as the number of filters in the convolutional
layers—is proportional to the number of input channels. This
allows the model to be adapted to accommodate and process
additional EEG channels as needed. In the supplementary
materials we compared the model’s performance with addi-
tional 16 and 56 channels to demonstrate the scalability of the
results

Architecture Details
We implemented a Wasserstein Generative Adversarial Net-
work Arjovsky et al. (2017) with Gradient Penalty (WGAN-
GP) Gulrajani et al. (2017) to generate multi-channel EEG
data. The model consists of two core components: A gen-
erator, responsible for producing synthetic EEG signals, and
a discriminator—referred to as a ”Critic” in the WGAN frame-
work—which evaluates whether the generated data is real or

synthetic.

Figure 1: Architecture of the proposed model. This architec-
ture combines DCGAN elements with Transformer-inspired at-
tention modules, to more effectively capture both local and
long-range temporal dependencies in EEG time-series data.

Our architecture follows the Deep Convolutional GAN (DC-
GAN) (Radford (2015)) framework, incorporating a stack of
convolutional layers with upsampling layers in the genera-
tor and strided convolutional layers in the Critic (Figure 1).
For upsampling, we used linear interpolation, as it has been
shown to produce significantly fewer high-frequency artifacts
compared to nearest-neighbor upsampling (Hartmann et al.
(2018)).

To improve the model’s ability to capture long-range depen-
dencies in EEG signals, we integrated a one-dimensional self-
attention mechanism into both the generator and the Critic.
This self-attention layers includes: (1) A multi-head attention
mechanism applied along the time dimension. (2) a layer nor-
malization module, and, (3) and a learnable positional em-
bedding layer, similar to how they are used in Transformers.
Instead of using fixed sinusoidal embeddings (as in Vaswani
(2017)), we use trainable positional embeddings for each time
step, which are added to the input tensor before feeding the
sequence into the multi-head attention block. Our ablation ex-
periment showed that this self-attention layer is essential in
model performance in generating realistic and diverse EEG
data. All weights in the convolutional and dense layers were
initialized using a random normal distribution with a mean of 0
and a standard deviation of 0.02. This initialization has been
shown to stabilize GAN training and prevent divergence (Rad-
ford (2015)).

To account for individual variability across participants and
enhance diversity in the generated EEG signals, we incorpo-
rated a participant-specific transformation layer. Inspired by



(Défossez et al. (2023)), this layer is applied after the gen-
erator produces synthetic data learns a participant-specific
transformation matrix M ∈RD1×D1 for each participant s∈ [S].
This modification was critical in preventing generator mode
collapse — a scenario where the generator produces only a
limited set of examples to deceive the critic. By leveraging this
layer, the generator was able to produce more diverse outputs.

Training

As the name WGAN-GP indicates, in the training of this net-
work we used the Wasserstein loss function.

L=Ez∼p(z)
[
D(G(z))

]
−Ex∼pr

[
D(x)

]︸ ︷︷ ︸
Wasserstein loss

+λEx̂∼px̂

[
(∥∇x̂D(x̂)∥2 −1)2

]
︸ ︷︷ ︸

gradient penalty

The first term, estimates the distance between the real
data distribution and the generated data’s distribution using
the Wasserstein distance (also known as the Earth Mover’s
Distance). The second term, known as gradient penalty, en-
sures that the Critic function remains close to 1-Lipschitz by
penalizing deviations of the gradient norm from 1. Px̂ de-
notes the distribution of points obtained by sampling uniformly
along the line segments between real and generated samples.
lambda λ is the gradient penalty coefficient. We set the gradi-
ent penalty weight to 10.

The generator’s loss remains:

LG = Ez∼p(z)
[
D(G(z))

]
since the generator aims to produce samples that maximize

D(G(z)) (or equivalently, minimize −D(G(z))), thereby re-
ducing the estimated Wasserstein distance between the gen-
erated and real distributions.

Both the generator and critic were optimized using the
Adam optimizer (beta1 = 0.5,beta2 = 0.9), with an initial
learning rate of 0.00094 and a batch size of 128. The learning
rate was reduced progressively using an exponential decay
schedule with a decay step of 100,000 and a decay rate of
0.90. This gradual reduction in the learning rate was crucial
to preventing training instabilities, such as model blow-ups or
divergence.

Latent variables z for the generator were sampled from a
normal distribution with the mean and standard deviation of
the real data. To ensure the Critic remains well-trained and
provides meaningful feedback to the Generator, the Critic was
updated twice per each Generator update. Specifically, in
each training iteration, two full forward and backward passes
were performed on the Critic using both real and generated
samples before updating the Generator once.

Data shuffling across batch dimensions was enabled in the
Keras fit function, ensuring that each training iteration included
segments from different subjects. The model was trained for
900 epochs (129,600 steps) on an NVIDIA V100 GPU with
mixed precision using CUDA 12.7. The entire model devel-
opment and training process was implemented using Keras

(v3.5.0) with the PyTorch (v2.4.1) backend. The implemen-
tation code for this model is available at: https://github
.com/Yeganehfrh/YARE-GAN

Evaluation Metrics

To assess the quality of the generated EEG data, we con-
ducted both visual inspections and quantitative comparisons
between real and generated signals. We first examined the
generated signals in the time and frequency domains to check
for realistic waveform structures and spectral properties. Next,
we quantified the similarity between real and synthetic data by
extracting several statistical and spectral features, including:

Hjorth parameters (activity, mobility, complexity) to capture
signal variance, frequency composition, and dynamic com-
plexity Hjorth (1970).

Higher-order statistics, such as kurtosis and skewness,
to analyze the distribution of EEG amplitudes.

Relative Power spectral features across standard EEG
frequency bands (delta, theta, alpha, beta, gamma) to com-
pare oscillatory activity.

Functional connectivity between EEG channels to ensure
that the generated data maintained realistic inter-channel re-
lationships. We computed pairwise cosine similarity between
EEG channels as a proxy measure of functional connectivity.

To track how well the model learned the statistical proper-
ties of real EEG, we computed the Fréchet Distance (FD) be-
tween the feature distributions for each EEG channel through-
out training, measured every 50 epochs. This allowed us to
monitor the learning process, identify potential challenges in
capturing specific channels’ features.

Classification task: reusing the Critic’s intermediate
representations for a downstream task

To assess whether the representations learned in the inter-
mediate layers of the GAN were useful for a new task, we
repurposed the Critic for gender classification. Specifically,
we extracted features from its convolutional and attention lay-
ers, applied MaxPooling (with a fixed pool size of 4) to reduce
dimensionality, then flattened and concatenated the resulting
outputs. This process yielded an 896-dimensional activation
vector, which served as the input to a downstream classifier.
Our approach follows the method proposed in Radford (2015)

Our classification model consisted of a simple dense layer
with 64 units, both using the GELU activation function. The
final output layer was a dense layer with a Sigmoid activation
function. This model received the learned embeddings from
the Critic and predicted the corresponding gender class.

For this classification task, we used a publicly available
EEG dataset from OpenNeuro (Kekecs et al. (2023)). Impor-
tantly, this dataset was entirely independent and had not been
used during GAN training. It consists of resting-state EEG
recordings from 52 participants (39 female, mean age 24.5),
each with approximately 30 minutes of data. To achieve a bal-
anced gender distribution, we resampled the data to include
an equal number of male and female participants, resulting in

https://github.com/Yeganehfrh/YARE-GAN
https://github.com/Yeganehfrh/YARE-GAN


a final subset of 26 participants. 80% of the data was used for
training and 20% for testing.

We trained the model using binary cross-entropy loss with
the Adam optimizer (learning rate = 0.001). Training was con-
ducted for 1000 epochs with a batch size of 128. To evaluate
model performance, we used accuracy as the primary metric.

As baselines for the classification task, we included two
comparisons. First, a randomized baseline, in which we shuf-
fled the labels to test whether the model was learning mean-
ingful patterns rather than overfitting to noise. Second, we
used the minimally processed EEG data (as described in the
methods) to predict participants’ age, using the same held-
out dataset. For this, we flattened each EEG segment across
the time (512) and channel (8) dimensions into a single 4096-
length vector. This resulted in an input shape of (batch size,
4096), which was then fed into the same classifier architecture
used for the primary task.

Results

Training Statistics

Figure 2 shows the generator and Critic loss curves over 900
training epochs. Throughout this process, we also continu-
ously monitored the gradient penalty, the norm of the critic’s
gradient, and the critic’s prediction of the real and fake data,
to ensure stable learning and prevent divergence (Figure 2).

Result 1: The proposed architecture is successful
in Generating multi-channels EEG data

Figure 4 presents a visual comparison between real and
generated EEG signals, highlighting their average waveforms
and standard deviations in both the time and frequency do-
mains. Despite the model not being explicitly trained on
frequency-domain data, the power spectral density (PSD)
analysis shows that it successfully captured the spectral char-
acteristics of different EEG channels.

In the time domain signals remain within the same dy-
namic range, demonstrating that the model effectively learned
key temporal properties. Also, principal component analysis
(PCA) was used to assess the similarity between real and
generated data in a lower-dimensional space. By reducing
each EEG (512, 8) segment to 2 principal components, the
PCA plot reveals real and generated EEG data exhibit similar
distributions in a lower-dimensional space (Figure 3a). Fur-
thermore, the overall distribution of real and synthetic data
across all channels (Figure 3b) shows a strong resemblance,
further confirming that the model successfully learned the un-
derlying statistical properties of the EEG signals.

To further strengthen the qualitative evaluation (”eye test”),
figure 5 compares the functional connectivity of real and gen-
erated signals using cosine similarity. This adds a structure-
sensitive perspective beyond time- and frequency-domain
comparisons. The high degree of similarity in connectivity
patterns suggests that the generative model successfully cap-
tures realistic inter-channel relationships in the EEG data.

To quantify the similarity between real and generated EEG
signals, we computed the Fréchet Distance (FD) on features
extracted from both the time and frequency domains. Figure
6 illustrates how FD evolves during training across different
electrode regions—frontal, central, parietal, and occipital.

As the graph indicates, FD gradually decreases over the
course of training, suggesting that the generator becomes in-
creasingly better at producing realistic EEG data. However, a
breakdown of FD across different EEG channels reveals that
the model learns lower-frequency components more effec-
tively than higher-frequency components. It might be because
those signals naturally have higher energy, making them eas-
ier for the network to learn. Additionally, the generator strug-
gles more with frontal EEG channels compared to posterior re-
gions, particularly in the higher gamma frequency range. This
suggests that higher-order cognitive activity patterns, which
are often more complex in frontal regions, are more challeng-
ing for the model to replicate.

Result 2: The proposed Critic learns useful
representation, making it reusable for a
downstream tasks (gender classification)
To evaluate whether the Critic’s learned representations are
transferable to a new task, we assessed its performance
on gender classification. As shown in Figure 7, the model
achieved a validation accuracy of 70%, substantially outper-
forming both a shuffled-label baseline and recent EEG foun-
dation models (Figure 7c), confirming that the Critic has cap-
tured meaningful EEG features.

These results indicate that, in the process of discriminat-
ing between real and generated EEG data, the Critic has
learned transferable representations of EEG structure that can
be reused for an entirely new classification task using new
dataset that was never seen during GAN pre-training. This un-
derscores the potential of unsupervised representation learn-
ing with GAN-based architectures in EEG research, offering
a promising path toward reducing reliance on manual feature
engineering.

To further support this claim, we evaluated the Critic’s
intermediate representations on an additional downstream
task—classifying participants’ level of hypnotic suggestibility,
as measured by the Harvard Group Scale of Hypnotic Suscep-
tibility (HGSHS). Unlike gender, this label is derived from self-
assessment and may be inherently noisier due to variability
in subjective reporting and individual interpretation. Despite
this, the model achieved a validation accuracy of 65% (chance
level: 50%), indicating a meaningful signal in the learned fea-
tures. More details on this experiment are provided in the
supplementary materials. These findings further reinforce the
robustness and generalizability of the Critic’s representations
across tasks and datasets, even in the face of ambiguous and
less objective labeling.

Discussion and Conclusion
In this study, we implemented a Wasserstein Generative Ad-
versarial Network with Gradient Penalty (WGAN-GP) to gen-



Figure 2: Training Statistics. Each graph shows key metrics tracked over 900 training epochs: (a) Loss curves for the Generator
(b) and Critic. (c) Gradient penalty (the L2 norm of the gradient of the Critic with respect to its input data) and (d) Critic gradient
norm (the gradient magnitude of the Critic with respect to its weights). (e) The average Critic predictions for real and fake data
at each epoch. The Critic consistently assigns higher values to real data, indicating that it continues to learn and has not been
fully deceived by the Generator.

Figure 3: (a) PCA visualization of real (blue) and generated
(orange) EEG data in a two-dimensional space, showing the
degree of overlap between the distributions. Each point rep-
resents an individual EEG segment. (b) Global distribution
comparison of real and generated data, aggregated across all
EEG channels and time points, illustrating their overall align-
ment.

erate multi-channel EEG data and evaluated the quality of the
synthesized signals using both visual inspection and feature-
based quantitative measures. Our results demonstrate that
the model successfully learned key statistical and spectral
characteristics of EEG signals, as evidenced by the decreas-
ing Fréchet Distance (FD) over training epochs. However, we
observed that the generator struggled more with replicating

high-frequency components (gamma band) in the frontal re-
gion, suggesting that these aspects of neural data are more
complex to capture.

Beyond data generation, we assessed the transferability of
the learned features by by using the Critic’s intermediate rep-
resentations for a downstream gender classification task. The
model achieved a validation accuracy of 70% without requir-
ing any fine-tuning on out-of-sample data, significantly outper-
forming a shuffled-label baseline and the classifier trained us-
ing minimally processed EEG data. These results suggest
that the GAN’s Critic effectively captured meaningful EEG fea-
tures that generalize across tasks. This highlights the promise
of unsupervised representation learning in reducing depen-
dence on manual feature engineering in EEG analysis, and
marks a step toward the development of general-purpose
foundation models for EEG.
Limitations Despite the promising results, our approach
has several limitations. First, the training data was derived
from a single dataset (LEMON) and limited to eight selected
EEG channels, which may restrict the model’s ability to gen-
eralize to datasets with different recording conditions or ad-
ditional EEG channels distributed across the scalp. Although
we demonstrated that the current model can scale to include
more EEG channels (see Supplementary Materials), further
experimentation is still needed to achieve more stable training

Second, we have not yet benchmarked our model against



Figure 4: Visual inspection of generated and real data in the frequency and time domains across eight different EEG channels.
The power spectral density (PSD) and time-series data are averaged over segments (batch dimension), with the shaded regions
indicating the standard deviation. In all subplots, the blue line represents the real data, while the orange line shows the generated
data.

Figure 5: Cosine similarity matrices in generated and real
data. The matrices show the similarity between signals from
different EEG channels, demonstrating the model’s ability to
reproduce realistic functional connectivity patterns

other EEG representation learning models. Including such
comparisons would offer deeper insights into our model’s
strengths and highlight areas for potential improvement.

Future Directions Moving forward, we aim to:

• Expand training data by incorporating larger, more diverse
EEG datasets, including task-related and clinical recordings
to improve generalizability.

• Enhance high-frequency EEG generation.

• Explore broader applications of the learned representations
in tasks such as cognitive state decoding and neurological
disorder detection.

• Improve model interpretability by analyzing the latent rep-
resentations learned by the GAN. Specifically, we plan to
investigate which EEG channels contribute most to the



Figure 6: Fréchet Distance (FD) over training epochs. The upper row shows the FD between real and generated data for spectral
features, measured as power within standard EEG frequency bands (delta, theta, alpha, beta, gamma) across different electrode
regions. The lower row presents the FD evolution for manually extracted time-domain features, including Hjorth parameters (com-
plexity, mobility, activity), skewness, and kurtosis. A decreasing FD over epochs indicates that the generated data increasingly
resembles real EEG signals, though differences remain across frequency bands and electrode locations.

learned features, as well as the attention weights in down-
stream classification tasks. This analysis will help identify
the most influential features in the model’s internal repre-
sentations.

Overall, this study demonstrates the promise of GAN-based
unsupervised learning for extracting meaningful representa-
tions from EEG data, paving the way for future advancements
in data-efficient deep learning applications in neuroscience.
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Supplementary
Effects of Different Preprocessing Choices

The preprocessing of the EEG data was mainly motivated by
a desire to avoid introducing any frequency-domain transfor-
mations (such as filtering) before handling raw time-domain
features. This choice was made to preserve the temporal
structure of the signal during early preprocessing and avoid
potential artifacts introduced by edge effects during filtering.
This was the reason that we first did the baseline correction
and then applied a high-pass filter.

We acknowledge that standard practice often recommends
the reverse order. Therefore, to evaluate the impact of the
preprocessing order, we repeated the entire preprocessing
pipeline with the revised ordering — applying the high-pass
filter (0.5 Hz) before baseline correction — and compared the
resulting signals across both time and frequency domains.

Results showed extremely high similarity between the two
approaches: Time domain: Mean Pearson correlation =
0.9999 ± 0.0017, minimum = 0.9375 Frequency domain:
Mean Pearson correlation = 0.9999 ± 0.0003, minimum =
0.9912

These correlations were computed per participant and per
channel across 202 subjects and 8 EEG channels. The cor-
relation heatmap in Figure 8 shows the correlation between
two different preprocessing across channels for a subset of
the participants:

Figure 8: Comparison between signals processed with differ-
ent preprocessing ordering

Time series plots (e.g., channel F2) and power spectral
density comparisons using Welch’s method also visually con-
firm the near-identical nature of the signals, however there is
a vertical shifts in amplitude (Figure 9 and Figure 10):

Figure 9: Time series of two signals processed using different
preprocessing ordering

This shift can be interpreted as an offset transformation
along the y-axis, which does not alter the temporal structure,

Figure 10: Effect of preprocessing order on signal Power
Spectral Density

Figure 11: Comparison between different methods for elimi-
nating the line noise at 50 Hz

spectral content, or phase dynamics of the signal. From the
perspective of deep learning — particularly in architectures
such as convolutional networks or GANs — this kind of trans-
formation is unlikely to affect the learning process, as such
models are largely invariant to constant additive shifts when
using normalized or standardized inputs (as is the case here).

As for our choice for downsampling, we downsampled the
data to 98 Hz as a practical strategy to eliminate 50 Hz line
noise without introducing distortions commonly caused by fil-
tering. Based on the Nyquist theorem, frequencies above 49
Hz are attenuated, naturally removing the 50 Hz component.
While notch or low-pass filters are standard alternatives, they
can significantly alter the shape of the power spectral density
(PSD), especially in the gamma ranges.

As shown in the figure 11 (channel C2 as an example), both
notch and low-pass filters introduce sharp discontinuities and
frequency band compression, which degrades the realism of
generated signals in our empirical evaluations. In contrast,
downsampling preserved the natural spectral profile while ef-
fectively removing line noise. All filters were implemented us-
ing the scipy.signal module (v1.15.1)

Progression of similarity between real and
generated signals across training epochs

To visualize how the distribution of generated signals evolves
during training, we performed PCA on the real and generated
data at various epochs. The 2D projections (figure 12 shows
how the GAN progressively learns to approximate the real
data distribution. Initially, the generated samples form a com-
pact cluster, but over time, they gradually expand and overlap
with the real data manifold, indicating improved realism and
diversity.



Figure 12: Progression of the GAN’s learning over training
epochs. PCA projections of real (red) and generated (blue)
EEG samples are shown at selected epochs.

Figure 13: Classification performance on hypnotic suggestibil-
ity using the Critic’s EEG embeddings. (a) Training and vali-
dation accuracy across 1000 epochs. The dashed line marks
the 50% chance level. (b) Corresponding loss curves.

Hypnotic Suggestibility Classification

To further test the generalizability of the Critic’s learned EEG
representations, we applied the same classification setup as
used in the gender prediction task (described in the main text)
to a new task: predicting participants’ level of hypnotic sug-
gestibility. Labels were based on the Harvard Group Scale
of Hypnotic Susceptibility (HGSHS), a subjective self-report
measure.

We used the same publicly available EEG dataset from
OpenNeuro as for the gender classification task, but selected
a different subsample to ensure a balanced distribution of low
and high hypnotizable participants, yielding a final subset of
34 participants.

Despite the increased label noise, the classifier achieved
a validation accuracy of 65%, significantly above the 50%
chance level (figure, 13), highlighting the robustness and
transferability of the Critic’s representations even in more am-
biguous classification tasks.

Proposed Architecture’s Scalability

To assess the scalability of the results, we compared the
model’s performance with additional 16 and 56 channels. In
this setup, the architectural components such as the embed-
ding dimension in positional encoding, the size of each self-
attention head (query/key), and the number of feature maps in

Figure 14: Comparison of the power spectral density between
real and generated signals when using 16 EEG channels.
This graph shows the results after 150 epochs of training.

Figure 15: Comparison of cosine similarity between real and
generated signals when using 16 EEG channels

convolutional layers were scaled proportionally to the number
of input channels. We trained these models for 150 epochs
and compared their performance at the same training stage.
Table 1 summarizes this comparison:

The results indicate that training time does not scale lin-
early with the number of channels, an encouraging sign for
scalability.

The following graphs 14, 15, 16, 17 compare the real and
generated signals in terms of their power spectral density and
connectivity matrix when 16 and 56 channels used, after 150
epochs of training.

Figure 16: the power spectral density between real and gen-
erated signals when using 56 EEG channels



Channels 8 16 56
Total Trainable Parameters 636,721 872,009 8,434,385

Training speed (Milliseconds per step) 197 200 350
FD (Spectral Features; normalized by number of channels) 0.163 0.173 0.965
FD (Hjorth parameters; normalized by number of channels) 0.182 0.179 4.168

Table 1: Comparison of model performance for different channel configurations.

Figure 17: cosine similarity between real and generated sig-
nals when using 56 EEG channels

More details on design choices during model
development
Hyperparameter choices: Training parameters (e.g., GP
weight, batch size, learning rates) were tuned empirically to
ensure stable GAN training and avoid mode collapse. We
chose a relatively large batch size (128), as our hardware al-
lowed for it. This improves gradient estimates but requires low-
ering the learning rate to maintain stability. Gradient penalty
weight was set based on the original WGAN-GP paper, but
we also tested alternative values and retained the one that
yielded the most stable training.

Architectural choices (e.g., number of neurons) are
scaled according to the number of EEG channels as explained
above in the model’s Scalability section. The general structure
of our model combines a DCGAN-inspired architecture with
self-attention layers and positional encoding to better model
temporal dependencies in EEG time-series data.

Low-Dimensional Visualization of Real and
Generated EEG Features Using UMAP
In addition to PCA, we applied UMAP (Uniform Manifold Ap-
proximation and Projection) as a dimensionality reduction
technique to assess the similarity between real and gener-
ated data in a lower-dimensional space. Each EEG segment,
originally shaped (512, 8), was reduced to two dimensions.
We then applied the HDBSCAN clustering algorithm to these
2D UMAP components. The results indicate that the regions
where the real and fake data do not overlap are primarily la-
beled as noise by HDBSCAN (i.e., assigned a label of -1).
In contrast, the dense core region—representing high-density
areas—shows substantial overlap between real and fake sam-
ples, although not entirely complete. Figure 18 presents a 2D
UMAP visualization of the real and generated signals.

Figure 18: UMAP visualization of real (blue) and generated
(orange) EEG data. the left subplot displays the HDBSCAN
clustering labels of the 2D UMAP representation of the real
data. The right subplot shows both real and fake samples in
the same 2D space, color-coded accordingly, with the noise-
labeled points from the real data highlighted
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