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Coexisting mechanisms of thermally driven magnetization reversal in shakti spin ice systems
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The switching mechanisms in artificial spin ice systems are investigated with focus on shakti and vertex-
modified shakti lattices. Minimum energy paths are calculated using the geodesic nudged elastic band method
implemented with a micromagnetic description of the system, including the internal magnetic structure of the
islands and edge deviations. Two switching mechanisms, uniform magnetization rotation and domain wall
formation, are found to have comparable activation energies. The preference for one over the other depends
strongly on the saturation magnetization and the magnetic ordering of neighboring islands. Surprisingly, these
mechanisms can coexist, leading to an enhanced probability of magnetization reversal. These results provide
valuable insight that can help control internal magnetization switching processes in spin ice systems and help

predict their thermodynamic properties.
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I. INTRODUCTION

Artificial spin ice (ASI) systems [1-5] represent interact-
ing nanomagnets demonstrating complex emergent behaviors
arising from geometrically imposed frustration. Unlike natu-
rally occurring frustrated magnets, ASI offers precise control
over lattice geometry and interaction patterns, enabling sys-
tematic studies of frustration and collective dynamics. Due to
their unique magnetic properties, spin ice systems have po-
tential for various applications in next-generation data storage
devices [6], neuromorphic computations [7,8], and quantum
computing [9]. Magnetic ordering and dynamics observed
in artificial spin ice systems have been a rich playground
for investigations of a multitude of phenomena in interacting
nanomagnetic systems of different geometries [10-13]. Such
systems have been used for investigating ordering in frustrated
systems [12,14-16] and higher-order vertex interactions and
how they are modified by the geometry of the islands [17] as
well as spin wave dynamics both internally in the islands and
between islands [18-20].

Several articles have dealt with the thermal dynamics in-
volved in artificial spin ice systems, e.g., as the systems
transition from a frozen ordered state to a thermally active
state or can be thermally activated by heating to an elevated
temperature [21,22]. These dynamics arise from thermally
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activated reversals of the magnetization of individual islands
from the two opposing energy-minimum states.

These studies highlight the importance of the energy bar-
rier on the ordering in the system as any potential dynamics in
these systems are directly coupled to the reversal mechanism
and energy barrier of individual islands. This important role
is, e.g., exemplified in shakti [Figs. 1(a) and 1(b)] and Saint
George spin ice lattices composed of islands with different
reversal energy barriers, which freeze into a low-temperature
state at different temperatures governed by their reversal bar-
rier and the magnetic arrangement of their neighboring islands
[23-25]. For the chosen two building block geometries, we
achieved quite similar but still striking results of the coexis-
tence of different switching mechanisms. So, one can expect
similar effects in ASI systems of other geometries once a
more advanced analysis based on micromagnetic theory is
conducted.

In many cases, simple models can be employed to de-
termine the energy barrier for an island reversal, such as
determining them directly using the Stoner-Wolfarth model
for ellipsoidal islands [26] as well as micromagnetic modeling
of the energy barrier, assuming uniform rotation of magne-
tization. These model calculations are, however, limited as
they do not capture thermal effects and exclude nonuniform
magnetization reversal mechanisms from consideration. Such
calculations may also neglect any potential deviations in the
magnetization direction occurring at the edges of the islands
arising from interactions with neighboring islands at the ver-
tex and how they potentially alter the magnetization switching
between the two ground states. In addition to the reversal
barrier inherent in individual islands, the vertex arrangements
of islands have recently been shown to comprise an additional
modification of the energy landscape within individual islands
through edge magnetization deviations at the ends of the

Published by the American Physical Society
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FIG. 1. Island magnetization reversal mechanisms. (a), (b) The arrangements of the shakti lattice building block and the vertex-modified
shakti geometry used for the calculations of the reversal barrier for long islands. The color code used to indicate the magnetization direction is
illustrated in panel (c). (d)—(i) The six possible switching mechanisms of the long island: uniform rotation (clockwise and counterclockwise)
and domain wall formation with head-to-head and tail-to-tail types, with down (—e,) and up (+e,) directions of the central spin.

islands, rich in dynamics and adding to the ordering phenom-
ena of ASI systems [18,27,28].

In this study, we develop and apply micromagnetic-based
minimum energy path (MEP) calculations to determine en-
ergy barriers in square and shakti artificial spin ice. Using our
model, we obtain full energy barrier profiles and intermediate
states of the systems as they traverse between energy-
minimum states. Determining the reversal energy barrier for
individual islands as a function of island magnetization, we
observe a crossover between the reversal mechanisms from
a uniform rotation to a domain wall formation. Above this
bifurcation point, our modeling shows both the reversal mech-
anisms to be stabilized, enabling the reversal to occur through
two pathways, potentially affecting the dynamics of the sys-
tem, especially close to the bifurcation point. Altering the
magnetization of neighboring islands we observe the rever-
sal mechanism to be strongly affected by the magnetization
direction of neighboring islands.

II. MODEL AND METHOD

The Hamiltonian used for describing spin ice systems is of
the following form:

H=I / <A[(8xm)2 + (dym)*] — %Msbd -m)dS, (1)

where m is the unit vector in the direction of local magnetiza-
tion, A is the exchange stiffness constant, M is the saturation
magnetization, b, is the demagnetizing field, / is the thickness
of the islands, and dS = dxdy is the area element of the
islands. We fix [ = 3.3 nm to be much smaller than the island
width and thus can neglect magnetization variation along the
island thickness, i.e., m = m(x,y). The exchange constant
equals 13 pJ/m, which is a standard value for permalloy
[29]. We vary the saturation magnetization value in the range
[100, 350] kA/m in most simulations, and only for calculating
energy barriers and reversals for edge modulation states, we
consider My = 800 kA/m. Several materials have been shown
to have a tunable magnetization within this range. Among
these materials are amorphous alloys of CoAlZr, where the

magnetization and Curie temperature can be tuned via Co
concentration in a large range [30,31]. The geometry of the
spin ice system we investigate is shown in Fig. 1. For in-
vestigating the magnetization reversal barrier and mechanism
of the long islands, we focus our attention on the building
block of the shakti geometry shown in Fig. 1(a), where two
small islands are connected to the long island vertex [23,25].
Additionally, we explore a vertex-modified shakti geometry
shown in Fig. 1(b), where an additional third small island is
connected to the long island vertex. Such vertices occur in the
staggered shakti geometry, which is composed of both types
of long island vertices explored in this work [12]. For both
cases, we focus our study on the switching of the long island,
while the smaller islands remain in their primary magnetiza-
tion. We use a standard color code [Fig. 1(c)] to visualize the
magnetization within the islands.

To obtain equilibrium states in the spin ice systems, we
minimize the energy given by Eq. (1) in the Mumax3 software
[29] relying on the steepest descent methods, i.e., utilizing the
effective field Beogr = —MS‘IS”H /ém. Calculation of MEPs and
energy barriers between any two stable states is done with
the geodesic nudged elastic band (GNEB) method [32,33],
which is implemented in Mumax3 and available in a GitHub
repository [34]. Recently performed GNEB calculations for
complex magnetic spin textures such as skyrmions [35,36],
hopfions [37,38], and magnetic bubbles [39] in multilayer sys-
tems demonstrate its high efficiency in studying a wide variety
of textures. According to the method, we consider a set of N
states, referred to as images, M, where the initial v = 1 and
final v = N images correspond to equilibrium points, while all
intermediate 1 < v < N images are movable points. Each of
the movable images, M ,, is subject to a force F,, arising from
the effective field By and from adjacent images M, _; and
M, .. The latter force is a spring force and is proportional to
the geodesic distance between images. Applying the velocity
projection optimization method, the forces F, are zeroed to a
given tolerance. In the Mumax3 code, we have simulated 15
images interacting through the forces F,. All derivatives in
Eq. (1) are approximated with the second-order finite differ-
ence scheme.
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The GNEB method makes it possible to determine MEPs
between magnetic states, thereby revealing the transition
mechanisms. The point of highest energy along an MEP cor-
responds to the saddle point on the energy surface of the
system, which defines the energy barrier and the rate of transi-
tion within the harmonic approximation to the transition state
theory [40,41]. The GNEB method thus provides a practical
framework for analyzing the thermal stability of magnetic
states, especially in regimes where the thermal energy is
much smaller than the energy barrier. In such cases, thermally
activated transitions become rare events on the timescale of
precessional dynamics, making direct simulations of magne-
tization dynamics via numerical integration of the stochastic
Landau-Lifshitz-Gilbert equation computationally impracti-
cal for calculating transition rates. At moderate temperatures,
where transitions occur more frequently, direct comparisons
between GNEB-based predictions and magnetization dynam-
ics simulations become feasible. Such comparisons have been
performed in previous studies [36,37,40,42], showing good
agreement between the two approaches.

While the energy barriers obtained from the GNEB cal-
culations are the primary quantities determining the thermal
stability of magnetic states, calculating transition rates and
lifetimes also requires an evaluation of the Arrhenius preex-
ponential factor [40,41]. A detailed analysis of these rates and
lifetimes lies beyond the scope of the present work and will
be addressed in future research.

III. RESULTS
A. Saddle points

Every island in the spin ice system is magnetized along the
primary axis due to the shape anisotropy. As shown in Fig. 1,
switching between right- and left-magnetized islands, denoted
as Minimum States 1 and 2, can occur via uniform rotation
[Figs. 1(d) and 1(e)] or via domain wall formation [Figs. 1(f)—
1(i)] represented by the saddle point configurations and illus-
trated in the figure. Here, we ignore multidomain switching
mechanisms [43] as they have higher energy barriers in the
range of saturation magnetization values we consider and are
only relevant in the case of high M;. In the case of planar
magnets, the characteristic size of the domain wall is given by
the exchange length lox = \/2.4/(1oM?2), which can be used
as a good estimate for comparing the domain wall width to
the size of the islands. For the values of M, considered in this
study, /e lies in the range 1545 nm.

For a single island switching, clockwise (CW) and coun-
terclockwise (CCW) uniform rotations [Figs. 1(d) and 1(e)]
have identical energy barriers due to the symmetry of the
system. The same holds for four types of switching via the
domain wall formation [Figs. 1(f)-1(i)]. However, in spin ice
systems, the way neighboring islands are magnetized will
differentiate these switching cases. Due to the presence of the
small islands, energy barriers for CW and CCW switchings do
not generally coincide. The same holds for the domain wall
formation mechanisms. We distinguish four types of domain
wall transitions: head-to-head down (HHD), tail-to-tail down
(TTD), head-to-head up (HHU), and tail-to-tail up (TTU)
shown in Figs. 1(f)-1(1).

B. Shakti geometry

Considering the symmetry of the shakti building block
geometry, there are five unique cases for the magnetic ar-
rangement of the surrounding small islands when considering
the energy and reversal of the long island. An overview of
energetically representative states is shown in Figs. 2(a)-2(e).
Each of those energetically identical cases has its own sym-
metry, which is reflected in the switching mechanisms and
nonequivalence of the MEPs. The general feature of all MEPs
is that uniform rotation switching (CW and CCW) appears
only at low saturation magnetization values, while switching
via domain wall formation (HHD, TTD, HHU, and TTU)
is present at higher values of M. However, at some inter-
mediate values of M, all types of reversal mechanisms can
coexist depending on the magnetization of the neighboring
islands and their symmetry. Note that in a generic model of
a bistable magnet characterized by exchange and anisotropy,
uniform rotation of magnetization cannot coexist with other
reversal modes (see Appendix A). Therefore, the coexistence
of switching mechanisms arises from magnetostatic interac-
tions beyond shape anisotropy, as well as the influence of
neighboring islands. Geometries based on islands of differing
length, such as the shakti lattice, constitute systems with an
engineered energy hierarchy, with the long islands having a
higher blocking temperature than the small islands. At the
temperature at which magnetization reversal takes place for
the long islands, the small islands are thermally active and
rapidly switching between their two low energy states. The
magnetostatic coupling between the elements still has a direct
impact on the activation energy of each island. The instan-
taneous magnetic orientations of the small islands therefore
affects the reversal barrier and reversal mechanism of the long
islands.

The configurations shown in Figs. 2(a) and 2(e) are char-
acterized by the lowest symmetry. This results in that CW
and CCW switchings have different energy barriers; in other
words, their MEPs are not equivalent. Different energy barri-
ers are also observed for switching via domain wall formation.
In the case shown in Fig. 2(a), energy profiles along MEPs
for HHD (HHU) and TTD (TTU) coincide, but a minor
splitting is observed for HHD and HHU, while for the case
shown in Fig. 2(e), all MEPs correspond to different en-
ergy barriers. Configurations shown in Figs. 2(b)-2(d) are
more symmetric and MEPs for CW and CCW transitions
are equivalent. For cases shown in Figs. 2(b) and 2(c), all
switching mechanisms involving domain wall formation are
equivalent. However, the head-to-head and tail-to-tail domain
wall switching mechanisms are not equivalent for the case
shown in Fig. 2(d). Additionally, at M; = 200 kA/m, CW and
CCW transitions are present only for geometries (a)—(c). Re-
versal mechanism simulations for the vertex-modified shakti
geometry revealed similar results to those for the shakti ge-
ometry, with both uniform rotation and domain wall reversal
mechanisms present. The resulting energy barriers for varying
magnetization are provided in Appendix B. In both shakti and
vertex-modified shakti systems, the energy barriers are on the
order of 0.1-1 eV, which is larger than 25 meV—the thermal
energy available at room temperature. However, assuming
a reasonable attempt frequency, we can expect thermally
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FIG. 2. Switching mechanisms in the shakti system. (a)—(e) MEPs for five cases for different magnetizations of the small islands and values
of M, = 100, 200, and 350 kA/m. The orientation of the four small islands, surrounding the long island, is given in the top-left insets. CW and
CCW switchings are present only for M; = 100 kA/m [panels (a)—(e)] and for M, = 200 kA/m [panels (a)—(c)]. HHD, TTD, HHU, and TTU
switchings are present for M; = 200 kA/m and M; = 350 kA/m. In cases (a)—(c), MEPs for HHD (HHU) coincide with those for TTD (TTU),
while for geometries (d) and (e), MEPs for HHD (TTD) are comparable to HHU (TTU).

excited reversal to occur within a reasonable timescale, even
at room temperature.

In the theory of magnetization reversal, transitions with
the lowest energy barrier are typically of primary interest.
By comparing the cases shown in Fig. 2, it becomes evi-
dent that uniform rotation and switching via domain wall can
both represent the primary switching mechanism at differ-
ent M;. Consequently, the coexistence of different switching
mechanisms can be anticipated at a specific magnetiza-
tion saturation. In the following, we explore this in more
detail.

C. Primary switching mechanisms

As illustrated in the discussion above, the GNEB method
reveals different switching mechanisms for the long island
in a shakti geometry depending on the saturation magneti-
zation value and the arrangement of neighboring islands. To
investigate the reversal mechanism and its evolution system-
atically, we performed multiple runs of GNEB simulations
for different values of M; and compared energy barriers for
uniform reversal switching and switching via domain wall
reversal. Graphs summarizing the results are shown in Fig. 3.
For states shown in Fig. 3(a), uniform rotation is the only

mechanism for M; < 160 kA/m, and switching through the
domain wall formation is not present. For M, > 160 kA/m,
the simulations revealed two mechanisms to be stable: uni-
form rotation and switching through domain wall formation
with a lower energy. For the states shown in Fig. 3(b),
there is no such strict distinction, and for the intermediate
value of M, the saddle point rather represents a combina-
tion of a uniform rotation state and domain wall reversal.
The corresponding saddle point configurations are provided in
Fig. 3(b).

D. Edge deviations

To better understand the effect of neighboring islands on
the reversal mechanism, we investigated edge deviations in so-
called type I and type IV vertex states in artificial square spin
ice vertices shown in Fig. 4. These states have been shown
to have antiparallel [Fig. 4(a)] and flux-closure [Fig. 4(b)]
edge deviations [18,27,28]. In each case, the symmetric edge
modulation states are separated by energy barriers, which can
be identified by the GNEB method. As we can deduce from
Fig. 4(c), these barriers are substantially smaller in magni-
tude than those discussed previously, and in order to observe
them, higher values of saturation magnetization are needed, so
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FIG. 3. Primary mechanism for magnetization reversal. (a), (b)
The calculated energy barriers for the magnetization reversal of
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bottom-right insets. In the cases shown in panel (a), there are two
mechanisms—uniform rotation and switching via the domain wall
formation—that have a crossing point at M; >~ 160 kA/m. In the
cases shown in panel (b), there is only one primary switching mech-
anism representing a mixture of those two. The inset images above
panel (b) show saddle point states for selected values of M;.

we utilize M, = 800 kA/m for simulations. Thus, we do not
expect a significant influence of such edge deviations on the
energy barrier magnitude for M, € [100, 350] kA/m, as dis-
cussed above. However, these edge deviations will affect the
reversal pathway, i.e., whether the reversal occurs through a
CW or CCW reversal for uniform rotation or via HHU, HHD,
TTU, or TTD reversal for domain wall formation. At higher
values of M, when the edge deviations can be observed, one
has to take into account more diverse possibilities for saddle
point configurations, e.g., states with multiple domain walls,
vortices, etc., especially for long islands. Analysis of such
transitions is beyond the scope of the current work and will
be the subject of further investigation.
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FIG. 4. Edge deviations. (a), (b) Spin textures corresponding to
the antiparallel and flux-closure edge deviations, respectively. The
MEPs calculated for M; = 800 kA /m. The antiparallel states are sep-
arated by an energy barrier of AE = 0.1eV, while the flux-closure
edge deviation states are separated by a barrier of AE =2.9eV.

IV. CONCLUSIONS

In conclusion, we study the switching mechanisms of
shakti spin ice and vertex-modified shakti geometries using
the geodesic nudged elastic band method implemented in
combination with a micromagnetic description of the sys-
tem. Our findings reveal two reversal mechanisms—uniform
rotation and switching via domain wall formation. The corre-
sponding energy barriers depend on the material’s saturation
magnetization and on the magnetization arrangement of
neighboring islands. Critical values for M, have been iden-
tified at which a change in the primary reversal mechanism
occurs, resulting in a bifurcation point of coexisting reversal
mechanisms. Finally, the role of low-energy barriers cor-
responding to edge deviations in the modification of these
primary mechanisms is revealed. The reversal pathways are
found to be modified by the magnetic arrangement of neigh-
boring islands, and this is particularly important to take into
account for materials with high M;. In such cases, there can
even be the possibility of switching mechanisms via multido-
main wall formation.
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APPENDIX A: CROSSOVER BETWEEN SWITCHING
MECHANISMS IN A UNIAXIAL MAGNET

We consider a one-dimensional model of a ferromagnet
equipped with the uniaxial anisotropy along the system’s axis.
The energy of the system reads

L dm\*
E = / Al— ) — K mjzc dx,
0 dx
where L is the system size and K > 0 is an easy-axis
anisotropy constant. There are two stable states with m point-

ing either along or opposite to the x axis. In the macrospin
approximation, there is only one (degenerate) saddle point

(AD
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small islands and values of M; = 100, 200, and 350 kA/m. The orientation of the six neighboring small islands is given in the top-left insets.
CW and CCW switchings are present only for M; = 100 kA/m [panels (a)—(e)] and for M; = 200 kA/m [panels (a)—(c)]. HHD, TTD, HHU,
and TTU switchings are present for M, = 200 kA/m and M, = 350 kA/m. In cases (a)-(c), MEPs for HHD (HHU) coincide with those for
TTD (TTU), while for geometries (d) and (e), MEPs for HHD (TTD) are comparable to HHU (TTU).

corresponding to m orthogonal to the x axis. The task
is to identify under what conditions this state is a sad-
dle point of the functional given by Eq. (Al). Rewriting
the functional in terms of the spherical coordinates m =
(sin @ cos @, sin 8 sin ¢, cos ) and expanding it around the the
point 6y = 1 /2, ¢y = 1 /2 to the second order of the deviation
yields

L

E~Ey+ / &' D&dx, (A2)

0
where Ey = 0 is the energy of the collinear state with m(x)
perpendicular to the x axis, & = [§6(x), ¢(x)] describes
the deviation, and the operator D is given by the following
equation:

d2
—A— 0
D= dx? g (A3)
0 —A— —
dx?

The eigenvalues of D are fixed by the boundary condition

£(0) =&(L)=0:

2.2
jE_Ann

n T T (Ad)

1
— (K £K),
€ 5 ¢ )

where 7 is an integer number. There is at least one zero eigen-
value ¢, = 0 that corresponds to the zero mode—rotation of
the magnetization around the x axis. There is at least one
negative eigenvalue, ¢ = —K. If this is the only negative
eigenvalue, the collinear state corresponds to a degenerate
first-order saddle point and a true mechanism of magnetiza-
tion reversal. This is the case when s(l+) = A712/L2 —K >0,
which is realized when L < Ly, with Ly being the domain
wall width: Ly = w+/A/K. However, the second eigenvalue
becomes negative when L > L. This indicates a crossover
between the mechanisms of the reversal: The collinear rota-
tion breaks down, and nonuniform rotation of magnetization
is established.
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APPENDIX B: SWITCHING MECHANISMS IN
VERTEX-MODIFIED SHAKTI SPIN ICE SYSTEMS

Performing GNEB simulations for the vertex-modified
shakti geometry, we obtain magnetization reversal mecha-
nisms similar to the case of the shakti geometry. In addition
to the five orientations of the small vertical islands, we must
consider two types of lateral island magnetizations. We re-
fer to cases in which the lateral islands are identically or
oppositely magnetized as type 1 and type 2, respectively.
The results of simulations of type 1 vertex-modified shakti
geometry are shown in Fig. 5 and qualitatively are similar to

the case of the shakti geometry discussed in the main text.
The main difference we can point out here is the energy dif-
ference between the initial and final states, which arises from
the interaction of the long island with the additional lateral
islands. The results of simulations of type 2 vertex-modified
shakti geometry are shown in Fig. 6. The significant difference
between this case and the shakti geometry is the absence of
uniform rotation switching at M; = 200 kA/m for all types
of island orientations [Figs. 6(a)-6(e)]. This indicates that the
primary switching mechanism changes at lower values of M,
compared to results shown in Fig. 3.
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