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GEOMETRIC BOUNDS FOR PERSISTENCE

ALEXEY BALITSKIY, BARIS COSKUNUZER, AND FACUNDO MEMOLI

ABSTRACT. In this paper, we offer a new perspective on persistent homology
by integrating key concepts from metric geometry. For a given compact subset
X of a Banach space Y, we analyze the topological features arising in the
family No(X < Y) of nested neighborhoods of X in Y and provide several
geometric bounds on their persistence (lifespans).

We begin by examining the lifespans of these homology classes in terms of
their filling radii in Y, establishing connections between these lifespans and
fundamental invariants in metric geometry, such as the Urysohn width. We
then derive bounds on these lifespans by considering the ¢*°-principal compo-
nents of X, also known as Kolmogorov widths.

Additionally, we introduce and investigate the concept of extinction time
of a metric space X: the critical threshold beyond which no homological fea-
tures persist in any degree. We propose methods for estimating the Cech and
Vietoris—Rips extinction times of X by relating X" to its convex hull and to its
tight span, respectively.
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1. INTRODUCTION

Over the past decade, numerous approaches within Topological Data Analysis
(TDA) have been developed to uncover patterns across a wide variety of data types.
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Among these, Persistent Homology (PH) has emerged as a cornerstone of TDA,
providing a robust multiscale feature extraction framework. This progress has been
driven by the development of efficient algorithmic procedures and effective software
implementations for its computation (see Section 2.I)). Indeed, PH has gained
considerable traction in diverse machine learning applications spanning fields such

as:
e Bioinformatics and Biomedicine [NLCTIJCCRI3|GHI* 15/[CWI7/AQO*20]
BHPG21|[SL.22],
e Finance [GK18[RQD23],
e Materials Science [HNHT 16, RSDFS16,SDB*22|[ONTI22,[LBD* 18],
e Neuroscience [CI08,[SMIT08[DMFCT2,RNS*17], and
e Network Analysis [HKNUT7/HKNI9HGR™20,/CCI*20,ZYCW20,/AAF19).

In this paper, we explore aspects of the Persistent Homology (PH) methodology
through the lens of metric geometry. Our results offer new quantitative interpreta-
tions of the PH output, providing deeper insights into its structure and significance.

1.1. Persistent homology (in a nutshell). We recall the basic idea behind per-

sistent homology. Let A, = {A, ey Ag}o<r<s be a filtration: a nested family
of topological spaces or simplicial complexes, e.g. obtained via the Vietoris—Rips
filtration V,(&X) or the Cech filtration Co(X = Y) induced from a compact met-
ric space X (in the case of the Cech filtration, one typically assumes that X is a
subset of a Banach space Y). For a nonnegative integer k, let w be a nontrivial
degree-k reduced homology class appearing in the nested family A,, that is, assume
that w € Hy, (A,;F) for some r > 0l We in fact consider the degree-k homological
spectrum of the filtration A,, Spec;(A,) to be the collection of all such nonzero ho-
mology classes (see equation (). The birth time by, of w € Hy(A,;F) is the infimal
u > 0 such that there exists w,, € ﬁk(Au) with the property that (ty,,)«(wy) = w.
Similarly, we define the death time d, of w to be the supremal v > b, such that
w does not become homologically trivial in A,, that is (¢,)«(w) # 0. This is
informally interpreted as indicating that the nontrivial class w is “alive” inside the
interval I, = (b, dw]E We call the quantity d,, — b, the lifespan (or persistence)
of the class w.

The notion of Persistent Homology is closely related to but subtly differs from
this process of recording birth and death times for individual homology classes
described above. The degree-k persistent homology of A, is the directed system of
vector spaces ﬁk (A,;F). Under suitable tameness assumptions on the family A,,
an up-to-isomorphism representation of this directed system can be obtained via
its persistence diagram, a multiset of intervals I on R~ supporting certain linearly
independent collection of nontrivial homology classes that are alive at all points in
I. See Section 2.1 for the precise definition of persistence diagrams (PD).

In many applications, the lifespan of a topological feature w is critically signifi-
cant, as it is often interpreted as a measure of the “size” or “importance” of w. In
practice, topological features with long lifespans—those that persist—are typically

Here F is a fixed field.

2Whether the interval is left/right open/closed depends on semi-continuity conditions of As.
See Definition 218 for the case of neighborhood filtrations, the type of filtrations that we concen-
trate on in this paper.
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considered to represent the primary shape characteristics of a dataset, while fea-
tures with short lifespans are generally regarded as (topological) noise Therefore,
determining (or estimating) and interpreting the lifespans of these topological fea-
tures appearing in the persistence diagram has critical significance for applications
such as the ones mentioned above.

1.2. Connections with metric geometry and main results. In this paper, we
aim to give a geometric interpretation of these lifespans by relating them to several
notions from Metric Geometry. We study the lifespans of individual homology
classes w appearing throughout the Vietoris-Rips and Cech filtrations by resorting
to the notion of filling radius and to several notions of width. See Section for
a discussion of the interplay between widths and filling radii in metric geometry.
Through these notions of width, our results show that the lifespans of homology
classes are controlled by the (geometric) size of their representatives in the filtration
thus providing precise (geometric) interpretations of the significance of the features
tracked by persistent homology.

We first discuss implications of the absolute (Gromov’s) and relative filling
radius of a homology class (Definition [231]) in our setting. Then, we observe
that the Cech lifespan of a homology class w is equal to its relative filling ra-
dius in ambient space (Section [2.3)). Next, we give several bounds for the lifes-
pans of individual homology classes by resorting to the notions of Urysohn width,
Alexandrov width, and Kolmogorov width. They measure in various ways how
well a space can be approximated by a k-dimensional complex, and they are de-
noted by UWg(-), AW (-), KW(-), respectively. Since all these notions of width
are monotonically nonincreasing with respect to the dimension parameter (e.g.,
UWg(X) = UWy1(X)), any degree-k estimate automatically applies to homology
classes in higher degrees.

Corollary 3.18 (VR lifespans via Urysohn width). Let X be a compact metric
space, and let w € Spec,(Ve(X)), k = 1. Then,

du — b < UWi_1 (N, (X < E(X))).

In particular,
dy — by, < UWp_1(E(X)).

Here and throughout the paper, N,.(X < Z) denotes the closed r-neighborhood
of X inside the metric space Z and E(X) denotes the tight span of X (Defini-
tion[2.28)), a canonically constructed metric space admitting an isometric embedding
of X and enjoying properties reminiscent of (but stronger than) the ones satisfied
by the convex hull.

Notice that in a special case, if X' is a closed k-manifold, and w = [X] is
its fundamental class, since b, = 0 in that case, the result above implies that
the Vietoris—Rips lifespan of w is bounded above by the Urysohn width of A,
ie, d, < UWg_1(X) (this particular bound goes back to Gromov; it follows
from [Gro83, Appendix 1, Example after Lemma (B)] combined with [Gro83, Ap-
pendix 1, Proposition (D)]).

3However, short lived, or even ephemeral, topological features also can carry useful information;
see Usher and Zhang [UZ16|, Bubenik, Hull, Patel and Whittle [BHPW20|, and Mémoli and Zhou
[MZ24].
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Next, we give several bounds for Cech lifespans. The first one is via Alexandrov
widths.

Corollary 3.14 (Cech lifespans via Alexandrov width). Let X' be compact subset
of a Banach space Y and let w € Specy,(Co(X = Y)), k = 1. Then,

dw — by < AW;_1 (N3, (X < comv (X)) < Y).

In particular,
dy, — b, < AWk;,l(m(X> (e Y)

Here conv(X) < Y denotes the closure of the convex hull of X c Y.

Further, we introduce a new notion of width, called treewidth (Definition B.9),
in order to obtain a finer estimate on Cech lifespans (Corollary BI2). Notice that
in the estimates above, for each class w, in order to obtain an upper bound for
its lifespan, the corresponding width needs to be calculated for the neighborhood
Np, (X < ) of X, not for X itself. In the following, we get rid of this dependency
on the neighborhood.

The notion of treewidth permits establishing a certain multiplicative bound on
lifespans.

Corollary 3.24 (Cech lifespans via treewidth). Let X be compact subset in a
Banach space Y and let w € Spec, (Co(X < Y)), with birth time b,, = 1. Then,

Cbl—“’<0+1+TW§(XcY).

w
Next, we consider the ¢*-version of principal component analysis (PCAy) for a
compact subset X' of a Banach space Y (e.g., a point cloud in RY). By using the
estimates in previous sections, we relate the (k + 1)-variance v,11(X < Y) with the
lifespans of classes w appearing throughout the Cech filtration (Section BH). We
note that the variance vy 1(X < Y) is also known as the k*" Kolmogorov width of
X in the approximation theory literature (Remark B27)).

Corollary 3.29 (Cech lifespans via (®-variance). Let X be a compact subset of a
Banach space Y and let w € Specy,(Coe(X < Y)), k= 0. Then,

dy — by, SV 1(X YY) =KW (X cY).

Note that by monotonicity of widths (e.g., AW,(X € Y) = AW, 1(X < Y)),
all these bounds apply to homology classes of degree higher than k as well.

While these lifespan bounds depend on the homology degree, we next give a gen-
eral bound for Cech lifespans which is independent of degree. We achieve this by
generalizing Katz’s notion of spread [Kat83] to the extrinsic setting and introduc-
ing the notion that we call dberspread (Section ). Uberspread basically measures
the Hausdorff distance from the space to the closest dbercontractible space (a con-
tractible space where all neighborhoods are also contractible, see Definition [£.2]) in
an ambient space. With this notion, we generalize the existing VR-lifespan esti-
mates via spread obtained by Lim, Mémoli and Okutan [LMO24] to Cech-lifespans
in any degree.

Theorem 4.5 (Cech lifespans via iiberspread). Let X be a compact subset of a
Banach space Y. Let w € Specy,(Co(X < Y)) for any k = 0. Then,

dy — b, < 2i-spread(X C Y).
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While the results above are effective for bounding individual lifespans (d,, — by, ),
we also attack a more general question: how to obtain a global bound for death
times of homology classes across all degrees? To do this we introduce a notion,
called extinction time, representing the maximal threshold after which there is no
nontrivial homology class in any degree k& > 0. We bound both Cech extinction
times £(X < Y) and Vietoris Rips extinction times £(X) by relating X to their
convex hulls and tight spans, respectively. In the case of Cech filtrations, we in-
troduce a notion called convezity deficiency, cdef(X < Y), which is the Hausdorff

distance of a space X to its convex hull in Y (Section ET]).

Theorem 5.5 (Bounding Cech extinction). Let X' be a compact subset of a Banach
space Y. Then,

~

E(X YY) <cdef(X CY).

In the VR case, we define an analogous notion called hyperconvezxity deficiency,
hedef (X)), which is the Hausdorff distance between the tight span E(X) of X and
the isometric copy of X inside of it (Section [B2). We then show that a result
analogous to Theorem is also true in the VR-case (Corollary [5.10]).

We highlight the bidirectional relationship between applied topology and met-
ric geometry: on one hand, with the goal of improving their interpretability, we
establish upper bounds for crucial quantities which originated in applied topology
(e.g., lifespans of homology classes) using concepts from metric geometry; on the
other hand, these results yield computational lower bounds or estimates for metric
geometry notions inspired by persistent homology; see Remark 2360 This interplay
underscores the synergy between these fields, enabling insights that advance both
domains.

Cores. Conceptually, our results establish a relationship between a given space X
and another space Ay, which functions as a core for X'. This represents the central
thread weaving together the various parts of the paper. Specifically, estimates on
the lifespans of homological features that arise as the radius of neighborhoods of X’
increases are derived from the distance between X and Ax:

e In Section[3] where we explore various notions of widths, the role of the core
Ay is, roughly speaking, assumed by a k-dimensional space closest to X.
In this context, the k-width can be interpreted as the distance between X
and this approximate core, Ay. In this section, we first recall the classical
notions of Urysohn and Alexandrov width and then introduce a new variant
which we call treewidth.

e In Section [ after recalling the notion of spread, we introduce the notion of
iiberspread, where the core Ay is treated as an iibercontractible space, and
the distance between X and Ay provides an upper bound on the lifespans
in any degree. Notably, the condition imposed on the core in this context
is the triviality of its homology groups, rather than any restriction on its
dimension.

e In Section B} where we analyze extinction times, we impose strong geo-
metric conditions—such as convexity or hyperconvexity—on Ay to derive
extinction bounds based on the distance between Ay and X. This is done
through the concepts of convexity deficiency and hyperconvexity deficiency,
which we introduce therein.
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1.3. Related work. In this work, we aim to build a bridge between two seemingly
disparate fields: applied algebraic topology and metric geometry. Both disciplines
address a similar fundamental question regarding the quantification of “shape”
using distinct tools:

How to measure the size of a set/space/manifold?

In applied algebraic topology, persistent homology is an effective tool for accom-
plishing this aim, and the lifespans (or persistence) of topological features induced
by Vietoris-Rips (or Cech) filtrations are used as a measure of the size or im-
portance of the corresponding topological features. In particular, Vietoris—Rips
(or Cech) complexes were invented in order to transform a given metric space
into a simplicial complex while maintaining its topological information, thus en-
abling an effective cohomology theory for metric spaces; see the papers by Vi-
etoris [Vie27], Borsuk and Hausmann [Hau95]. Numerous studies in the
literature explore Vietoris—Rips complexes and Vietoris—Rips filtrations across vari-
ous settings; see Latschev [Lat01], Chazal, Cohen-Steiner, de Silva, Guibas, Mémoli,
and Oudot [CCSGT09/[CDSO14], Adamaszek, Adams, Frick, Gillespie, Lim, Mémoli,
Moy, Okutan, Reddy, and Wang [AAT7[AARTINAMMW24|[AFV23|[LMO24[Gil24],
Attali, Lieutier and Salinas [ALS13|, Rieser, Bubenik and Milicevic [Rie20,[BM24],
Turner [Turl9], Virk [Vir20,[Vir22,[Vir21], and Zaremsky [Zar22].

On the other hand, from the metric geometry side, estimating the size of a man-
ifold has been a key problem for several decades. Gromov introduced and studied
the notion of filling radius in his seminal paper [Gro83], and several other notions
of “largeness” in [Gro86]. Before Gromov, certain relative, or extrinsic, versions
of the filling radius were studied by Federer and Fleming [FF60], Michael and Si-
mon [MS73] and Bombieri and Simon [BS83] in geometric analysis in connection
with the isoperimetric inequality. Gromov brought the filling radius to the realm
of systolic geometry, and the study of scalar curvature [Gro83]. Several other mea-
sures of size of a given manifold or metric space, nowadays known as widths, were
also studied and popularized by Gromov [Gro83l[Gro88].

The interplay between filling radii, widths, and other metric invariants (includ-
ing volume) has been an active research area since then. Katz determined the

filling radius of spheres and other essential spaces [Kat83,[Kat89][Kat90, Kat91].

Several authors have studied the filling radii in comparison with other measures of
largeness [Cai94,[BHI0]. Guth proved some related conjectures of Gromov [Gutldl
[Gut17]. Sabourau, Nabutovsky, and Rotman related the filling radius with sweep-
outs of manifolds [Sab20,[NRS21]. Bounds on filling radius in terms of Haus-
dorff content follow from very general isoperimetric estimates due to Liokumovich,
Lishak, Nabutovsky, and Rotman [LLNR22].

In recent years, several articles have explored connections between these two
domains, addressing analogous problems with different methodologies. With this
aim, Lim, Mémoli and Okutan related the filling radius of a closed manifold to
the interval corresponding to the fundamental class in the top VR persistence di-
agram [LMO24]. As shown in [LMO24, Section 9.3.2], the stability of persistence
diagrams of Vietoris—Rips filtrations can be used to obtain lower bounds for the
Gromov—Hausdorff distance between spheres through considerations related to their
filling radii. These were shown not to be tight by Lim, Mémoli and Smith [LMS23]
and the polymath project ﬂm furthered this line work; see also Jeffs and
Harrison [HJ23] and Rodriguez-Martin [RM24]. Adams and Coskunuzer used a
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well-known quantity in metric geometry, Urysohn width, to estimate the lifespans
in the persistence diagram of a given space [AC22]. In [Vir22], in the manifold
setting, Virk studied the relation between persistence diagrams for large degrees
and lower dimensional features.

In this paper, we aim to establish a direct connection between concepts from
applied algebraic topology and metric geometry by linking various quantities used
in both fields to measure the size of a metric space. In writing this paper, we have
prioritized accessibility, aiming to bridge the gap between the two fields and foster
greater collaboration and understanding.

2. BACKGROUND

In this section, we provide an overview of the concepts from applied algebraic
topology and metric geometry that form the foundation of the paper. We give a
summary of our notations in Table [[lin the Appendix.

2.1. Persistent homology. Persistent Homology (PH) is a methodology rooted
in Applied Algebraic Topology that captures various structural characteristics of a
given topological or metric space. Its development can be traced to the pioneering
work of Frosini [Fro90] and Robins [Rob99], with its algorithmic framework later
established by Edelsbrunner, Letscher, and Zomorodian [ELZ02]. Earlier mani-
festations of persistent homology were retrospectively identified in the works of
Morse [Mor30], Deheuvels [Deh55], and Barannikov [Bar94].

In the past two decades, PH has been employed as a powerful mathematical
machinery for discovering patterns in data in applications within Machine Learning
and Data Science. This advancement has been made possible by the development of
efficient algorithms capable of computing PH in polynomial time. Specifically, the
total computational effort is a polynomial function of parameters related to the size
of the input simplicial filtration and the maximum homology degree to be computed;
see Edelsbrunner, Letscher and Zomorodian [ELZ02], Harker, Mischaikow, Mrozek
and Nanda [HMMNI14/[MN13], and Bauer [Bau21].

For more details on PH and its use in various settings, see Carlsson [Car(09],
Edelsbrunner and Harer [EH10], Chazal, de Silva, Glisse and Oudot [CDSGO16],
Ghrist [Ghrl8], Rabaddn and Blumberg [RB19|, Carlsson and Vejdemo-Johansson
[CVI21], Joharinad and Jost [JJ23], and Polterovich, Rosen, Samvelyan and Zhang
[PRSZ20].

Neighborhood notation. Throughout the paper, we use both open and closed
neighborhoods and adopt the following notation. In the sequel, given a metric
space Z, a point z € Z and r > 0, by B,.(z) we will denote the open ball of radius
r around z. When X is a subset of a metric space Z, through

Ny (X < Z):= U B, (),

zeX

we will denote the open r-neighborhood of X in Z while N,.(X < Z) will denote
the similarly defined closed r-neighborhood of X in Z.

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
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2.1.1. Filtrations. As noted in the previous section, utilizing the PH machinery
requires a filtration—a nested family of topological spaces or abstract simplicial
complexes—denoted by A,. One of the most natural examples arises by considering
nested neighborhoods of a subspace of a metric space, i.e., for X' a subset of a metric
space Z, the family {N, (X < Z)},>¢ defines a filtration. Simplicial constructions
are preferred in practical applications and the most common ones are Vietoris—Rips
and Cech complexes and the respective filtrations they induce. While our study
focuses primarily on these two types of filtrations, most of our results concerning
Cech complexes naturally extend to alpha complexes; see Remark

Definition 2.1 (Vietoris—Rips complexes). Let (X, dx) be a compact metric space.
For r > 0, its Vietoris—Rips complex at scale r is the abstract simplicial complex
V,(X) where a k-simplex o = [z;,, iy, - - -, T4, | € Vi (X) if and only if dx(z;,,, 24,)
<rforany 0 <m,n <k.

Definition 2.2 (Cech complexes). Let X be a compact subset of a metric space
Z. For r > 0, the Cech complex at scale r is the abstract simplicial complex
C.(X < Z) where a k-simplex 0 = [x;, Tiy, ..., 2] € C(X < Z) if and only if
ﬂlfnzo B.(z;,) # & in Z.

In most scenarios Z =Y, a Banach space.

Through the geometric realization functor, the nested families of simplicial com-
plexes provided by the Vietoris—Rips and Cech complexes induce filtrations.

Definition 2.3 (Filtration). A filtration of a topological space is a collection A, =
(AT, Lm)0<T<S such that for each 0 < r < s, A, is a subset of the given topological
space and ¢, s : A, < A is the inclusion map.

When there is no risk of confusion we will simply say that A, is a filtration
without mentioning the ambient topological space, with the understanding that it
can be recovered as the colimit of A,. In the remainder of the paper, we use the
notation V,(X) and Co(X < Y) to denote the filtrations induced by the (geometric
realizations of the) Vietoris—Rips and Cech complexes of X, respectively.

Example 2.4 (Neighborhood filtrations). Another example of filtrations arising
in geometric scenarios is the following. Let X < Z be a nonempty compact subset
of a metric space (£,dz). Then, one considers the filtration N,(X < Z) given,
for each r > 0, by the open r-neighborhood N,.(X < Z) of X in Z. We will refer
to any filtration arising in that manner as a neighborhood filtration. Of particular
relevance to this paper will be the case when Z =Y, a Banach space.

Given the similarities in the definitions of Vietoris-Rips and Cech simplicial
complexes, it is natural to expect certain relationships between these two types of
complexes. By direct computation, it is straightforward to see that for any compact
XcY,

CT(X c Y) o= VQT(X) o CQT(X (e Y)
The Nerve Theorem directly relates the r-neighborhoods of X in Y, N.(X < Y),
with the induced Cech simplicial complexes.

Lemma 2.5 (Nerve theorem; Alexandrov [Ale28] and Borsuk [Bor4S|). Let X' be a
compact subset of a Banach space Y. For anyr >0, N.(X = Y) and C.(X € Y)
are homotopy equivalent to each other, i.e.,

N(X<cY)~C (X CY).
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There are “persistent”, or “functorial”, versions of this result; see Bauer, Kerber,
Roll and Rolle [BKRR23] for an overview of different variants of the functorial nerve
lemma. We will use the version below (see the discussion in [LMO24, Remark
4.4]) to relate the Cech filtration Co(X < Y) and the Neighborhood filtration
No(X cY).

Theorem 2.6 (Persistent nerve theorem [LMO24, Proposition 4.5]). There exist
homotopy equivalences @5 : Cs(X = Y) — Ns(X < Y) for each s > 0 such that for
each t > s > 0 the following diagram commutes up to homotopy:

Cs(XcY) —— C (X CY)

o &2

Ny X CY) —— N(XCY)

Note that Theorem implies that the persistent homology of Co(X < Y) is
isomorphic to that of MV, (X = Y), a fact that we will repeatedly use in the sequel.

Since any compact metric space X can be regarded as a subset of L*(X)
(via its Kuratowski embedding, see Definition [Z24]), one obtains an analogous re-
sult providing a connection between the Vietoris—Rips filtration and the filtration
N (X < L*(X)) consisting of nested neighborhoods

{No(X = (X)) € Mu(X = L2(X))},_ o,
of X ¢ L*(X).

Corollary 2.7 ([LMO24| Theorem 4.1]). There exist homotopy equivalences s :
Vas(X) = No(X < LP(X)) for each s > 0 such that for each t > s > 0 the following
diagram commutes up to homotopy:

VQS(X> R — Vgt(X)

o 2

Ni(X < LO(X)) —— Ny(X © LP(X)

Remark 2.8. The result above remains valid if L*(X) is substituted by any other
injective metric space admitting an isometric embedding of X; see Section for
the definition and Section [5.2] where we in particular utilize the tight span E(X) as
one such choice. Also, the proof of Corollary 2.7 yields that Co(X < L*(X)) and
V24 (X) are naturally homotopy equivalent; see [LMO24| Section 4].

Remark 2.9 (Alpha complexes). Note that while we only discuss VR and Cech
filtered complexes in our paper, our results on Cech lifespans naturally apply to
lifespans of homology classes induced by alpha complexes as A, (X < Y) ~ C.(X <
Y) where A, (X < Y) represents the alpha complex induced by X with distance
threshold r > 0; see Edelsbrunner and Harer [EHT0| I11.4].

2.1.2. Persistent homology. Here, we recall basic notions pertaining to persistent
homology that are necessary for our setting. We will follow the presentation
from [LMO24] Section 2.1].
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Definition 2.10 (Persistence module). A persistence module (V;, @y s)o<r<s OVer
R~ is a family of F-vector spaces V. for some field F with morphisms ®, 5 : V,, — Vj
for each r < s such that

L4 q)r,r = idVTa

e &, 00, ,=,, foreach r <s <.

For conciseness we will denote by V, the persistence module given by
(Vi, @1 s)o<r<s- The morphisms ®, , are referred to as the structure maps of Vi.
Note that a persistence module V, can be regarded as a functor from the poset
(R0, <) to the category of vector spaces.

Definition 2.11 (Interval persistence module). Given an interval I in R.o and
a field F, the interval persistence module induced by I is the persistence module
F,[I] is defined as follows: The vector space at r is F if r is in I and zero otherwise.
Given r < s, the morphism corresponding to the pair (r, s) is the identity if r, s are
both contained in I and zero otherwise.

Definition 2.12 (Barcode and persistence diagram). For a given persistence mod-
ule Vi, if there is a multiset of intervals (I))xea such that V, is isomorphic to
@D, cp Fe[Z2], then that multiset is referred to as a (persistence) barcode associated
to the persistence module V,. Persistence Modules admitting such a multiset of
intervals are said to be interval decomposable. The persistence diagram of V, is
then given as the multiset of points (by,dy) € R?, where by, is the left endpoint of
I and d) is its right endpoint

In applied algebraic topology, many persistence modules arise as follows.

Definition 2.13 (Persistent homology of a filtration). For any k > 0, applying the
k-dimensional reduced homology functor (with coefficients in a field IF) to a filtration
AN- = (A’I") LT‘,S)O<T<S
(Hi (A F), ¢§)8)0<7~<8 where the morphisms ®F _ are those induced by LT7SE

T8

produces the persistence (homology) module ﬁk(A.;F) =

In what follows we will drop the field F from the notation since all of our results
hold for an arbitrary choice of F.

Under suitable assumptions, the persistence modules obtained from filtrations, as
described above, are interval decomposable. In particular, the persistence modules
obtained from neighborhood filtrations of compact subsets of a Banach space are
interval decomposable (so that they admit barcodes).

Theorem 2.14 ([LMO24l Theorem 1}). Assume X is a compact subset of a Banach
space Y. Then there is a (unique) persistence barcode associated to the persistence
module Hi(Co(X < Y)). In particular, Hy(Ve(X)) admits (unique) persistence
barcode

We will henceforth use PDg(X) and Fﬁk(é\f c Y) to respectively denote the
persistence diagrams of the Vietoris—Rips and Cech filtrations of X

4Not every persistence module is interval decomposable; see Crawley-Boevey [CB15] for more
details.

5Note that we are using reduced homology in our definition in order to dispense with the usual
infinite length bar at the level of degree zero persistent homology.

6In [LMO24, Theorem 1] the authors only contemplate the case of the Y being equal to L®(X)
for some compact metric space X. However, the proof of their result directly applies to the setting
in the statement.
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2.1.3. Stability theorems. Persistence diagrams are an effective methodology for
encoding topological properties of the space X and its neighborhoods in Y. Per-
sistence diagrams are stable, as expressed by the following stability theorems. In-
formally, these state that if the shape and the size of two spaces are similar, then
their persistence diagrams are close to each other. To give formal statements, let
d, (-, -) denote the bottleneck distance between persistence diagrams; see Edelsbrun-
ner and Harer [EHI0]. Let d¥ be the Hausdorff distance between two subsets of
the same Banach space Y, and let dgy be the Gromov—Hausdorff distance between
two metric spaces; see Burago, Burago and Ivanov [BBIO1, Chapter 7].

Lemma 2.15 (Stability theorem—VR; [CCSGT09, Theorem 3.1] and [CDSO14}
Theorem 5.2]). Let X and X’ be two compact metric spaces. Then,

dy(PD,(X), PDi(X")) < 2dgu(X, X).

Lemma 2.16 (Stability theorem—Cech; [CDSO14, Theorem 5.6]). Let X, X’ be
two compact subsets of a Banach space Y. Then,

dy(PDi(X € Y),PDy(X < Y)) < dY (X, X).

Note that Lemma [2.16] implies Lemma [2.151 Indeed, this was implicitly used
in the proof of [CCSG*09, Theorem 3.1]. Notice that the coefficient 2 does not
appear in the second stability theorem.

2.1.4. Homological spectra. As described in Section [Il the chief goal of our paper
is to provide effective bounds for the lifetime of all homology classes that appear
along a (geometric) filtration of a metric space. We will formulate and realize this
goal in a setting that encompasses, but is more general than, persistence diagrams.

Remark 2.17. Notice that it is not true that the only homology classes that show
up across the filtration are those coming from the initial space. One well-known
example is that of the circle S (with its geodesic distance) and the Vietoris—Rips
filtration. Indeed, as shown by Adamaszek and Adams in [AAT7], whereas V;(S?!)

has the homotopy type of S* for t € (0, %’T], its homotopy type is that of S? as soon

ast € (5, = (- 1n 1act, ey show a ° eventually attalns € Nnomotopy
t € (3,%42]. In fact, they show that V,(S* tually attains the homot

types of all odd-dimensional spheres.
We recall some additional definitions and results from [LMO24].
Definition 2.18. For an integer k£ > 0, a given field F, and a filtration
Ao = (Ara Lr,s)0<r<s>

let

W Spec, () i= | J (ﬁkmr;m\w} x {r})

r>0

be the k-th homological spectrum of A, (with coefficients in F).
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Now, fix an arbitrary (w, s) € Specy(A.). Then, let

(2)

bw,s) := inf{r > 0:7 < s and 3 nonzero w, € Hy(A,) such that (t,)s(w,) = w},

(3)

d(w,s) *=sup{t > 0 :¢ > s and 3 nonzero w; € Hi(A,) such that (bs,t)s(w) = wi}
(4) =sup{t = s : (ts,1)x(w) # 0}.

Whenever A, is a neighborhood filtration N, (X < Y), as in [LMO24, Theorem
8], one has that b, 5 < s < d(w’s)ﬂ Let

Liw,5) 1= (b(w,5) diw.s)]-
Informally, the interval I, ) encodes the maximal region around s € R inside
which the class w is “alive”ﬁ

Definition 2.19. The value b, ) is referred to as the birth time of w whereas
d(w,s) is the death time of w. The value d(, ) — b(,,s) Will be referred to as the
lifespan of w.

Remark 2.20 (A caveat). We focus on the special case of neighborhood filtrations.
The birth time b(,, ;) was defined as the infimum of all times r < s when a “prede-

cessor” of w exists in ﬁk(Nr(X cY)), and it is natural to ask whether there exists
a homology class supported on

(1 MEXcY)=N,, (XCY)

b(w,s) <r<s

that is also homologous to w in Ni(X < Y). It turns out this is not the case
even for the neighborhood filtration of a compact set in R?. Namely, there exists a
compact set X < R?, known as the Warsaw circle or closed topologist’s sine curve,
satisfying the following counter-intuitive property: its first singular homology is
zero, but every open neighborhood of it contains a homologically nontrivial circle;
see Borsuk [Bor75]. Every two of those circles are homologous to each other (within
the union of the two neighborhoods). But these circles do not converge, as we shrink
the neighborhood, to a nontrivial homology class of X', because ﬁl(X) = 0. The
natural way to treat this “limit circle” is to consider Cech homology instead of
ordinary singular homology. The Cech homology ﬁl(X ) is nontrivial, and contains
the “limit circle”. In general, a predecessor of the class w naturally lives in the
Cech homology Hy (N, by (X = Y)). Nonetheless, we consistently use singular
homology throughout the paper in order to avoid overly technical details.

To ease the notational burden, we will often drop the parameter s and will use
the more succinct notation b,,, d,, I, etc.

Remark 2.21. A priori, one would expect the collection of all intervals

{Iw; wE Speck(A.)}

"In general, the type of intervals (open-open, closed-open, etc) one obtains depends on whether
the filtration is defined via open or closed neighborhoods. Note that we’ve defined neighborhood
filtrations via open neighborhoods.

8Note that, since we are using reduced homology, there is no degree 0 class w such that
d(w,s) = 0.
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to be closely related to the k-th persistence diagram of A,. Whereas Proposition
below establishes a sense in which this is the case, it is not always true that all
such intervals appear in the interval decomposition of Hy(A,) (whenever it exists).
An example showing this discrepancy in the case of Vietoris—Rips filtrations can be
found in [LMO24, Example 9.16].

Proposition 2.22 ([LMO20, Proposition 9.2]). Let Ay = (Ar,trs) be a

0<r<s
neighborhood filtration and let k > 1 be an integer. Then, for all r < s, the
multiplicity of the interval (v, s] in the barcode of Hy(A,) is equal to

max{ meZx . L .
{ #%" and no nonzero linear combination of these vectors belongs to Im((ir.s)s)

3 linearly independent vectors w1, ...,wm €Hg(As) s.t. Iy, s = (18] Vi }

Proposition indicates that for each interval I = (r, s] in the barcode of A,
there is a finite linearly independent collection wy, ..., w.,, € Hi(Ay) satisfying the
conditions above such that I = I, , for all i. One calls any such w; a representative
of the interval [ See [ILMO24. page 42] for an example demonstrating the role
of the condition that no nonzero linear combination of these vectors belongs to

Im((trs)s)-

Remark 2.23. Proposition implies that if I is an interval in the barcode of a
neighborhood filtration, then I = I, so that, in particular, its length is equal to
that of I,,, where w; is as in the statement. Therefore, and as we will do in the
rest of the paper, if we have an upper bound for the length of all intervals I, where
w € Specg(A,) then we will automatically have an upper bound for the length of
every interval in the barcode of A,.

2.2. Geometry of L*(X) and tight spans. While the discussion in this paper
applies to subsets of any Banach space, special attention is paid to the important
case of L® spaces. There are two main reasons for that. The first one is that if we
start with a compact metric space that is a priori not an isometrically embedded
into a Banach space, there is a nice way of placing it inside L®(X), the space of
bounded functions on X with the supremum norm.

Definition 2.24 (Kuratowski embedding). For a compact metric space (X,dx),
the map k : X — L*®(X), defined as = — dx(z,-), is a distance-preserving embed-
ding, and it is called the Kuratowski embedding.

The second reason is that L® spaces enjoy the hyperconvexity property: If several
balls have non-empty pairwise intersection then they share a point in common.

Definition 2.25 (Hyperconvex space). A metric space (€, dg) is called hyperconvex
if for every family (z;,7;)ier of z; in € and r; > 0 such that dg(x;,x;) < r; +r; for
every 4,7 in I, there exists a point z € £ such that dg(x;, ) < r; for every i in I.

The hyperconvexity of L®(X) implies that the Cech and VR filtrations of a
subset of L®(X) coincide (up to a factor of two in the filtration index). This gives
a way to study VR-lifespans of homology of X by immersing it in L*(X) and
then using the tools applicable to Cech-lifespans. Note that this idea has been
successfully used in the context of VR-persistence, cf. Proposition 2.34

9In [LMO24, Proposition 9.2] the authors consider the case of the VR filtration of a totally
bounded metric space. The same proof applies to the more general statement given above.
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Hyperconvexity implies certain universal properties of L* spaces, and these prop-
erties will be implicitly used below in relation to Urysohn width (see Remark 316)),
and tight spans (a.k.a. injective hulls). We briefly discuss the latter now and we
refer the reader to Lang’s survey [Lanl3] for more information.

Definition 2.26 (Injective metric space). A metric space £ is called injective if
for every 1-Lipschitz map ¢ : X — E and distance preserving embedding of X into
X there exists a 1-Lipschitz map gzb X & extending ¢:

~

X —— X

xvd)

E
It turns out that injectivity coincides with hyperconvexity.
Proposition 2.27. A metric space is injective if and only if it is hyperconvex.

The proof of Proposition[Z27]can be found in Aronszajn and Panitchpakdi [AP56]
and in [Lan13l, Proposition 2.3].

It is known that L*(X) is injective [LanI3|]. However, there exists a more efficient
injective space containing X.

Definition 2.28 (Tight span). The tight span E(X) of a compact metric space
X is the minimal injective metric space admitting an isometric embedding of X.
Minimality here means that any other injective metric space admitting an isometric
embedding of X contains an isometric copy of E(X).

Tight spans are sometimes called injective hulls or hyperconvex hulls. The no-
tions of injectivity and hyperconvexity were first proposed by Aronszajn and Pan-
itchpakdi [AP56]. Isbell [Isb64] first identified the notion of tight span (although
the author used the term injective envelope). Additional contributions were made
by Dress [Dre84] and Lang [Lanl3]; see Chepoi [Che97] for a historical account.

Proposition 2.29 (Properties of the tight span [Lanl3]). The tight span E(X) of
a compact metric space X exists and satisfies:
(1) E(X) is compact.
(2) E(X) is contractible.
(3) E(X) is isometric to X for any metric tree X.
(4) diam(E(X)) = diam(X).
One particular realization of the tight span E(X) of X as a subset of L®(X) is
given as follows [Lan13l Section 3]:
E(X):={feA(X):if ge A(X) and g < f, then g = f (i.e., f is minimal)},
where
A(X) :={feL”X): f(z)+ f(2') > dx(z,2) for all z,2’ € X}.
Note that from the realization of the tight span recalled above, for any f € E(X)
and any x € X, it holds that
(5) f(x) = max (d (. 2) — (o)) = |date. )~ f],,

Remark 2.30. Not only can the tight span E(X') be regarded as a subset of L®(X)
but also, directly from the fact that it is an injective metric space, there is a 1-
Lipschitz retraction of L*(X) to E(X); see [Lan13], Proposition 2.2].
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2.3. Filling radius. The filling radius is a key notion in metric geometry intro-
duced by Gromov as a measure of largeness of a given closed manifold [Gro83]. To
fill a manifold M of dimension n, treated as a singular n-cycle, means to find an
(n + 1)-dimensional singular chain D with boundary M, i.e. dD = M. In this case
we will also be saying that the cycle M bounds. The ambient space in which filling
happens, as well as the coefficients of singular homology, should be specified, as we
discuss below.

Definition 2.31 (Gromov’s filling radius [Gro83|). The filling radius p(M) of a
closed n-dimensional Riemannian manifold M is the infimal number R > 0 such
that M can be filled inside of the R-neighborhood of its Kuratowski image in
LP(M).

Remark 2.32 (Coefficients). This definition makes sense with any homology coeffi-
cients. Some common choices include Z-coefficients if M is oriented, Zs-coefficients
if M is not oriented, and Q-coefficients in some contexts where torsion is a prob-
lem. However, the usual persistence homology is well-defined only over ﬁelds% SO
in the rest of the paper we implicitly assume that an arbitrary choice of a field is
made (e.g., Z2), and that all filling radii and all persistence features are considered
over this field. All of our results hold for any field and, for this reason, the field is
omitted from the notation.

Before Gromov, a different type of filling radius notion was discussed for sub-
manifolds (or more generally, cycles) in RY in geometric analysis, especially in the
context of the isoperimetric problem [FE60,[MS73[BS83]. We summarize both types
of filling radii in Definition 2:33] adapting it to the context of persistence.

Definition 2.33 (Relative and absolute filling radii of a homology class). Let
(X,dx) be a metric space, and let w € Hy(X) be a nontrivial reduced singular
homology class.

(1) Assume additionally that X is a subset of a Banach space Y, so that
the metric dy agrees with the one inherited from Y (that is, the em-
bedding X — Y is distance-preserving). The relative filling radius of w
is the infimal number r such that the image of w under the induced map
Hi(X) — Hi(N, (X < Y)) is trivial. In other words, it is the infimal size
of a neighborhood in Y where some cycle representing w bounds a (k + 1)-
chain. We will use the following notation for the relative filling radius:
plw; X CY).

(2) In case when no ambient space Y is specified, one can take Y = L*(X),
and measure the relative filling radius of the Kuratowski image x(X)
L*(X). This way one obtains the (absolute) filling radius of w: p(w; X) =
(ks (w); k(X)) < LP(X)); cf. [LMO24l Definition 24].

The word “absolute”, which is usually omitted, is justified by the fact that
p(w; X) equals the infimum of p(iy(w); t(X) < Y) over all distance-preserving em-
beddings ¢ : X — Y [Gro83l page 8]; we will refer to this as the universal prop-
erty. Note that when X' = M is a closed Riemannian manifold, Gromov’s filling
radius (Definition 23T]) over Zy is the same as the absolute filling radius of the
Zo-fundamental class [M].

108ee, however, [Patls].
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The relationship between the VR filtration of a compact metric space and the
absolute filling radii p(w; X) is studied in [LMO24] Section 9.3]. Proposition 234l
applies in the general context of absolute neighborhood retracts (ANRs), which in-
cludes Riemannian manifolds, metric graphs and other commonly appearing metric

spaces

Proposition 2.34 ([LMO24, Propositions 9.28 and 9.46]). Let X be a compact
ANR metric space. Then, for any integer k > 1 and any nonzero w € ﬁk(X) we
have:

o p(w;X) > 0;

o the interval (0,2p(w; X)] appears in the degree-k barcode of Ve(X).
Additionally, if X is a (closed and connected) Riemannian manifold, then there
are no other intervals with left-endpoint (birth time) equal to zero in the degree-k
barcode of V.(X) Here both the filling radius and persistent homology can be
computed with coefficients in an arbitrary field when M is orientable, and with
coefficients in Zo when M is not orientable.

Remark 2.35 (Relative filling radius vs. absolute filling radius). To give an idea
about the difference between relative filling radius in Y and absolute filling radius,
here we give a toy example of a flying saucer in Y = R? (with Euclidean metric).
Let E be the ellipsoid in R3 given by E = {(x,y, 2) | % + %20 + % = 1}, and let
[E] be its fundamental class in Ho(E). There are two different ways to treat E as
a metric space, resulting in the different values of its filling radius.

(1) One way is to consider the Riemannian metric g on E induced by the
Euclidean metric of R3. The Riemannian surface E, thus obtained has
absolute filling radius of about 10: p([E]; E,) ~ 10 (the exact computation
is tricky).

(2) The other way is to borrow the extrinsic distance function from R3. This
does not make E a Riemannian manifold, but rather just a compact metric
space embedded in R? in a distance-preserving way. The corresponding
relative filling radius equals 1: p([El;E < R3) = 1.

In this example we have p([E]; E;) > p([E]; E < R?), which might seem to con-
tradict the note above saying that p(w; X') < p(w; X < Y) for distance-preserving
embeddings X < Y. There is no contradiction here: even though the embedding
E, c R3 is a Riemannian isometry, it is not distance-preserving. Indeed, the ex-
trinsic distance in R? between two points of E is smaller than the intrinsic distance
between them inside E (the length of the shortest path in E). If one computes the
filling radius of E with the extrinsic metric of R3, it will be at most 1.

In the following sections, we will see that Gromov’s filling radius of a Riemannian
manifold isometrically embedded in an ambient space Y can highly overestimate
the lifespan of a topological feature in its Cech filtration and that the relative filling
radius is better adapted to this context.

11Recall that an ANR is any metric space X with the property that whenever it is embedded
into another metric space Z through a homeomorphism h : X — Z, then there is an open
neighborhood U of h(X) such that h(X) is a retract of U; see Borsuk [Bor32] and Hu [Hu65]. It
is known that every compact (topologically) finite-dimensional locally contractible metric space
is an ANR. Thus, all Riemannian manifolds are ANRs.

121n particular, if X is an n-dimensional Riemannian manifold, then (0,2p(X)] is the unique
interval with left endpoint zero in the degree-n barcode.
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Remark 2.36 (Comment about estimation of filling invariants). The type of con-
nections between persistent homology and metric geometry that we explore in this
paper have the potential of permitting the estimation of quantities such as the fill-
ing radii p(w; X), w € H(X), via the polynomial time algorithms that have been
developed for computing persistent homology (see Section[ZT]). Indeed, such an esti-
mate would be obtained via Proposition 234 and the stability of PH (Lemma [2.15)
through computing the VR-barcodes of a carefully chosen e-net for X, for some
e > 0.

Filling radii & lifespans. The notion of lifespan of a homology class (Defini-
tion [2Z19) is directly related to the filling radius as follows. Let X be a compact
subset of a Banach space Y. Let (b, d,,) be the homological birth and death times
of a degree-k homology class w present at time s in the neighborhood filtration
N (X cY). Directly from the definition of the relative filling radius, we obtain

dy — s =plw;Ns(X cY) CY).

A bit more generally, if w, € ﬁk(Nr(X c Y)) is a predecessor of w (that is, it is
mapped to w by the map in homology induced by the inclusion), then

dy —7 = plw; N (X <Y)CY).

Letting » — b,,, we obtain a formula for the lifespan of w in terms of the filling
radii of the predecessors of w:

dy —b, = sup plwN.(X<cY)cY)

b,<r<s
(*)

= i ; X .
L. plwps N (X cY)<Y)

Note that both sides of this formula depend on homology coefficients lying in
the same field, which can be arbitrary.

Remark 2.37. As clarified in Remark 220 this lifespan cannot be written in terms
of the filling radius of a homology class of N}, (X = Y). We cannot expect (a
predecessor of) w to be present in the homology of N (X < Y), unless we work
with Cech homology, and redefine the filling radius correspondingly.

Formula (@) was given for the neighborhood filtration. In view of the functo-
rial nerve theorem (Theorem 2.6 Corollary [Z7), the formula specializes to two
important cases:

e For any w € Spec, (Co(X < Y)),
dy — by, = lim plw; N (X cY)CY).

r—b,+0
e For any w € Spec;, (V. (X)),

dy —b, =2 libmwp(wr;./\fr(/{()() c L*(X)) c L*(X)).

Remark 2.38. For the particular case of VR-lifespans, i.e. when Y = L*(X),
it is important to understand the behavior or the filling radii p(w,; N, (k(X) <
L*(X)) < L*(X)). We make a comment that this cumbersome notation is a bit
redundant; it turns out that

p(wrs Ny (K(X) € L*(X)) € L*(X)) = p(wr; N (k(X) € LP(X))).
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This is not obvious by default, since the absolute filling radius in the right-hand
side should be computed in the space L® (N, (k(X) © L®(X))). Nevertheless, this
equality holds true, as it is explained in Section [33] (see Lemma B.TH]).

Auxiliary definitions. Before concluding the background section, we define two
versions of the radius of a set X', which will be used in the remainder of the paper.
In the first one, there is no reference to an ambient space, and the center is in the
set X'. In the second one (circumradius), the radius of X is computed in an ambient
space, and the center may not be in X.

Definition 2.39 (Radius). Let (X,dy) be a compact metric space.
(1) The radius of X is

rad(X) := inf supdax(z,xzo).
ToEX rzeX
(2) Assume additionally that X is a compact subset of a Banach space
(Y, ]| - ||) The circumradius of X in'Y is

rad(X < Y) := inf sup |z — y].
VeY gex

3. BOUNDING LIFESPANS VIA WIDTHS

In this section, we recall and establish upper bounds for the filling radius which
can be used to estimate the lifespans in both Cech and Vietoris-Rips settings. The
basic idea behind many constructions is simple and can be illustrated as follows.
Let X be a subset of a Banach space Y, and let & > ¢ be positive integers. A
degree-k homology class of X can be “killed” by deforming X to an ¢-dimensional
complex inside Y (a “core”), and if every point moves by some controlled distance,
then we obtain an estimate for the filling radius of the degree-k homology.

3.1. Background on widths. Here we recall three classical approaches to mea-
suring approximate dimension. Informally, the k-width of a space X measures the
extent to which X fails to be k-dimensional.

The Urysohn width was historically the first one to be introduced. Definition 3.1
is equivalent to the one given by Urysohn around 1923 in the context of dimension
theory; it was posthumously published by Alexandrov [Ale26].

Definition 3.1 (Urysohn width). Let X’ be a compact metric space. For an integer
k = 0, the Urysohn k-width of X is defined as

UW,(%X) = inf sup diam(f~" (p)),
P

where f : X — AF is any continuous map to any finite k-dimensional simplicial
complex.

By definition, widths are monotone in the dimension parameter:
UWo(X) = UW(X) = UWL(X) > ...,

and UWy(&X) := diam(X) if X is connected. The n-width of an n-dimensional
manifold is zero, and all preceding k-widths are positive for 0 < k < n.

The crucial connection between the Urysohn width and the filling radius is due
to Gromov.

1330 that dy (z,2') = |z — y| for all z,2’ € X.
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Theorem 3.2 (|Gro83]). For any closed n-dimensional Riemannian manifold M,
1
p(M) < B UW,,_1(M).

The homology coefficients in the definition of p(M) do not matter here; ev-
erywhere below we assume them to lie in an arbitrary field, which is fixed and
omitted from the notation. The importance of this result for bounding lifespans
becomes immediate once one notices that the proof of this inequality can be easily
generalized for any homological feature, and not just the fundamental class.

Theorem 3.3. For any compact metric space X, any integer k = 1, and any
homology class w € Hi(X),

1
plw; X) < 5 UWi—1(X).

Proof sketch, following [Gro20]. Let f : X — AF! be a map for which § =
sup,, diam(f~1(p)) is just a tiny amount bigger than UWj_;(X). Consider the
cylinder X x [0,6/2] and glue its end X x {3/2} to a copy of A*~! along the map f;
that means, pinch every fiber of f inside X x {d/2} to a point. The resulting space
Cs can be endowed with a metric that restricts on X x {0} to the original metric
of X, and makes the length of every interval {z} x [0,d/2] equal to /2. Now, any
k-cycle S in X x {0} representing w becomes null-homologous in C; (informally, one
can just slide it towards the pinched end of the cylinder, where it degenerates to
a (k — 1)-dimensional set). Next, we embed Cy to L*(Cy) in a distance-preserving
way, and post-compose it with the 1-Lipschitz restriction L*(Cy) — L*(X), corre-
sponding to the inclusion X x {0} < Cy. The (k+ 1)-chain that we built in Cy to fill
S pushes forward to L*(X'), and there it lies within distance 0/2 of the Kuratowski
image of X. |

It is natural to look for a relative version of Theorem B3l We provide such an
inequality below (Theorem B, additionally replacing its right-hand side by the
quantity that is comparable to the Urysohn width but easier to compute; the cor-
responding metric invariant implicitly appeared in the work of Alexandrov [Ale33]
on dimension theory.

Definition 3.4 (Alexandrov width). Let X be a compact subset of a Banach space
(Y, |-). For an integer k > 0, the Alexandrov k-width of X (relative toY) is defined
as
AWR(X cY) ;= infsup |z — f(2)],
' ozex
where f: X — Y is any continuous map whose image is a finite simplicial complex
of dimension at most k.

The Alexandrov width enjoys similar properties with the Urysohn width: it is
monotonically decreasing in k until it reaches zero when k& becomes equal to the
dimension of X. If X is connected, AWy(X < Y) equals the circumradius of X in
Y, that is, AW((X < Y) = rad(X < Y) (see Definition 2:39).

It is easy to see directly from the definitions that UWj(X) < 2AW,(X < Y).
Combining this with Theorem B3] we obtain the estimate p(w; X) < AWj_1(X <
Y), which we will improve by replacing the absolute filling radius by the relative
one.
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Theorem 3.5. For any compact set X sitting in a Banach space Y, any integer
k=1, and any homology class w € Hi(X),

plw; X cY) < AW, (X CY).

This is the relative counterpart of Theorem It will follow from a stronger
estimate below (Theorem [BI0), but the intuition behind it is simple as described
at the preamble of this section: One can kill higher homology of X by deforming
it to a low-dimensional complex in Y, and if every point moves by some controlled
distance, then we obtain an estimate for the filling radius.

The virtues of Theorem 3.5 are twofold. First, the Alexandrov width seems to be
easier to estimate than the Urysohn width. Basically, the Urysohn width considers
all maps to a k-dimensional space, whereas the Alexandrov width only considers
a special class of those maps with the images lying in the same ambient space Y
this is also the reason why UW,(X) < 2 AW, (X < Y). Second, in Appendix [Al we
explain that AW, (X < Y) < UW,(X). Hence, together with Theorem B3] this
implies one can bound the relative filling radius with the Urysohn width (if X is
compact), too, and we do not lose much when substituting the widths, since

AWk(X c Y) < UWk(X) < QAW;C(X c Y)

When Y is hyperconvex (for example, L*(X)), one can claim more (see Re-
mark [AZ2):

UWg(X) =2AW, (X cY).
While Urysohn’s and Alexandrov’s notions measure nonlinear width, a simpler
concept of linear width appeared in the work of Kolmogorov [Kol36] in the context
of approximation theory. It is commonly used in infinite-dimensional settings.

Definition 3.6 (Kolmogorov width). Let X be a compact subset of a Banach space
Y. For an integer k > 0, the Kolmogorov k-width of X (relative to Y) is defined as

KWi(X cY):=inf{r| X c N, (P cY) for some affine k-plane P < Y}.

Again, these quantities monotonically decrease in k. It is immediate from def-
initions that AW, (X < Y) < KWy(X < Y). From Theorem it follows then
the relative filling radius of degree-k homology can be bounded as p(; X < Y) <
KWj_1(X < Y). The following finer estimate is another corollary of Theorem 310

Theorem 3.7. LetNX be a compact subset of a Banach space Y. Then for any
homology class w € Hi(X), k = 0,

plw; X cY) < KWi(X cY).

Remark 3.8 (Filling radius and k-widths). We give a toy example to illustrate the
relation between the k-width and filling radius.

For m < N, consider the (m—1)-dimensional ellipsoid E = R (with the extrinsic
metric) given by

3

EYES

E:= {XGRN

=1, andxj=0f0rj>m},
1

<.
Il

where a; > as > -+ > a,, > 0. The widths can be roughly estimated as UW(E) ~
AWL(E c RY) ~ ag4 1 for 0 < k < m. On the other hand, the relative filling radius
of E in RY equals the length of the shortest axis: p([E];E < RY) = a,,. Here,
the dimensions m, N and the sequence {a;} are arbitrary. Theorem tells us
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that p([E]; E = RY) < AW,, _»(E = RY), but we see that the discrepancy between
o([E;E < RY) = a,, and AW,,, o(E = R¥) ~ a,,_1 can be arbitrarily large.
In other words, the Alexandrov (and Urysohn) width can highly overestimate the
filling radius. However, the estimate of Theorem [3.7] in this example is sharp:
p([E;Ec RY) = KW,, 1(Ec RY) = qa,,.

For more information on widths, we refer the reader to Balitskiy [Bal21].

3.2. Bounds for Cech lifespans via treewidth. Recall (from formula (&) in
Section 23] that Spec, (Co(X < Y))-lifespans can be written in terms of relative
filling radii as follows:
dy — by, = lim plw; N (X cY)cCY),
r—b,,+0

where w, maps to w by the homology map induced by the inclusion (see Section23)).
To estimate lifespans, we need upper bounds for filling radii, such as in Theorem [3.5]
and Theorem 3.7l Both estimates can be simultaneously strengthened using the
following new width invariant. Recall that throughout the paper, we use homology
with coefficients in a fixed field, which is omitted from the notation.

Definition 3.9 (Treewidth). Let X be a compact subset of a Banach space (Y, |-|).
For an integer k > 0, let us define the k" treewidth of X as

TWi(X € Y) = infsup |z - f(2)],
I wex

where f : X — Y is any continuous map whose image f(X) is a finite simplicial
complex of dimension at most k with trivial £*" reduced homology.

The treewidth satisfies evident properties:
rad( X cY) =TWo(X cY)>2TW (X CcY)=>TWy (X cY)>....

An equivalent definition of the k" treewidth (perhaps, better motivating our choice
of the word treewidth) is obtained if one only considers maps f such that the
image f(X) is a subcomplex of a finite k-dimensional contractible complex inside Y.
Indeed, to any k-complex with trivial ﬁk() one can glue several cells of dimension
< k to kill all its homology in lower degrees as well as its fundamental group. In the
gpposite direction, any subset of a k-dimensional contractible complex has trivial
Hi ().

The motivation behind the definition of treewidth is to give a common gener-
alization of Theorem and Theorem 3.7l Both follow from the following re-
sult combined with the evident bounds TWi(X < Y) < AW,_1(X < Y) and

Theorem 3.10. For any compact set X sitting in a Banach space Y, any integer
k = 0, and any homology class w € Hy (X)),

plw; X cY) <TWi(X CY).
Proof. Fix any number § > TW(X < Y), and pick a witness map f: X — Y,
whose image f(X) = 7 has dimension at most k and trivial H(7), such that

| — f(x)|| < for all x € X. Pick a cycle S < X representing w and continuously
deform it via the linear homotopy 4 : S x [0,1] — Y given by

h(z,t) = (1 —t)x +tf(x).
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FIGURE 1. A shape with small 1-treewidth but considerable
Alexandrov 0-width and Kolmogorov 1-width

Every point x € S moves by distance at most J, so the continuous deformation
always stays in Ns(S < Y). At time ¢ = 1, the deformed cycle h(S,1) lies in T
and bounds a (k + 1) chain within h(S,1), because T is of dimension k with trivial
ﬁk(T). Therefore, S is null-homologous in NVs(S < Y) (basically, S bounds the
(k + 1)-dimensional trace of the homotopy h). O

A simple example in which Theorem B0l gives a stronger bound than Theo-
rem [3.0] and Theorem [3.7] is depicted in Figure [I} the fundamental class of this cir-
cle has a small filling radius, which can be efficiently estimated by the 1-treewidth
(approximating the shape by a tree, red in the figure), while approximations by
straight lines or points give significantly worse bounds.

We proceed with a strengthening applicable to noncompact sets of the form
N.(X < Y). Notice that the width in the right-hand side of the following estimate
is computed on a compact set, since in Banach spaces the closure of the convex hull
of a compact set is compact; see e.g. Lax [Lax02, Section 13, Exercise 9.

Theorem 3.11. For any compact set X sitting in a Banach space Y, any integer
k =0, any positive number r, and any homology class w € Hp(N.(X < Y)),

P N (X cY)cY) < TWR(N,.(X cconv(X)) < Y).

Proof. Let our homology class w € ﬁk (N-(X < Y)) be represented by a singular
cycle Sy supported in N;.(X < Y). Since Sy is a compact subset of Y, it can be
covered by finitely many open balls B,.(z),z € X' < X,|X’| < oo (recall that B, (x)

denotes the open ball of radius r centered at x). Consider the union U = | J B,(x)
zeX’
and choose any partition of unity subordinate to the cover of U by B,.(z),z € X".

This partition of unity gives rise to a map from U to the nerve L of that cover. By
the nerve theorem, this map ¢ : U — L is a homotopy equivalence, with an evident
homotopy inverse ¥ : L — U, which sends every vertex of L to the center of the

corresponding ball in the cover U = |J B,(z), and extends affinely on the rest of
zeX’

L. Therefore, w|y = by 0 ¢ (w|v) € Hy(U), and the class w can be represented by a
cycle S supported in ¥ (L) < tonv(X). A similar argument shows that if .S bounds
in Ng(X < Y), for some R > r, then the filling chain can also be taken with the
support in conv(X). Therefore,

P N(X cY)Y) < plw; Npo(X ceonv(X)) = Y).
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Now we are in position to apply Theorem B.I0 to the compact set N, (X <
conv(X)):

p(w; No (X c eonv (X)) € Y) = p(w; N.(X < conv(X)) < Y)
< TWi(N (X c eonv(X)) < Y).
(]

Corollary 3.12 (Cech lifespans via treewidth). Let X be compact subset of a
Banach space Y and let w € Spec,,(Co(X = Y)), k = 0. Then,

dy — by < TWE(Np, (X < conv(X)) € Y).
In particular,
dy — b, < TWy(conv(X) < Y).

Remark 3.13. Recall the monotonicity of the treewidth: TWy(-) < TWy(-) =
rad(-). Therefore, as a trivial consequence of Corollary B12] we can upper-bound
lifespans in all dimensions by TWy(conv(X) c Y) =rad(X < Y).

Proof of Corollary[BI2. We use the aforementioned formula
dy, — b, = librn+0 plwp N (X cY)cY),

and bound each filling radius by the treewidth of N.(X < Y):

plwrs Np (X cY) < Y) K TW(N,(X cconv(X)) < Y).
To conclude, we need a continuity property:

liberOTWk(WT(X ceomv(X)) € Y) = TWi (N, (X c conv(X)) = Y).

Its proof is explained in the appendix; see Lemma, [A3] O

Combining this with the trivial inequality TWy(-) < AW_4(-), we obtain the
following bound.

Corollary 3.14 (Cech lifespans via Alexandrov width). Let X' be compact subset
of a Banach space Y and let w € Specy,(Coe(X < Y)), k = 1. Then,

dw — by < AW, (N3, (X c conw (X)) = Y).

In particular,
dy — b, < AWy _q(conv(X) c Y).

We would like to point out that while k-widths are effective for bounding lifespans
of homology classes of degree > k, they do not say much about the lifespans of
homology classes in lower degrees. In Figure 2l we give a simple 2-dimensional
example S. Here, AW (S < R3) is small, and hence, the homology class in Hy(S)
has short lifespans by Corollary .14l However, one can easily see that homology
classes o € Hy (S) can still have very large lifespans. One can generalize this example
to any dimension and codimension. In Section [{] we take a different perspective,
and give global bounds for lifespans and death times in all degrees simultaneously.
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FIGURE 2. For the surface S, while AW;(S < R3) is small, the
lifespan of red curve « € Hy(S) is large

3.3. Bounds for Vietoris—Rips lifespans via Urysohn width. Recall the re-
lationship between Spec;, (Ve (X))-lifespans and filling radii implied by formula (@)
of Section 2.3t

dy — by, = 2T_l)ibri1+0p(wT;J\/}(m(X) c L?(X)) c L*(X)),

where w, maps to w by the homology level map induced by the inclusion, and

k: X — L*(X) is the Kuratowski embedding. Recall also (Remark [Z38)) that the
right-hand side can be rewritten a bit shorter:

p(wrs No((X) € L?(X)) € LP(X)) = p(wr; Np(k(X) € LP(X))).
This follows from Lemma [B.151

Lemma 3.15. Let Z be a subset of L (X) containing the Kuratowski image k(X).
Then, for any homology class w € Hx(Z), the following is true:

plw; 2 = L(X)) = plw; 2).

Proof. The inequality “=" follows from the universal property of the absolute filling
radius (see the comment after Definition 2:33]). To show the inequality “<”, we first
recall that
p(w; 2) = p(ry(w);K'(2) = L*(2)),

where k' : Z — L*(Z) is the Kuratowski map. Second, we make use of the
injectivity (Definition 2226]) of L*(X) in the following way. The inclusion Z <
L*(X), via the Kuratowski identification Z = '(Z), gives rise to a distance
preserving (hence, 1-Lipschitz) map «'(Z) — L®(X). This map can be extended
to a 1-Lipschitz map p : L*(Z) — L*(X), by invoking the injectivity of L*(X).
This map pushes forward the cycle ,(w) to w. Moreover, it pushes forward any
chain filling &/, (w) inside N,.(x'(Z)) < L*(Z), to a chain filling w inside N, (Z <
L7(X)). O

To estimate VR-lifespans, we need to know how to upper-bound quantities
like p(-; N (k(X) < L*(X))), for which Theorem is not applicable: the set
N (k(X) € L*(X)) is not compact (even after taking the closure). One way to
deal with noncompactness is to intersect N,.(k(X) < L*(X)) with the closure of
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the convex hull of X, like we did in Theorem [3.111 That theorem, together with the
inequality TW(-) < AW_(-), will give us a bound on p(-; N, (k(X) = L*(X)))
in terms of the Alexandrov width of N, (k(X) < conv(k(X))). It turns out the
latter can be interpreted in terms of the Urysohn width.

Remark 3.16 (L™ -interpretation of Urysohn width). In the inequality p(w;X) <
1 UWj_1(X), the left-hand side is defined via the Kuratowski embedding in L (),
and it is instructive to interpret the right-hand side as well, in a way compati-
ble with the picture of x(X) sitting in L*®(X). This interpretation goes back to
Tikhomirov [Tik76]. Some references in English are [Gro83, Appendix 1, Proposi-
tion (D)] by Gromov and [Bal21l, Theorem 2.1.9 and Definition 2.3.1] by Balitskiy.
Here we provide a short summary. The width UWj_1(X) can be equivalently
defined as the infimal number 6 > 0 such that there is map f : X — L®(X)
whose image is at most (k — 1)-dimensional complex in L*(X), and such that
|c(z) — f(z)|o < /2 for all x € X. In a nutshell, Theorem B3] says that one can
try killing higher homology of X by deforming x(X) to a low-dimensional complex
inside L*(X), and if every point moves by some controlled distance, then we get
an estimate for the filling radius. This interpretation can be shortly reformulated
as follows:
kafl(X) = 2AWk,1(/<;(X) (@ LOO(X))

Given that interpretation, the following estimate is immediate:
1 _
p(wi N (k(X) < L (X)) < 3 UWj_1 (N, (k(X) < conv(k(X)))).

We will go further and give an even better estimate for estimate p(-;Nr(/@(X) c
L*(X))) by replacing the convex hull with the tight span (Definition 2228). The
following result subsumes Theorem B.3 when » = 0. The specific realization of
E(X) in L*(X) that was described in Section has an isometric copy of X
inside, and the corresponding embedding of X in L* (X') agrees with the Kuratowski
embedding.

To simplify notation a bit, in the rest of this section, we omit x and simply write
X < E(X) ¢ L*(X). Notice that the set N,.,(X < E(X)) is compact, as a closed
subset of the compact metric space E(X).

Theorem 3.17. For any compact metric space X, any integer k = 1, any positive
number r, and any homology class w € Hy(N,.(X = L*®(X))),

Pl N (X © L2(X))) < S UWy (W, (X < B(X))).

Proof. We have a chain of distance-preserving embeddings X ¢ E(X) ¢ L*(X) as
well as X € N,.(X < E(X)) € N.(X < L*¥(X)). All distances below are measured
using the L*-norm. We need to bound p(w; N(X < L®(X)) c L*(X)).

Recall the following property of the tight span (Remark 2:30): there exists a
1-Lipschitz retraction m : L*(X) — E(X). Our first observation is that = maps
N(X c L?(X)) to N;.(X < E(X)). Indeed, take any point y € N,.(X < L®(X)).
Since |y — z| < r for some xz € X, and 7 is 1-Lipschitz retraction, it follows that
Im(y) — x| = |n(y) — w(x)| < |y — =] < r. Therefore, 7(N;(X = L*(X))) =
N,.(X < E(X)). Denote the reverse inclusion

L N (X € E(X)) > N.(X < LP(X)).
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Since both y and 7(y) lie in the open radius r ball centered at z, the whole straight
line segment between them lies in that ball and in N,.(X = L®(X)). Therefore, a
cycle representing w can be continuously deformed to a cycle representing ¢y oy (w)
by letting each y in the support of w slide along the straight line segment towards
7(y). This homotopy takes place entirely in N, (X < L*(X)), and therefore, w =
Ly 0 Ty (w).

It should be obvious now that

p(wi N (X < LP(X)) € LP(X)) < p(ms(w); N (X € E(X)) € L*(X)).

Indeed, any cycle S representing my(w) € Hy, (No(X < E(X))) lies entirely in
N (X < L®(X)) and there represents the homology class 14 0 me(w) = w €
Hy, (N (X < L®(X))). If S bounds in the neighborhood of N,(X c E(X)) of
certain radius, then it bounds even in a smaller neighborhood of N,.(X c L% (X)).
Using the observation at the beginning of this subsection, we deduce that

p(ma(W); N (X < E(X)) = L7(X)) = p(ma(w); Mo (X < E(X))).
The next step follows trivially from the definition of the filling radius:
(i (W) N (X < BE(X))) = p(me(w); Non (X < E(X))).

The final step is to apply Theorem B3 to the compact set N, (X = E(X)), to
conclude that

p(ma(@): N (X € B))) < 2 UWy (W, (X < B(X).

Assembling all these inequalities together, we obtain the result. (I

Corollary 3.18 (VR lifespans via Urysohn width). Let X be a compact metric
space, and let w € Spec,(Ve(X)), k = 1. Then,

dy — by, < UWg_q (wa (X c E(X)))
In particular,
dy — by, < UWp_1(E(X)).

Remark 3.19. It follows that lifespans in dimensions 1 and higher can be upper-
bounded by UWy(E(X)) = diam(X). It is easy to see that lifespans in dimension
0 are also bounded above by diam(X).

Proof of CorollaryBI8l Recall that
dy — by =2 hm p(wr,/\/}(?( c L*(X)) c L*(X)),

r—b,

where w, maps to w by the homology map induced by the inclusion. Upper-bounds
for these filling radii are given by Theorem B.17l To conclude, it remains to use the
continuity property of the Urysohn width [Bal21l Theorem 2.4.1]:

lnn Wk (N (X € E(X))) = UW,_y (N, (X < E(X))).

r—bg,
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3.4. Robust bounds for Cech lifespans via treewidth. The estimates pro-
vided in the preceding sections have a drawback: there is no a priori method to
directly relate the width of X = Y to the width of its r-neighborhood N, (X < Y).
This poses a challenge, as the bounds in Corollaries [3.12] B.14] and B8 rely on the
width of a specific neighborhood of . However, by further refining the class of po-
tential “cores”, we can ensure the derivation of more effective bounds. For example,
this is possible if the core is an affine k-dimensional subspace (see Section [B.3]).

Here, we introduce a modified version of treewidth that enables bounding lifes-
pans directly in terms of X itself, rather than its neighborhood. To this end, we
introduce an auxiliary definition to help constrain the geometric complexity of po-
tential “cores”.

Definition 3.20. Let (Y, | - |) be a Banach space, and let 7 < Y be a simplicial
complex. Suppose there is a retraction map f: Y — 7. We say that f is C-robust
if for any finite set X < Y, and any z € conv(X),

I7(@) = ] < max | f(@') = 2'] + C - xad(X € Y).

Remark 3.21. Recall that, given 7 < Y, a retraction f : Y — 7T is a continuous
map fixing every point of 7. Since Y is contractible, the existence of a retraction
implies that 7 is contractible.

Examples.

(1) If T is a closed affine subspace of Y, and f is any linear projection on T,
then f is O-robust.

(2) If T is nonempty closed convex subset of Y, and f is a continuous nearest-
point projection (metric projection) on 7, then f is 0-robust [4

(3) If the assignment x — ||f(z) — x| is C-Lipschitz, then f is C-robust.

(4) If Y = R? is the Euclidean plane, and 7 is the union of m > 3 equian-
gular rays (or intervals) with a common endpoint, then there is a natural
retraction to 7 which is m—robust.

Definition 3.22 (Robust treewidth). Let X’ be a subset of a Banach space (Y, |-|).
For an integer £k > 0, and a real number C' > 0, we say that the C-robust k-
dimensional treewidth of X is at most d, if there is a C-robust retraction f: Y — T
to a finite simplicial complex 7 = Y of dimension at most k, displacing every point
of X by distance at most ¢:

[f(x)—z| <§ VreX.
The infimum of the numbers ¢ satisfying this condition will be denoted by
TWY (X CcY).
It is immediate from the definition that TVV?1 (XcY) > TVVkC2 (X YY) for
any C; < Cs, and that TWS (X € Y) = TWi(X < Y) for any C.

Theorem 3.23. For any compact set X sitting in a Banach space Y, any integer

k = 0, any real numbers C' = 0 and r > 0, and any homology class w € Hy(N.(X <
Y)),
p(WN(XcY)cY)<STWE (X cY) +Cr.

141t is known that a nearest-point projection exists, if Y is reflexive, but it does not have to
be continuous in general; see for example the discussion after [Megl2] Corollary 5.1.19].
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Proof. Suppose we are given a C-robust retraction f: Y — 7 to a k-dimensional
simplicial complex 7 < Y, such that |z — f(z)| < 6 for all z € X.

Let our homology class w € ﬁk(Nr(X c Y)) be represented by a singular cycle
So supported in N;.(X < Y). Since Sy is compact as a subset of Y, it can be covered
by finitely many open balls B, (z),z € X’ < X,|X’| < o (here B,(z) denotes the

open ball of radius r centered at ). Consider the union U = | J B,(z) and choose
reX’

any partition of unity subordinate to the cover of U by B,.(x),z € X’. This partition
of unity induces a map from U to the nerve L of that cover. By the nerve theorem
this map ¢ : U — L is a homotopy equivalence, with an evident homotopy inverse
1 : L — U, which sends every vertex of L to the center of the corresponding ball

in the cover U = |J B,(z), and extends affinely on the rest of L. Therefore,
TeX’

wly = Py 0 du(w|y) € He(U), and the class w can be represented by a cycle S
supported in ¢(L); in other words, S is obtained by gluing flat k-simplices with
vertices in X', and with the circumradius of each simplex at most r.

Now we continuously deform S using the linear homotopy h : S x [0,1] = Y
given by

h(z,t) = (1 —t)x + tf(x).

By the robustness property of f, every point x € S is moved by a distance at most
d + Cr, so the continuous deformation always stays in Nsyc.(S < Y). At time
t = 1, the deformed cycle h(S,1) lies in 7 and bounds a (k+1) chain within A(S, 1),
because T is of dimension k with trivial Hy (7). Therefore, S is nullhomologous in
Nsicor(S < Y) (basically, S bounds the (k+ 1)-dimensional trace of the homotopy
h). O

Corollary 3.24 (Cech lifespans via treewidth). Let X' be compact subset in a
Banach space Y and let w € Spec,(Co(X < Y)), with birth time b,, = 1. Then,

Z—“<C+1+TW§(XcY).

Proof. We again employ formula (&), now bounding filling radii by Theorem B.23}
dy — by = libm Op(wT;NT(X cY)cY)
r—b,, +

< lim OTWkC(X cY)+Cr

r—by,+
=TW{ (X cY) + Ch,,.

For b, = 1, if we divide the entire inequality by b, we obtain the result. (Il

Remark 3.25 (Comments about Corollary B.24)). We make the following remarks.

e Notice that on the right-hand side, there is no reference to the birth time b,,.
Therefore, C-robust treewidth yields strong control on late-born homology
classes (i.e. those satisfying b, = 1).

e If the assumption b, > 1 is changed to b, > é for some a > 0 then the
conclusion becomes % <1+ C + aTW{ (X CY).

e The corollary implies ‘a robust estimate on the multiplicative persistence of
intervals in the persistence barcode of the Cech filtration Co(X < Y). See
Bobrowski, Kahle and Skraba [BKS17] and Adams and Coskunuzer [AC22]
for studies of multiplicative persistence.
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o Additionally, the proof above gives the following estimates for (b, d,):

— If b, = 0, then d, < TW{ (X c Y).

— If b, = TW (X c Y), then Z—“’ <C+2.
3.5. Robust bounds for Cech lifespans via Kolmogorov width and PCA .
For a given finite set X in RY, standard Principal Component Analysis or PCA
(see [Has09, §14.5]) approximates X by affine k-dimensional subspaces through
minimizing over all such subspaces P the sum of squared distances of points in X
to P. The infimum obtained through this procedure is called the (k+ 1)*"-variance
of X.

Since its introduction by Pearson in 1901 [Pea0l], PCA has become one of the
most widely used data analysis techniques, owing to its interpretability and the
availability of highly efficient computational algorithms. In this work, we investigate
a specific £®-variant of classical PCA, designed for compact subsets of Banach
spaces, and examine its connections to persistent homology by analyzing how it
constrains the lifespans of homology classes.

Definition 3.26 (PCA,). Let X be a compact subset in a Banach space (Y, |- |).
For 0 < k < dim(Y), let Ay be the space of affine k-dimensional subspaces in Y.
Then, we define the (k + 1) ¢*-variance of X as
vp+1(X € Y):= inf supdy(z,P),
PE.Ak reX
where dy (z,P) is the distance from = to the k-subspace P, i.e., dy(z,P) =
infpep |2 — p|.
Remark 3.27. The term ¢*-variance is just a different name for Kolmogorov widths
(cf. Definition [B.6]):
Ve (X CY) = KWi(X € Y).

Theorem 3.28. Let X be a subset of a Banach space Y. Then, for any r > 0 and
any homology class w € Hp(N.(X < Y)), k>0,

P N( X cY)CY) S yp1 (X cY) =KW (X cY).
Proof. Apply Theorem [B.23 with 7 being a k-dimensional affine subspace, and f

being a 0-robust nearest-point projection. O

Cech Lifespans of homology classes in degree > k cannot exceed the (k+1)th
variance, vj41(X).

Corollary 3.29 (Cech lifespans via (®-variance). Let X be a compact subset of a
Banach space Y and let w € Spec,,(Co(X = Y)), k= 0. Then,

dy — by SVp1(X cY) =KW (X CY).
Proof. Combine formula (&) with Theorem O

Remark 3.30. Notice that Corollary gives strong estimates for point clouds in
RN, For example, if the variance vy, .1(X) is small, then, in applications where
only long-lived homological features are relevant, the corollary implies that one can
ignore homology classes in Specy (Co (X = Y)) for k = ky. We should note that, by
its very definition, PCA; is more sensitive than the original PCA against outliers.
We discuss this difference and pose a statistical question about the relationship
between the original PCA and persistent homology in Section [Gl
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Remark 3.31. Notice that all lifespan bounds in Corollaries B.12] B.14] B.18| 3.24]
and are stated in terms of homological lifespans (d,, —b,,). Remark[Z23]implies
that all these bounds therefore apply to the length of every interval in either PD (X))

or PDi(X cY).
4. BOUNDING LIFESPANS BY SPREAD

This section is concerned with global upper bounds for Cech lifespans of ho-
mology classes in arbitrary degrees dimension. In terms of the conceptual descrip-
tion laid out on page [B441] to formulate these results we will choose cores to be
iibercontractible spaces, as defined below.

Our results in this section are somewhat analogous to the following result con-
cerning VR lifespans.

Theorem 4.1 (VR-lifespans via spread; [LMO24] Proposition 9.19 and Remark
9.18]). Let X be a compact metric space and let w € Specy, (Vo (X)). Then dy, —b, <
spread(X).

Here Katz’s notion of spread is used [Kat83]; see also [Wil92, Definition 4]. By
definition, spread(X) is the infimum of the real numbers § = 0 for which there is a
finite subset A = {a1,...,an} c X with diam(A) < 6 and dgf (X, A) < 6.

In the rest of this section, we work in a Banach space Y and, for each compact
set X < Y, we consider a certain variant of the notion spread for which we prove
an analogue of Theorem .11

Definition 4.2 (Ubercontractibility). A set 7, sitting in a Banach space Y, will
be said to be §-ibercontractible if its neighborhood N,.(T < Y) is contractible for
every r = 6.

Remark 4.3 (Acyclicity). For our purposes a slightly weaker condition would suffice:
all neighborhoods N,.(T < Y), r > §, are acyclic (have trivial homology groups)
rather than contractible (have trivial homotopy groups). The acyclicity condition is
equivalent to having almost trivial Cech persistence diagram (trivial beyond death
time ¢), and is implied by tibercontractibility as defined above.

Definition 4.4 (Uberspread). For a compact subset X of a Banach space Y, we
define its tiberspread as

i-spread(X cY):=inf {5 =0

37 <Y a é-iibercontractible simplicial complex
such that d¥ (X, T)<d '

Note that for any point p € Y the singleton set {p} is d-iibercontractible for all
6 = 0. In particular, this implies that
i-spread(X c Y) < rad(X < Y).

For additional constructive examples of iibercontractible sets, we refer the reader
to Appendix [Bl where we show that the cut-locus of a convex set is typically 0-
iibercontractible.

Theorem 4.5 (Cech lifespans via tiberspread). Let X be a compact subset of a
Banach space Y. Let w € Specy,(Co(X < Y)) for any k = 0. Then,

dy — b, < 2i-spread(X C Y).
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e

F1cUure 3. The bound d — b < 214 in Theorem is sharp; here
Y = R? and i = ii-spread(X = R?)

Proof. Via the functorial nerve theorem (Theorem 26]), we will argue at the level
of neighborhood filtrations, as opposed to simplicial filtrations. Let T be a o-
iibercontractible simplicial complex in Y which is Hausdorff distance at most
away from X, where § is just a tiny bit greater than ti-spread(X < Y). Then, for
all » > 0 we have

NA(X CY) s Nyj2s(X < Y)
R %
NT+6(T - Y)

where i, ;1 95, pr, and g, s are the obvious inclusion maps. Applying the homology
functor to the above diagram gives, for all > 0, that

Hy (ir.r125) = Hi(p,) © Hi(grys) = 0

since NV, 5(7T < Y) is contractible. Then this means that d,, — b, < 2§. The proof
follows. O

Remark 4.6 (Katz spread vs. ii-spread). Let us compare Theorem [£5l with [LMO24]
Proposition 9.19]. Suppose we are given a compact metric space X and a finite
subset A = {ai,...,a,} c X with diam(A) < § and df(X,A4) < §. In other
words, the Katz spread of X' does not exceed §:

spread(X) < 0.

Embed X in L®(X) via the Kuratowski map &, and note that the set k(A) = L*(X)
is d/2-libercontractible. Hence, we can apply Theorem and conclude that Cech
lifespans of k(X) < L*(X) do not exceed 2. Therefore, VR lifespans of X do not
exceed 46. This is weaker than the conclusion of Proposition 9.19], which
tells us that in this situation VR lifespans of X do not exceed spread(X) < 4.

In general, the estimate in Theorem [£.5] cannot be improved (see Figure[3]). How-
ever, the factor of 2 in that estimate can sometimes be removed if the comparison
set T (i.e. the “core”) admits a 1-Lipschitz nearest-point projection from Y.
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Theorem 4.7. Let X be a compact subset of a Banach space Y. Assume that
conv(X) admits a 1-Lipschitz nearest-point projection to a closed convex set T <
Y[ Then any w € Spec,, (Co(X < X)), k = 0, has lifespan at most d¥ (X, T).

Remark 4.8. Theorem L7 cannot be derived from the stability results in Lemma[2.15]
and Lemma 2.T06] as those results apply ezclusively to homology classes associated
with points in the persistence diagram ﬁﬁk(é\,’ c Y). In contrast, Theorem [£7]
applies to all elements of Spec, (Coe(X < Y)), which, as expressed by Remark 2.21]
and Proposition [2.22] generally includes strictly more homology classes than those
represented by points in the persistence diagram ﬁﬁk(X < Y). Nevertheless, the
proof of Theorem [£7 shares ideas with (certain simplicial-level) proofs of the sta-
bility results.

Proof of Theorem 7. Let § = d¥ (X, T). By assumption, there exists a 1-Lipschitz
nearest-point projection 7 : conv(X’) — T there is also a (possibly discontinuous)
map j: 7 — X such that

|z —7m(x)]| <0 and |a —j(a)| <0 Vre X and ae T.
It is easy to see that m and j induce, for each € > 0, simplicial maps
Te:C(X YY) > C(T YY) and je : Ce(T € Y) = Ceqs(X ).

To see this in the case of ™ we proceed as follows. Let o = {zg,...,2,} € C.(X < Y).
Let y, € conv(X) satisty |z; — y,| < € for all i. Then, since 7 : conv(X) — T is
1-Lipschitz, we have
|7 (@) = 7 (Yo )| < i — ol < €
for all i. Hence, 7.(0) € C(T < Y).
In the case of j, let 0 = {zg,...,2,} € Cc(T < Y). Let y, € Y satisfy |z, —y,| <
€ for all 4. Then,

17(z:) = yo| < [7(@i) — 2 + 2 —yo| <5+ €
for all i. Hence, jc(0) € Ceys(X < Y).
We then have the following (not-necessarily commutative) diagram:

C(X CY) Cors(X € Y)

C(T <Y)

where ic 45 is the obvious inclusion map.
Claim. For each € > 0 the maps j. o 7 and i. ;s are contiguous.

To see the claim, let o = {zg,...,z,} be any simplex in C.(X < Y). We will
prove that 7 := o U j o (o) is a simplex in Ccy5(X < Y). This requires us to find
a point y, € Y such that v —y.| <e+d forall v e 7.

Let y, € R? be such that |x; — y, | < € for all i. Notice that then we can write

T ={z0,.. ., xn} U {jom(xp),...,j0om(xy)}

Then, we let y, := 7(y,) and calculate

max [ — y || = max (max a; — w(y,)], max | o 7(z:) — 7(y)])

15For example, this is true whenever Y is Euclidean.
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For the first argument of the maximum above,
lzi =7 (Yo )| < lzs — (i) | + |7(z:) — 7(yo)|
|zs = ()| + |2i — o

/

NN

For the second argument,

3o m(ai) —7(yo)|

which establishes the claim.

Now, going back to the proof of the theorem: apply the homology functor Hy, to
the diagram above and obtain the following commutative diagram:

~ ﬁk(ie,s+5) ~d

H(C (X = Y)) Hy(Cops(X € Y))

ﬁk(CE<T cY))

Now, Hy(C(T < Y)) = 0 since T is convex. Then,

Hy(icers) = Hy(je) o Hy(me) = 0,
which completes the proof. ([l

5. BOUNDING EXTINCTION TIMES

In Section Bl we discussed bounds for the lifespans of individual homology classes
in degree > k via different notions of k-width from metric geometry. However, as
Figure 2] suggests, these k-widths do not give any bound for the lower homology
classes in lower degrees. In other words, if AW (M < RY) (or another k-width) is
small, the filling radius (or lifespan) of a homology class « € ﬁj (M) for j < k can
still be very large. It is easy to see that the example in Figure 2l can be generalized
to any dimension and codimension. In particular, k-widths do not say much about
the size of topological features in dimensions lower than k.

In this section, we use a different approach and propose a global bound to the
lifespans of homology classes in all degrees at once. Our goal is to bound the
following quantity.

Definition 5.1 (Extinction time). Let X be a compact metric space. Then,

E(X) = ili]gsup {du | w e Spec, (Ve (X))}

is called the VR-extinction time of X. We similarly, define E (X cY), the Cech-
extinction time for the Cech filtration of a subset X of a Banach space Y. We will
use the terms VR-extinction (respectively Cech-extinction) for short.

Notice that via the VR-extinction £(X), we are not only bounding the lifespans
of homological features with birth time = 0, but we are bounding the death time
of all homological features (in degree 1 and higher) appearing throughout the fil-
tration. Also, note that, as pointed out in [LMO24], Remark 9.8], the radius of X
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(Definition [239) automatically gives an upper bound for the VR-extinction time,
that is, £(X) < rad(X). This is easy to see since the VR complex V,.(X) is a sim-
ph(nal cone for r > rad(X). A similar statement is clearly true for Cech-extinction,
ie. £(X € Y) <rad(X < Y). See Remark 52 for comments on the usefulness of
this type of bounds.

Remark 5.2 (Utility of extinction time bounds). Bounds on extinction times can
be useful in practice for reducing the computational effort incurred by algorithms
designed for calculating PH, as we now explain. By Proposition 2.22] any bound
on the extinction times of a compact metric space provides an upper bound on
the right endpoints of every interval in the barcode of the VR-filtration for that
space; see Remark This is particularly useful due to the inherent structure of
algorithmic procedures for computing persistence diagrams of simplicial filtrations
whose complexity increases with the total number of simplices; see [EHL0, Chapter
VII]. For instance, both the software packages Ripser [Bau2l] and Eirene [HG1(]
use rad(X) as a cut-off value for the filtration parameter. Any computationally
feasible approximation to the extinction time bounds below could similarly boost
efficiency in practical applications.

In the following, we aim to give much finer estimates for extinction times in both
the VR and Cech settings.

Remark 5.3 (Motivating example). Here, we give a toy example to motivate the
notion of extinction defined above. Let E be the (N — 1)-dimensional ellipsoid in

RY given by
N }

where a; > as > --- > ay > 0. While E has terlal homology groups in low degrees,
one can easily add some topology to E by adding k-handles for 0 < k < N —1 as
follows. Fix 0 <k < N — 1. Let

< 1}

E:= {x eRY
be the solid ellipsoid. Given an integer m > 1, we will use notation E" = {xeE|
=0 for ¢ > m}. Let {Dy, Da,..., Dy, } be ¢ disjoint small disks in E" . Then,
cons1der the following surgery operatlon For 1 < j < /i, let Q; := En (D; x RF).
Let S; := E n Q;, and Tj := cl(09;\S;). Then, swapplng the S and the T} will
give a new closed manifold

E:= {XERN

~gw | saw

o

=

,_.
sgm | ~&w

(E\US) UT c RV,

j=1

See Figure H for an illustration. While Hy(E) is trivial for 0 < k < N — 1,
rank(Hy(E)) > £ because of the homology classes generated by the k-handles
{T;}. By choosing {D,} such that {Q2;} are all pairwise disjoint, one can obtain E
with nontrivial homology in all desired degrees k.

Notice that, through Kolmogorov widths, Corollary yields that

dy — by < KWi(E c RY) = ajiq
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FIGURE 4. The space E from Remark B3] for the case N = 3 and
k=1

for any class w € Spec,(Co(X = RY)). By suitably choosing the numbers {a;},
all k-widths for k < dim(E) — 1 can be made arbitrarily large. However, it is not
hard to see that, in this particular example, the death times of all these homology
classes do not exceed the smallest axis length ay. This example therefore shows
that k-widths can highly overestimate lifespans. In other words, we have that the
Cech extinction satisfies E (f} < R¥) < ay. In the following sections, we estimate
extinction radii by comparing a given space to a nearby topologically trivial space.

5.1. Bounding Cech-extinction via convex hulls.

Definition 5.4 (Convexity deficiency). For a compact set X sitting in a Banach
space (Y,|-]), we define the convexity deficiency of X as
cdef(X € Y) :=d¥ (X, conv(X)) = sup inf |y —z].

yeconv(X) zEX

Theorem 5.5 (Bounding Cech extinction). Let X be a compact subset of a Banach
space Y. Then,

EX CY) <cdef(X C Y).
Proof. For any r > 0, and any points z1,...,x,, € X, the intersection of balls
M2, By (z;) is nonempty in Y if and only if the intersection (-, (B, (z;) nconv(X))
is nonempty. Therefore, the filtered Cech complexes C(X < Y) and C(X <
conv (X)) are identical. However, the homotopy type of C,.(X < conv(X)) is triv-
ial whenever r > cdef(X < Y), so no topological feature persists beyond time
cdef(X cY). O

Remark 5.6 (Stability vs. extinction). The stability theorems (Section[ZT3]) do not
imply the previous result for the following reasons:

(1) In contrast with the stability theorems Lemma [ZI5land Lemma 216 which
apply only to homology classes associated to points in the persistence dia-
gram lsﬁk(é’( cY), Theorem applies to all elements of Specy,(Coe(X <
Y)). Recall, from Remark 22T] and Proposition 2221 that in general
Spec, (Ce (X < Y)) contains strictly more homology classes than those
which can be associated with points in the persistence diagram 1351@(9( c
Y).

(2) Strictly speaking, one should not expect that, in general, stability holds for
the lifetime or extinction of arbitrary classes in Specy, (Ve (X)) or Specy, (Co (X
< Y)). For example, the filling radius of an m-dimensional manifold M

coincides with both the lifetime and extinction of its fundamental class
[M] € Spec,,,(Ve(M)). However, the filling radius of M is not stable under
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the Gromov-Hausdorff distance as explained in [LMO24l Sections 9.4 and
9.5].

(3) Even if we restricted ourselves to those homology classes associated with
points in the persistence diagram, the stability theorems would only yield
bounds on lifespans but not on death times (i.e. on extinction). Indeed,
Lemma implies that

dy(PD4(X < Y), PDy(conv(X) = Y))) < dY (X, conv(X)) = cdef(X < Y).

Since ﬁﬁk(conv(?() cY) = &, the stability result and the definition of the
bottleneck distance [EH10] imply that for any point (b,d) € PDy(X < Y),

d—b<2cdef(X CY).

However, both b and d can be arbitrarily large without violating this in-
equality. Meanwhile, Theorem bounds from above the second coordi-
nate of every element of PDy(X < Y): for any (b,d) € PDg(X cY),

d < cdef(X < Y).

Remark 5.7. Example in Figure 3] shows that it is not true that the extinction

~

&(X < Y) is bounded from above by the iiberspread ii-spread(X < Y).

While Remark (.7 shows that the distance to the nearest iibercontractible space
(iiberspread) fails to bound extinction, it might be still true that distance to a
specific cleverly chosen iibercontractible space might give an estimate on extinction.
One natural choice for the role of an iibercontractible space T approximating X < Y
is the convex hull of X'; this is exactly what has just been discussed; with this choice,
there is an extinction bound (Theorem [E.H]), but it is tempting to improve it by
choosing a finer 7. Another natural choice of 7T is given by the cut-locus of the
boundary of the convex hull of X (see the discussion in Appendix[B]). Unfortunately,
the extinction time is not bounded from above by the distance from X to this T
(chosen as the cut-locus of dconv(X'), assuming conv(X') full-dimensional). We omit
the discussion of examples in view of the negative nature of the result, but they
can be obtained as subsets of a square (one can take a square and cut out a large
off-centered disk).

Question 5.8 (Cech extinction and cut-locus of conv(X)). Let X be a compact
subset of a Banach space Y. Let C?°™(X) he the cut-locus of the convex hull of X

(see Appendix [B]). Is it possible to upper-bound the extinction £(X < Y) in terms
of the Hausdorff distance to €™ (¥)? That is, is it true that

EX cY) < Oy - d¥ (X, ¢7eom )
for some Cy > 07

5.2. Bounding VR-extinction via the tight span. To derive a bound on
VR-extinction times, Theorem can be applied to the Kuratowski (distance-
preserving) embedding of X" into L*(X'). However, this approach yields a subopti-
mal result. Here, we present a refinement.

Definition [5.9] is analogous to Definition [5.4] in that the convex hull of X < Y
is supplanted by E(X) (see Definition 2.28]). Recall that X naturally embeds in its
tight span, so we can assume that X < E(X).
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Definition 5.9 (Hyperconvexity deficiency). The hyperconvexity deficiency of a
compact metric space X is defined as the number
hedef(X) == A ™ (X, E(X)) = sup inf |f —d(z, )] .
jEE(X) xeX
Corollary B.10 to Corollary 2.7 is analogous to Theorem

Corollary 5.10 (Bounding VR extinction). Let X be a compact metric space.
Then,

&(X) < 2 hedef (X).
Furthermore, this bound is tight (see Remark BE11]).
Proof. The claim follows from Corollary 2.7 and Remark 2.8 together with the facts
that (1) My(X < E(X)) = E(X) for all ¢ > hedef(X) and (2) E(X) is contractible.

O

Remark 5.11 (Tightness of the bound). Let X' be the unit /* sphere in R?. Then,

in that case, by results of Kilg and Kogak [KK16], E(X) is isometric to ([—1, 1] x

[—1, 1],600) and we compute that hedef(X) = 1. Since Ny(X < E(X)) ~ X ~ S!

for every 0 <t < 1, and for ¢ > 1 we have M;(X < E(X)) = E(X), which is
contractible, by Corollary 2.7 we have

e V. (X) ~ S! for every 0 < r < 2, and
e V,.(X) is contractible for r > 2.

Hence, for w = [S'], d,, = 2; see also Corollary 7.13].
Recall from Remark 9.8] that V,.(X) becomes contractible as soon as
r = rad(X). Proposition proves that the bound in Corollary .10 is never
worse than this bound.
Proposition 5.12. The inequality
2hedef (X) < rad(X)

holds for every compact metric space X .

Remark 5.13 (Comparison of rad(X) and hedef(X)). The upper bound given by
Corollary BI0 can be much smaller than rad(X). Indeed, Let X be any metric tree,
then, in that case (by item (3) of Proposition[2.29) E(X’) = X so that hedef(X) = 0.
However, X can be chosen so that rad(X’) (and also its spread) are arbitrarily large.

Proof of Proposition [5.12l Assume that § > rad(X’) and let 2y € X be a point such
that dx (xg,2) < ¢ for all x € X. Pick any f € E(X) and recall that, according to
equation (Bl), we have that

f(0) = max (dx (0, 2") — f(2')).

Let z(, € X be such that f(xo) = dx(zo, z() — f(x(). Notice that then, by equation
(), we have both

|f = dx(@o, ) = f(wo) and [ f —dx (5, )0 = f(20)-

Adding these two expressions together we obtain that

If = dx(@o, oo + If — da (26, ) = f(x0) + f(20) = dx (w0, () < 6.
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From this, we conclude that

]

inf 7 — (2, )] < min (1 = die(o, ) oo 1 = drv(zh)]c) < 5.

Since f € E(X) was arbitrary, this proves that hedef(X) < g from which the claim
follows. ]

6. FINAL REMARKS

Here we provide some remarks that could suggest further exploration.

Widths and lifespans. Although our results providing bounds on lifespans via widths
are primarily theoretical, they offer practical value both in terms of improving the
interpretability of PH features and in applications. Computing the exact Alexan-
drov, Urysohn, or Kolmogorov k-width for a given set X is often computationally
challenging. However, by definition, these widths arise as infima of certain mea-
surements over k-dimensional spaces (the “cores”). While identifying the optimal
k-dimensional space could be highly complex, any meaningful and well-chosen k-
dimensional space can yield relevant measurements that serve as upper bounds for
these widths and, consequently, for the lifespans. Thus, even if calculating the op-
timal bound is infeasible, our results can be effectively leveraged to provide rough
yet meaningful upper bounds for the lifespans of significant topological features.
See Remark for other considerations related to potential uses of our bounds.

We highlight that our framework enables a bidirectional exchange of concepts,
integrating ideas from metric geometry into applied algebraic topology and sup-
porting their application in the reverse direction. Specifically, since lifespans are
bounded above by various notions of width introduced in Section Bl they conse-
quently provide lower bounds for these quantities. In other words, for a given
metric space X, the maximum lifespan over classes in Spec, (V. (X)) (with zero
birth time) serves as a lower bound for the corresponding width (e.g., UWj_1(X)).
This relationship offers a practical approach for estimating widths by leveraging
topological persistence. We exemplify this now.

Example 6.1 (The Urysohn width of the n-torus). Let n > 1 be any integer and
a1 = ag = -+ = a, > 0. Consider the n-torus 7™ := a;S* x 43St x -+ x a, 5!
endowed with the /% product metric, and where each a;S' factor has the geodesic
metric (with diameter ma;). Then, we claim that for any k € {1,...,n} we have

2
?ﬂ-ak < UW,_1(T™) < map.

The upper bound can be trivially obtained by considering the projection onto the
first k — 1 factors of T™. The lower bound can be obtained through an argument

via PH as follows:

(1) As proved by Adamaszek and Adams in [AA17], I := (0, 2] is the only
bar in the VR-barcode of S* whose left endpoint is zero. Furthermore, this
interval appears in degree-1.

(2) By the Kiinneth formula for the VR-barcodes of ¢*-products of compact
metric spaces (see e.g. [LMO24] Theorem 6.1 and Example 6.4]), the only
intervals in the degree-k VR-barcode of T™ with zero left endpoint must
arise from intersecting exactly k of the intervals a1, asl, - ,a,I each cor-
responding to the degree-1 VR-barcode of one of the n S'-factors of 7.
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These intersections are precisely of the form (0,d(L)] where L < {1,...,n}
s.t. |L| = k and

d(L) := 2Z mj .
() 3%%10{

Then, the maximum of d(L) over all such subsets L equals 2Fa,.
(3) By Theorem B3l and Proposition 234 we now conclude that 2Faj <
UWi_1(T).

Compare with [Gro88, (E;)] and see also [Gro83| page 8].

Standard PCA wvs. lifespans. In Section 5], we give bounds for Cech lifespans via
the variances {v;} induced by PCA (Corollary B29). As one can easily notice,
in order to have such a rigorous bound, we modified the usual PCA definition and
considered an £*-variant. However, this makes the PCA 4, structure highly sensitive
to outliers in comparison with the original PCA. On the other hand, standard PCA
is a mainstream, highly effective dimension reduction tool for real-life applications
with several very efficient computational techniques available. While our results
do not say anything about the relation between the original PCA and PH, an
experimental result relating the lifespans of bars in the persistence diagram of the
Cech filtration C,(X < RY) with variances Dj1(X) of original PCA would be
very interesting, for a given finite set of points X = R¥. It would be particularly
interesting and useful for real-life applications to carry out a statistical comparative
analysis for random finite subsets X in RV (and for k > 1).

Principal curves and surfaces. One can notice that when describing the width-based
arguments in Section [3] we first introduce a k-dimensional optimal core Ay for a
given set X, then the k-width Wy (X)) is defined as some kind of “distance” from X
to k-core Ap. Hence, when Wi (X)) is small, in metric geometry, X is regarded as
“essentially k-dimensional”. There is a similar notion in statistics called Principal
Curves and Surfaces; see Hastie and Stuetzle [HS89], Delicado [Del01], and Ozertem
and Erdogmus [OE11]. While principal curves and surfaces are defined as 1- and
2-dimensional objects, one can easily generalize the idea to any dimension k, e.g.
principal k-manifolds. In our setting, for a compact subset X in a Banach space
Y, principal curves and surfaces can be considered as k-dimensional objects Xy
which minimize the ¢2-distance from X to X for k = 1,2 with some normalization
condition on Y. In this sense, principal curves and surfaces can be viewed as
nonlinear generalizations of principal component analysis (PCA).

Similarly, for a given set X, our k-cores and principal k-manifolds can be re-
garded as analogous constructs which extend the underlying idea to a broader geo-
metric framework. In Section 3.5, we defined PCA, as £*-version of the original ¢2
PCA . Similarly, our k-cores Ay minimize the ¢*-distance between X and Ay while
principal k-manifolds ;, minimize the ¢2-distance between X and ¥;. By using
this analogy, as principal curves and surfaces are suggested as dimension reduction
method, one can consider our k-cores represent the essential structure of X when
Wy (X) is small. Furthermore, just like the discussion in the preceding paragraph
(PCA vs PCA,), it would be interesting to carry out a statistical study of the
relationship between the Cech lifespans and ¢2-distance to principal k-manifolds.
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APPENDIX A. AUXILIARY PROPERTIES OF WIDTHS

It was mentioned in Section [3.1] that
AWL(X cY) S UWg(X) <2AW, (X cY).

The right-hand side inequality is trivial, whereas the inequality on the left requires
an explanation.

Lemma A.1 (Alexandrov [Ale33]). For any compact set X in a Banach space Y,
AWk(X c Y) < UWk(X).

Proof. Suppose UW(X) < §, and let us show that AW, (X < Y) < J. There is
a continuous map f : X — AF to a finite k-dimensional complex with fibers of
diameter < §. Subdivide AF very finely, so that the preimage of any open star of
A* under the map f has diameter < (5@ For each vertex v € AF, pick a point ¢,
in the preimage of the open star S, (unless this preimage is empty; in this case,
we can safely remove S, from AF). The ball Bs(c,) = Y of radius § centered at
¢, covers f~1(S,). Consider an auxiliary map v : A¥ — Y defined by sending any
vertex v € A¥ to ¢, € Y, and then extending linearly on A*¥. Compose this map
with f, and consider yo f : X — Y. Its image is a simplicial complex of dimension
at most k, and to complete the proof it suffices to show that every point x € X
is moved by distance |z — vy(f(z))| < . Let f(z) lie in the relative interior of
a simplex of AF with the vertices vo,...,v,. Then z € f71(S,,) © Bs(c,,), and
|2 — ¢y, || < 0, where 0 < i < m. By construction of +, the point ¢(f(z)) lies in the
convex hull of the points ¢,,, 0 < i < m. Therefore, ||z —v(f(x))| does not exceed
the maximum of |z — ¢, | over 0 < i < m, and this maximum is less than J. O

Remark A.2. Depending on the geometry of Y, this inequality may be slightly
improved if for each vertex f=1(S,) we cover f~1(S,) by a ball of the smallest

possible radius. For example, if Y = RY is Euclidean, then it follows from Jung’s
theorem [JunOI] that this radius can be taken to be 4, /%N—I\il) (instead of 9).
The rest of the proof runs without changes, and the final result is AW, (X <

RY) < 4/ ﬁ UWi(X) < % UW(X). Another extreme example is when Y

is hyperconvex (for example, L* (X)), and any bounded set .A can be covered
by a ball of radius %diam(A). In this case, our estimates actually imply that
UW,(X) = 2AW, (X C Y).

The following property was used in Section

Lemma A.3. The treewidth enjoys the following continuity property. Let X7 D
Xo D -+ be a nested sequence of compact sets in a Banach space Y, and let k be a
nonnegative integer. Then

lim TW,(X; € Y) = TW, (ﬂ X, Y) .
1—00 i
Proof. Denote X = [ X;, w=TWg(X cY),and let f: ¥ > Y be a witness map:

a continuous map whose image lies in a finite contractible k-dimensional simplicial
complex A < Y, and such that |z — f(z)| < w + ¢/3 for all z € X and some

16Recall that the open star S, of a vertex v € AF is the union of the relative interiors of all
simplices of A¥ that contain v.
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arbitrarily chosen ¢ > 0. For each point y € A, the fiber f~!(y) lies in the open ball
Buyte/3(y) (note that f~'(y) can be empty). Since f is continuous on the compact
set X, it is uniformly continuous, hence there is a tiny radius p > 0 such that the
“thickened fiber” f~1(B,(y)) lies in the open ball By, 1./3(y), for each y € A. Since
A is a finite complex of dimension k, there is a finite closed cover | JD; = A such
that its multiplicity is k + 1, its nerve is homotopy equivalent to A, each D; fits in
a ball B,(y;), and C; := f~1(D;) fits in the ball B, ;2¢/3(y;)-

We claim that the sets in the closed cover | JC; = X can be inflated a lit-
tle bit while preserving their intersection pattern. For each collection of indices
J = {j1,...,jn} such that the intersection () C; is empty, it follows from the

jeJ
compactness of X that the number
0y = mi dist(x, C,;
S
is attained and positive. Take a positive § smaller than €/3 and also smaller than

each & over all collections J such that (| C; = @. Consider the open cover {U,}
jeJ

of X, where U; = N3(C; < Y). It has the same nerve as {C;}, and each U, is

contained in By,1.(y;). We have

X c UUj =N;(X CY).
J
Now pick a partition of unity {¢;} subordinate to {U;}. Use it to map (J; U; to its
nerve. Namely, a point z € [ J; U; is mapped to >;¢;(x)y;. This gives a (possibly

J
nonsurjective) map (J; U; — A. Since Uj < By.e(y;), every point under this map
is shifted by distance less than w + e.

Notice that the open set Uj U; contains all &; for 7 large enough, as it can be
easily deduced from compactness. Therefore, we have a map from A}, for all i large
enough, to a contractible k-dimensional simplicial complex inside Y, and every
point is shifted by a distance less than w + ¢. Hence,

TWk(Xi c Y) — TWk(X c Y) < €.

Since € was arbitrary, the result follows. ]

APPENDIX B. UBERCONTRACTIBLE SETS

Here we only work in Y = R" with Euclidean metric, and we are interested in 0-
iibercontractible sets, which we call iibercontractible. A rich source of iibercontract-
ible sets comes from the cut-locus construction, usually considered in a more general
Riemannian setting; see, e.g., Wolter [Wol85]. A very close concept is that of
skeleta (see, e.g., Fremlin [Fre97]), different from our definition only in that we take
the closure. In computational geometry, low-dimensional skeleton constructions
are also called medial axes; see, e.g., the survey by Saha, Borgefors and Sanniti
di Baja [SBdB16]. We only formulate the definition of the cut-locus for convex
hypersurfaces in Y = RV,

Definition B.1. Let K < Y be a convex body (that is, a compact convex set with
a nonempty interior). For each x € K, consider the largest closed ball centered at
x and contained in K; let 7% (2) > 0 be its radius, and B (z) < 0K be the set
of the points where this ball touches the boundary of K. The cut-locus of 0K is
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the closure of the set of all such 2 € K for which the cardinality of B%%(z) is at
least 2:

CK =l ({zeK: |BK ()| > 1}).
There is a canonical retraction ¢ : K — CK defined as follows. For x € CK | set
™K (z) = x. For each point x € K\CX | let b5 (z) be the only element of B (1),
and consider the largest closed ball contained in K and touching 0K at b (z).
The center of this ball belongs to the cut-locus and will be denoted c?% ().

Theorem B.2. The cut-locus C°K of the boundary of a convex polytope K is
ubercontractible.

The key lemma in the proof comes from the Morse theory for the distance func-
tional. It was applied by Barany, Holmsen and Karasev in [BHKI15, Section 3] to
give a sufficient condition for a set to be contractible, but the proof there, in fact,
guarantees that the set is iibercontractible.

Lemma B.3 (Cf. [BHKI5 Theorem 2]). Let T < Y be a union of finitely many
compact convex sets. For each x & T consider the largest ball centered at x whose in-
terior does not meet T. Let BT (x) be the set of the points where this ball touches T .
Suppose that for each x ¢ T we have x ¢ conv(B7 (z)). Then T is iibercontractible.

Proof of Theorem[B.2l Suppose K is a convex polytope. It can be shown that C7K
is a polyhedral complex of codimension 1 in Y. Let F' be a facet of K, and let
ng be the corresponding inner normal vector. The (relative) boundary of F' lies in
C?K_ The map %, restricted to F, sends each point z € F along ny until it hits
C%K. Together F' and the polyhedral surface ¢?® (F) bound a convex polytope K.

Consider a point x € K \C’aK . It then lies in K, for some facet F'. It is sufficient
to verify the assumption of Lemma one needs to check that x ¢ conv(B7 (z)),
where 7 = O, Indeed, for every y € B” (z), the vector y — = forms an acute
angle with np, and therefore, the entire set B7 (z) lies in the open halfspace {z €
Y :{(z — x,np) > 0}. Therefore, z ¢ conv(B7 (z)). O

We conclude this section by speculating how Theorem can be proven for
convex bodies other than polytopes. Unfortunately, the case of a general convex
body K cannot be proven by approximating K with polytopes K, because in order
to guarantee C-convergence C%: — CK we cannot get away just with polytopes.
We sketch an argument that works for fairly general convex bodies, modulo some
technicalities. We take a different approach and assume the following “tameness”
assumption: C°% consists of finitely many compact convex sets. It allows us to
apply Lemma [B.3] but it is highly likely that the lemma can also be stated and
proven in greater generality. Not only the class of tame convex bodies includes
polytopes, but it also seems to be C?-dense among all C?-smooth convex bodies
(we do not discuss this in detail since this digresses too far from the main topic of
the paper).

Sketch of the proof of Theorem[B.2] for tame convex bodies. The following two prop-
erties will be shown to imply the iibercontractibility of CK.

(1) The cut-locus of 0K consists of finitely many compact convex sets (so we
can use Lemma [B3)).

(2) The boundary of K is C2-smooth and strongly convex in the sense that its
second fundamental form is positive definite.
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The tameness assumption guarantees the first property. We argue that we can
inflate K slightly to get a new convex body K’ that satisfies the second property,
while preserving cut-locus C?X" = C?K = 7. This amounts to choosing r?%’ (z)
for x € T carefully, so that on every face of T, 7K is C*-close to r?& oK' ig
strongly convex. The details are omitted.

In the rest of the proof we assume that K satisfies the two properties above,
and we will verify the assumption of Lemma B3l for 7 = C%% to show that it is
iibercontractible. Pick points x € K\T, and y € B” (). Our goal is to prove that
{y —xz,n) > 0, where n is the inner normal to 0K at b°%(z). This will imply that
z ¢ conv(BT (z)) c {zeY :{z —x,n)> 0}

Suppose, for the contrary, that {(y — z,n) < 0. Parametrize the straight line
segment [x,y] linearly as z(t),t € [0,1], (0) = x, (1) = y. For each t € [0, 1), let
u(t) = 7K (x(t)) be the only element BX (x(t)). Consider also v(t) = ¢ (z(t)),
for t € [0,1], and notice that v(1) = y. The key idea is to look at the continuous
family of straight line segments [x(¢),v(¢)], and investigate how they intersect the
open ball O centered at z of radius r?¥ (x). We make the following observations.

e The open ball O does not intersect 7, and v(t) € T. So for each ¢ € [0,1),
the segment [2(t), v(¢)] starts inside O and ends outside of O.

e The strong convexity of 0K implies that the angle between the vectors y—x
and v(t) — x(t) is strictly increasing for ¢ € [0,1). To see that, one needs
to differentiate in ¢ the inner normal to 0K at w(t) (which is collinear with
v(t) — z(t)).

o Initially, the angle between the vectors y — z and v(0) — 2(0) is nonacute
(since by assumption (y — x,n) < 0). Therefore, for ¢ close to 1 the angle
between y — x and v(t) — z(t) is obtuse, and tends to a limit that is obtuse.
It follows that the length of the part of [(t),v(t)] that lies in O is bounded
away from 0.

e But, as t — 1, the segment [z(t),v(t)] degenerates to the point y, so its
length must approach zero. This contradiction concludes the proof.

,and r

O
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APPENDIX C. NOTATION TABLE

TABLE 1. Notation and main symbols

Notation Definition Place
conv(X) Convex hull of X in a Banach space
conv(X) Closure of convex hull of X' in a Banach space
Hy () Singular homology in degree k
IrNIk() Reduced singular homology in degree k
N.(X < Z) Open r-neighborhood of X in Z Section 211
N (X c2) Closed r-neighborhood of X in Z Section 211
YV, (X) Vietoris—Rips complex of X for distance r Definition 1]
C.(X c 2) Cech complex of X ¢ Z for distance r Definition
Specy(A.) Homological spectrum of the filtration A, Definition ZI§
PD(X) k*™_persistence diagram of X with VR filtration Section
136;6(/\,’ cY) E*™-persistence diagram of X < Y with Cech filtration  Section
by, dg, Birth and death time of the homology class w Definition
dy, — b, Persistence (lifespan) of the homology class w Definition
dp(-,-) Bottleneck distance between persistence diagrams Section
ay(,-) Hausdorff distance between two subsets in Y Section 2]
dau(-,-) Gromov-Hausdorff distance between two metric spaces Section 2]
L*(X) Space of bounded functions on X with sup norm Section
E(X) Tight span of X Definition
p(M) Gromov’s filling radius of M Definition 2.3T]
plw; X < Y) The relative filling radius of w € Hy(X) relative to Y ~ Definition P33
plw; X) The absolute filling radius of w € Hy(X) Definition Z33]
rad(X) The radius of X Definition
rad(X cY) The circumradius of X relative to Y Definition
UW(X) Urysohn k-width of X’ Definition Bl
AW, (X YY) Alexandrov k-width of X' relative to Y Definition B4
TWi(X CY) k™ treewidth of X relative to Y Definition
TW (X cY) C-robust k-dimensional treewidth of X Definition
KWi(X cY) Kolmogorov k-width of X relative to Y Definition Bl
v(X) k'™ variance of X (PCAy) Definition
ii-spread(X  Y) Uberspread of X relative to Y Definition B4
£(X) VR-extinction time of & Definition B
& (X cv) Cech-extinction time of X relative to Y Definition 5.1
cdef(X CY) Convexity deficiency of X relative to Y Definition B4
hedef (X) Hyperconvexity deficiency of X Definition 59
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