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Abstract

With the growing integration of 5G technologies, satellite communication (SatCom) net-
works, particularly next-generation geostationary (GEO) multi-beam systems, have been in-
creasingly designed to support a wide range of 5G applications and services. This evolution,
often based on High-Throughput Satellite (HT'S) architectures and increasingly incorporating
Al-enabled dynamic management strategies, is driven not only by the technical potential of
SatCom to extend connectivity but also by intense market competition. In such a competitive
landscape, it is often economically impractical for service providers to deploy their own dedi-
cated satellites for each service category. Consequently, they rely on renting capacity (Mbts)
from satellite operators, which introduces the need for efficient and responsive resource allo-
cation mechanisms. In this context, dynamic, Quality of Experience (QoE) aware allocation
strategies are critical to manage the limited satellite capacity across heterogeneous service
demands efficiently. This approach seeks a well-balanced outcome: maximizing operator
revenue, minimizing service provider costs, and enhancing end-user QoE.

However, this model is constrained by limited satellite capacity and the stringent QoE
requirements of end users, which vary significantly across services. Accurate modeling of
QoFE remains a fundamental challenge, especially in the face of dynamic, time-varying traffic
patterns that are unpredictable and not known in advance. Different services exhibit diverse
packet inter-arrival time distributions, further complicating resource allocation. Furthermore,
multiple services often coexist and compete for resources within the same satellite beam,
generating fluctuating and conflicting demands. These challenges underscore the critical
need for online, adaptive, and QoE-aware capacity allocation strategies that can operate
effectively under uncertainty.

To address capacity limitations more effectively, satellite operators need to enhance their
available capacity by exploiting various options, including utilizing Extremely High-Frequency

(EHF) bands. However, resource allocation, traffic steering, and load balancing in multi-



gateway, multi-beam SatCom networks, particularly in the EHF bands (Ka, Q, and V) face
critical challenges due to unpredictable rain attenuation, dynamic traffic variations, and
stringent QoE requirements.

In response to these challenges, this thesis develops QoE-aware dynamic capacity manage-
ment strategies for multi-beam, multi-service SatCom networks. The aim is to design flexible
and proactive policies for online capacity and traffic management, accounting for the diverse
service requirements, stochastic traffic behavior, and environmental uncertainties. To this
end, we incorporate traffic demand forecasting and rain attenuation prediction techniques to
enable intelligent traffic steering, load balancing, and resource provisioning across beams and
gateways.

Chapter 2 presents a QoE-aware, cost-minimizing dynamic capacity renting framework
tailored for Satellite-as-a-Service (SaaS) enabled multi-beam SatCom systems. This model
is designed to minimize the rental costs of satellite service providers, considering the time-
varying traffic demand while simultaneously ensuring the QoE and blocking probability re-
quirements of diverse services. Our study models the QoE stochastically based on the trans-
mission waiting time of data packets in the system buffer, with a defined target threshold
and an allowable violation probability.

In Chapter 3, we address the limitation of uniform traffic models by developing a more
general, flexible capacity allocation policy that accommodates multiple services with varying
packet inter-arrival distributions and QoE expectations. In addition, to prioritize critical
services, our model includes service prioritization during congestion. This model utilizes
advanced Deep Reinforcement Learning (DRL) techniques to learn and adapt optimal policies
in real time.

Finally, Chapter 4 addresses the challenges of traffic and feeder link capacity management
in EHF bands. We propose a predictive framework for proactive beam traffic to gateway
matching, incorporating both traffic demand forecasting and rain attenuation prediction to

enable robust load balancing and improved resource utilization.

vi
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Contents

This Ph.D. thesis, titled “QoE-Aware Dynamic Resource Allocation in Next Generation
Satellite Networks”, is structured into five chapters. Chapter 1 provides an introduction and
background on satellite networks, time-varying traffic demand, QoE modeling, and resource
allocation. It also outlines the motivation for the research and formulates the key research
questions. Chapter 2 proposes a QoE-aware, cost-minimizing dynamic capacity allocation
framework for multi-beam, multi-service SatCom systems. Chapter 3 builds on the work in
Chapter 2 by incorporating multiple services with different inter-arrival time distributions and
distinct QoE requirements, while also introducing service prioritization. Chapter 4 presents
a proactive beam traffic-to-gateway matching approach with load balancing for EHF bands,
taking into account both traffic demand forecasting and rain attenuation prediction. Finally,
Chapter 5 offers concluding remarks, a summary of the contributions, and potential directions

for future research.
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Chapter 1

Introduction

In today’s hyper-connected world, SatCom systems play a critical role in enabling global
connectivity and supporting diverse applications that demand high availability, resilience,
and service quality, especially in remote and underserved regions. The demand for satellite
services is growing rapidly and becoming increasingly dynamic due to a surge in users and
the diversity of service types [!], [2]. To meet these evolving needs, satellites across all
orbital regimes, such as GEO, MEO, and LEO, are increasingly being integrated into the 5G

ecosystem to extend coverage and support next-generation applications and services.

1.1 Satellite Networks Architecture

The SatCom network architecture can be broadly classified into transparent and regenerative
satellite systems, each with distinct roles in data processing, protocol handling, and traffic
management [3]. As illustrated in Fig. 1.1, when a user requests a service (downlink), the re-
quested data typically originates from the Internet or a centralized core network. This content
is routed through the satellite network, where it is delivered via a feeder link to the satellite
and then forwarded to the user terminal over the user link. The specific handling of this
data—whether processed onboard the satellite or managed entirely on the ground—depends
on the underlying satellite architecture.

Transparent satellites act as passive relays: they amplify and forward RF signals between
the user terminal and the ground segment. Consequently, all protocol processing, including
Radio Resource Control (RRC), Packet Data Convergence Protocol (PDCP), Radio Link
Control (RLC), and Medium Access Control (MAC), is performed at the terrestrial gateway
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(GW), where packet queues are maintained, resource allocation decisions are made, and traf-
fic is prioritized based on operator policies [1]. In contrast, regenerative satellites incorporate
onboard processing capabilities [1]. This enables the satellite to act as an intelligent net-
work node, such as an onboard gNB, with the ability to locally schedule resources, maintain
packet queues, and dynamically allocate capacity based on real-time traffic demands and
user priorities. As a result, regenerative satellites can achieve lower latency and more flexible
bandwidth utilization, particularly in highly dynamic or delay-sensitive scenarios. However,
they are also constrained by limited onboard computational and energy resources, which can
affect their ability to scale or support complex scheduling algorithms. In addition, both archi-
tectures must cope with challenges such as time-varying traffic demand, limited and shared
spectrum resources, the need for real-time adaptation, and the need to maintain consistent

and uninterrupted QoE.
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Figure 1.1: Generic satellite architecture.

Therefore, regardless of the architecture, the deployment of an intelligent, QoE-aware
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dynamic resource allocation mechanism is critical to optimize traffic flow, prevent congestion,

and ensure service quality under heterogeneous and unpredictable network conditions.

1.2 Time-varying Traffic Demand

With the advancements of 5G and next generation SatCom networks and the continuous
evolution of their application scenarios, massive traffic data is being generated from different
applications and services [5,0]. Different services induce significantly different traffic volumes
and temporal characteristics. For example, video streaming applications typically produce
sustained high-throughput traffic, while massive machine-type communications (MTC) or IoT
devices generate short, intermittent bursts. Moreover, the number of concurrently active users
accessing these services fluctuates over time, influenced by diurnal patterns, user mobility,
and regional demands. This variation in user access leads to time-varying traffic, which
can exhibit highly volatile characteristics over different intervals. Traffic demand can be
conceptualized as a flow of packets transmitted over time. Each service typically generates
a sequence of packets with service-specific characteristics such as packet size, inter-arrival
times, and burstiness. When the same service is accessed by multiple users simultaneously,
the resulting traffic can be aggregated into a flow of packets with an effective arrival rate.

The temporal distribution of traffic—particularly the diversity in packet arrival patterns
reflected by varying inter-arrival time distributions—plays a critical role in modeling demand
variability. For example, certain services follow a Poisson arrival process, while others exhibit
heavy-tailed or bursty behavior, which is better modeled using distributions such as the
Weibull or Pareto distributions. The heterogeneity in these distributions across different
services complicates the modeling of traffic variability and burstiness [7, 8].

Additionally, the spatial distribution of traffic across satellite beam coverage regions is
far from uniform. Traffic demand differs significantly between beams, driven by variations in
population density, user activity patterns, and service subscriptions. This spatial disparity is
particularly pronounced in GEO satellite systems due to their fixed coverage areas and limited
beam reconfiguration capability. In contrast, non-geostationary (NGSO) constellations—with
their moving beams and dynamic footprint tend to experience more evenly distributed traffic
patterns, although still subject to regional hot-spots [10].

As shown in Fig. 1.2, the heterogeneous nature of 5G service traffic, characterized by
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Figure 1.2: Demand over time and inter-arrival distribution variation demonstration plot [9].

varying volumes and diverse inter-arrival distributions, necessitates precise modeling of traffic

variability, which is essential for maintaining and accurately estimating QoE.

1.3 Quality of Experience

The emergence of various services has introduced new challenges, intensified competition
among network satellite operators, and heightened user expectations for network services. As
a result, QoE has become a primary design objective in next-generation satellite networks,
serving as a critical metric for quantifying user satisfaction [11-13]. In practice, QoE is often
incorporated within Service Level Agreements (SLAs), which formally define the minimum
service quality that must be ensured.

In the context of multi-service networks, relying on aggregate or average QoE across ser-
vices can obscure critical performance bottlenecks. Since different applications have distinct

QoE sensitivity, it is essential to fulfill QoE in a service-specific manner [13]. To meet the

performance demands of these advanced applications, QoE must be accurately estimated.
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1.3.1 QoE Estimation

Traditionally, QoE estimation was conducted through user surveys, where users are asked
about their satisfaction with the application or service they use. They indicate their satis-
faction on a scale of 1 to 5. The opinions are then averaged to obtain a mean opinion score
(MOS) [13], [11].

State-of-the-art methods commonly use the MOS as a standard metric for QoE esti-
mation. However, the basic MOS approach may not accurately capture QoE, as it relies
on users’ subjective expectations of fulfilling certain requirements [11, 15]. It is also costly,
time-consuming, and impractical for large-scale environments due to the extensive number
of participants required for the experiment [16].

MOS, primarily designed for human-centric services like voice and video, is insufficient
for emerging 5G use cases such as massive MTC, where the end-users are often machines
rather than humans. These applications necessitate a redefined QoE paradigm that accu-
rately reflects the performance and reliability expectations of both human and machine users.
Consequently, network design and performance evaluation must evolve to incorporate these
new QokE assessment models, ensuring that future networks can effectively support the diverse
and stringent requirements of next-generation applications.

Alternatively, for continuous, consistent, and large-scale monitoring without the need for
constant human input, objective QoE estimation is applied [I7]. The objective QoE esti-
mation is more important in 5G and beyond networks to enable real-time monitoring and
dynamic adaptation of network resources. Furthermore, the time-varying and uncertain traf-
fic demand and available resources necessitate the consideration of advanced QoE estimation

techniques [12, 15].

1.4 Satellite Stackholders

Satellite stakeholders are entities that have a direct or indirect interest, investment, or role
in the operation, development, or use of satellite resources. Although there are several stake-

holders [18], they can be broadly categorized as follows,

o Satellite Operators: These are the infrastructure owners who manage and control the

satellites in orbit and the satellite resources in general.
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e Service Providers (SPs): These entities utilize the satellite infrastructure to deliver

communication services to their customers.
e Customers: These are the beneficiaries of services for various applications.

Each of these stakeholders has distinct interests. Satellite operators aim to maximize
their revenue by renting their available resources to as many SPs as possible. Conversely,
SPs seek to minimize rental costs, and customers prioritize obtaining a high QoE [19].

Traditionally, satellite operators managed both the infrastructure and service delivery,
providing direct services to end-users. For SPs to extend their reach and adapt to rapidly
changing markets due to the rising number of services, they are expected to make substantial
investments in network infrastructure and advanced satellite technology. However, the esca-
lating costs associated with launching and maintaining satellite infrastructure have prompted
a shift in this business model. Satellite SPs, facing prohibitive infrastructure expenses, have
found it unfeasible to deploy their own satellites for each service offered to customers. This
economic challenge has led to the emergence of the Satellite-as-a-Service (SaaS) model [20,21].
Under this paradigm, satellite operators lease resources to SPs based on predefined SLAs.
SaaS is increasingly seen as the future for major operators like SES and Eutelsat. This model
allows for more flexible, efficient, and cost-effective use of resources, allowing operators to
better meet the growing and dynamic traffic demands of users in the market [20], [22]. unless
the static renting contracts that involve fixed bandwidth allocations and regular payments,
the SaaS enabled dynamic renting contracts require operators to adapt to varying traffic
volumes and QoE requirements, complicating resource planning. Dynamic contracts neces-
sitate estimating resource needs, risking either wasted resources or unmet commitments if

overbooking is used.

1.5 Satellite Capacity Allocation

In early satellite systems, capacity allocation (CA) was static, with resources such as band-
width and power pre-assigned to specific users or services and remaining fixed. However, as
the number of users and traffic demand vary, this static allocation results in under-utilization
of capacity during low-demand periods and congestion during peak hours.

To address these inefficiencies, Dynamic CA (DCA) has emerged as a key mechanism in

modern SatCom systems. DCA enables the adaptive allocation of satellite capacity based on
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real-time traffic demands, QoS, and QoE requirements. Given the inherently time-varying
nature of traffic, satellite systems must contend with periods of underload (off-peak traffic) as
well as overload (peak-traffic), where demand exceeds available capacity. During peak traffic,
operators prioritize services based on business criteria and may not admit all traffic requests
at a time.

The responsiveness of the DCA mechanism is critical. Faster adaptation allows the sys-
tem to allocate resources more effectively, thereby improving capacity utilization. Conversely,
slower adaptation leads to inefficiencies in CA and possible degradation in service quality [10].
Therefore, designing effective admission and adaptation policies is crucial for optimizing satel-
lite resource use and enhancing network performance. Critical design parameters influencing

CA decisions include:

e Rate of Capacity Adaptation: Determining the frequency of capacity adjustments (e.g.,
every 5 minutes, 10 minutes, hourly, or daily) involves a trade-off between monitoring

complexity and resource allocation efficiency.

e Target QoE Requirements: Ensuring that QoE metrics are met and managing the trade-
off between capacity and target QoE requirements involves continuously monitoring

network conditions and dynamically adjusting capacity.

e Target Blocking Probability (BP): Setting acceptable levels of BP ensures that the
system can handle incoming traffic without excessive packet loss, thereby maintaining

service reliability.

Operators must design their CA models with these performance indicators in mind to
optimize resource utilization and ensure service quality, ultimately contributing to revenue
optimization. Additionally, the advancement of key enabling technologies such as digital

transparent payload systems lead to a dynamic and adaptable CA.

1.5.1 Data Packets Queuing Techniques

When users request access to a particular service, they are effectively initiating a demand for a
specific volume of data to be transmitted either from the internet or a content server through
the satellite GW. To minimize the transmission overhead and ensure efficient handling, data
from various applications is aggregated into flows of packets. These flows are managed by

the network to support smooth and reliable delivery. However, due to limited transmission



8 Chapter 1

capacity, incoming packets cannot always be processed and forwarded immediately upon
arrival. As a result, packets are temporarily stored in a queue within the satellite’s buffer

system, awaiting transmission.

A — s ¢ At) —> IEm— ()

(a) Static queue model. (b) Time-varying queue model.

Figure 1.3: Static versus time-varying queuing.

Queue Length (QL) is a widely adopted measure of congestion and queuing delay, which
directly impacts perceived latency and throughput, both critical components of overall system
performance and QoE [23]. In general, a longer QL returns a higher network congestion
probability and a longer service time that the users may suffer because the data spends
more time in the buffer before being processed and transmitted. As the QL approaches
the system’s maximum buffer size, the QoE deteriorates due to increased waiting times. In
critical scenarios, this may lead to buffer overflow, resulting in packet blocking and potential
packet loss. To cope with such an issue and conserve the required QoE, one demands a
higher allocated resource to increase the service rate. On another hand, letting the system
operate with very short queuing lengths may imply that an over-needed amount of resources
is allocated.

There exists a wide range of queuing techniques in the literature. Due to the highly
dynamic nature of 5G traffic that can vary significantly due to factors like user mobility,
diverse service requirements, and varying network conditions, the commonly used queuing
models like M /M /1 and G/G/1 can not fully capture the complexities of the queuing analysis
[24], [25]. To estimate the congestion and queuing delay more accurately, we need to consider

advanced queuing models that could be suitable for time-varying arrival and service rates.

1.5.2 Optimization Techniques

Optimization techniques play a central role in enabling objective-driven decision-making in
dynamic resource allocation. They offer mathematically rigorous and systematic frameworks
to make efficient, fair, and reliable resource allocation under multiple system-level constraints.
These techniques are particularly effective at handling complex constraints, such as capacity

limits, QoE requirements, traffic dynamics, and environmental impairments.
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Conventional optimization approaches, such as linear programming, convex optimization,
and integer programming, often come with provable guarantees of optimality and convergence,
making them highly reliable for structured and well-defined problems [26]. Additionally,
Lagrangian duality—discussed in detail in Chapter 2—is a powerful technique for handling
large-scale optimization problems with coupling constraints. When the underlying problem is
convex, this method enables distributed solution of decomposed subproblems while ensuring
global optimality under strong duality.

For non-convex problems, especially those involving integer or combinatorial variables,
global optimality is harder to achieve due to the presence of multiple local minima. However,
exact methods such as the Branch and Bound (B&B) algorithm can still guarantee globally
optimal solutions by systematically exploring the solution space while pruning suboptimal
branches. As detailed in Chapter 4 of this thesis, while B&B is a powerful method for solving
non-convex mixed-integer linear (MILP) programs, it becomes computationally prohibitive
for large-scale problems due to its exhaustive search nature. In such cases, heuristic and
metaheuristic techniques, such as genetic algorithms and ant colony optimization, can offer
near-optimal solutions with significantly lower computational overhead [27], [28].

However, these conventional techniques may become less effective when dealing with:
e Very large or high-dimensional solution spaces.

e Highly dynamic systems with time-varying conditions.

e Poorly modeled or uncertain constraints.

In such cases, optimization problems become difficult to formulate explicitly or solve in real
time. Artificial Intelligence (AI) and Machine Learning (ML) models are well-suited for these

scenarios [29-31].

1.5.3 Artificial Intelligence and Machine Learning

The rapid advancement of 5G networks, along with the growing complexity of management,
traffic handling, and dynamic service demands, highlights the need for more intelligent re-
source optimization techniques. Al, particularly ML techniques, is becoming indispensable
to advance resource optimization and facilitate smarter, adaptive decisions in resource alloca-

tion [29]. Unlike traditional mathematical model-based approaches, AI utilizes a data-driven
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framework to dynamically allocate resources by continuously learning from the network en-
vironment. This approach provides insights into demand and available capacity over time,

enabling more efficient and adaptive resource management.

Data-Driven Models

Resource allocation becomes more efficient when guided by accurate traffic and channel con-
dition predictions [32], [33]. To achieve this, operators must anticipate user traffic demands
and environmental impairments such as rain attenuation. This requires maintaining spatio-
temporal historical data, including traffic patterns and weather events, which can support
predictive models for future resource planning. As detailed in Chapter 4 of the thesis, tech-
niques such as time series forecasting, including LSTM networks, are commonly used for this
purpose.

Nevertheless, prediction alone is not sufficient for optimal performance in highly dynamic
and uncertain environments. Satellite systems must also be able to respond rapidly to unan-
ticipated fluctuations. The next section explores how Deep Reinforcement Learning (DRL)

can be leveraged to enable such adaptive and QoE-aware resource allocation policies.

Deep Reinforcement Learning

RL is a ML approach that allows an agent to reach a specific objective by maximizing long-
term rewards through trial-and-error interactions with its environment [34,35]. The agent
is the resource manager that can be located at the satellite GW or onboard the satellite,
depending on the satellite architecture. It interacts with the network environment by choosing
actions from its available action space based on its current state. Each action results in a
corresponding reward and a transition to a new state. This process is repeated until the
agent’s learning process converges to an optimal policy, maximizing the average reward [35,

]. In the context of multi-beam SatCom systems, DRL offers a powerful solution for DCA by
learning to adaptively allocate resources based on fluctuating user demand, environmental
conditions, and service-level QoE requirements. Unlike rule-based or static optimization
approaches, DRL can operate in real-time, handle high-dimensional state-action spaces, and
generalize across different network scenarios [29]. This makes it well-suited to address the
inherent uncertainties and heterogeneity in traffic patterns and service types, ultimately

enabling efficient and QoE-centric resource management. Several efficient DRL algorithms
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exist, among which Deep Q-Networks (DQN), Double DQN (DDQN), and Dueling Double
DQN (D3QN) have been widely adopted and demonstrated to be particularly effective. The

detailed implementation is discussed in Chapter 3 of this thesis.

1.6 Motivation

The SatCom industry is undergoing rapid transformation. Well-known satellite operators
such as SES, Intelsat, Inmarsat, Airbus, and Viasat are now competing with emerging broad-
band SPs like SpaceX and Eutelsat for global market share [18]. Despite a 29% increase in
overall satellite broadband revenue and a 46% growth in subscriptions in 2024 [37], several
operators reported revenue declines. This apparent paradox is driven by intensifying mar-
ket competition, the rising influence of Over-the-Top (OTT) streaming platforms, and the
commoditization of satellite capacity through wholesale business models [38,39].

Concurrently, the SaaS market is projected to expand significantly, from USD $5.87 billion
in 2025 to USD $21.42 billion by 2034 [10]. This growth is fueled by increased demand
for satellite connectivity across industries such as agriculture, disaster management, remote
sensing, and maritime operations. In this evolving ecosystem, satellite operators face growing
pressure to deliver high QoE while minimizing operational costs and responding to dynamic,
heterogeneous traffic demands.

Traditional CA techniques, often based on static provisioning, are insufficient in this
context. Satellite networks are inherently constrained by limited spectrum, high latency,
and susceptibility to environmental disturbances like rain attenuation. These challenges are
further compounded by the unpredictable and time-varying nature of user traffic. Moreover,
accurately modeling QoE remains difficult due to the complexity of user behavior and diverse
application requirements.

To remain competitive and profitable, satcom SPs must adopt intelligent resource alloca-
tion frameworks that strike an optimal balance among capacity utilization, capacity leasing
costs, and user-perceived quality (see Fig. 1.4). This necessitates novel, QoE-aware ap-
proaches that can dynamically allocate network capacity while adapting to fluctuating traffic
patterns and uncertain channel conditions.

This thesis is motivated by the urgent need to develop a dynamic, QoE-centric CA

framework that can handle the inherent uncertainties of traffic demand and environmen-
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Figure 1.4: Capacity, cost, and QoE tradeoff in satellite networks.

tal impairments in satellite networks. Specifically, we aim to design scalable optimization
techniques that incorporate predictive QoE modeling, environmental awareness, and cost-
efficiency, thereby supporting sustainable satellite operations in a highly competitive and

service-oriented market.

1.7 Research Questions

Building on a detailed understanding of the limitations of current dynamic resource allocation
techniques, as well as the challenges posed by HTS communications and the transmission
of large, time-varying volumes of data to users, this thesis explores the following research
questions to develop novel methods for QoE-aware DCA in multi-beam, multi-service SatCom

systems.

Question 1: How can we design a cost-minimizing DCA method for next-
generation HTS systems, aimed at minimizing the capacity required to meet
target QoE and BP requirements?

Satellite operators need to develop a flexible, cost-efficient CA strategy that allows them
to maximize revenue by leasing their available capacity to as many SPs as possible. This
can be achieved through a cost-effective (cost-minimizing) capacity renting mechanism
that ensures the QoE requirements of end-users. Finding the optimal balance between

operators’ revenue, SPs’ rental costs, and users’ QoE requirements is a crucial research
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question.

Question 2: How can we design a flexible CA policy for multiple services,
each characterized by distinct inter-arrival distributions and unique QoE
requirements?

Operators must design a QoE-aware DCA policy capable of accommodating the de-
mands of multiple services, each with different QoE requirements and distinct packet
inter-arrival patterns. In cases of limited capacity, the allocation strategy must priori-
tize services based on their priority levels. Designing a DCA policy that accommodates
multiple services, each with distinct QoE requirements and different packet arrival

times, is an interesting research question that needs to be addressed.

Question 3: How can we design a proactive beam traffic-to-GW (B2G)
matching strategy when traffic demand and rain attenuation are not known
in advance?

The utilization of EHF band SatCom systems is complicated by the unpredictability
of both traffic demand and rain attenuation levels, as these factors directly affect the
capacity of the GW to satellite feeder links. Therefore, satellite operators must develop
a proactive and optimal B2G matching mechanism to minimize service outages and

packet loss.

1.8 Contributions

The main contribution of this PhD thesis is distributed among the chapters 2, 3, and 4 that

are given below:

1. Chapter 2: Traditional satellite capacity leasing lacks the flexibility needed to efficiently
support 5G-NTN networks, which involve multiple services with highly dynamic traffic
demands. Satellite operators not only face the challenge of adapting to this variability
but must also minimize the costs incurred by SPs renting their capacity, all while
meeting stringent QoE requirements. Existing QoE models, often based on subjective
user opinions, are not scalable or reliable for such environments. To overcome these
limitations, we propose a dynamic, QoE-aware CA model that minimizes rental cost

while objectively estimating QoE based on buffer queue lengths. The model ensures
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that both stochastic QoE targets and BP constraints are satisfied, benefiting satellite

operators, SPs, and end users alike.

2. Chapter 3: In modern satellite and 5G-enabled networks, CA must account for the
diverse and dynamic nature of service demands. The primary challenges stem from the
need for real-time decision-making under uncertain and rapidly changing traffic condi-
tions, service-specific QoE requirements that are difficult to quantify, and the presence
of heterogeneous packet inter-arrival patterns across services. Traditional optimization
approaches struggle in such environments due to their static nature and reliance on
prior knowledge of traffic patterns. To address these challenges, we propose a DRL-
based approach for dynamic and intelligent CA. Specifically, we leverage DDQN to
flexibly allocate capacity among multiple services with varying inter-arrival time distri-
butions and distinct QoE expectations. Our model prioritizes more critical flows during

congestion, ensuring responsiveness to real-time conditions.

3. Chapter 4: Satellite operators are increasingly turning to EHF bands to expand avail-
able capacity [11], [12], [13]. However, these bands are highly susceptible to rain fading,
which is both severe and unpredictable—making it a major contributor to service out-
ages. In addition, the time-varying nature of traffic demand, with future demands
unknown in advance, often leads to load imbalances across feeder links and quality
degradation during peak periods. To address these limitations, we propose a proactive
and dynamic B2G traffic matching framework that balances load among feeder links

by predicting both rain attenuation and traffic demand in advance.

1.9 Scope and Limitations

This thesis investigates a QoE-aware DCA framework tailored for next-generation satellite
networks, with a primary focus on GEO satellites supporting multiple coexisting services
with service-specific QoE requirements. The scope is confined to forward link transmission
under unpredictably time-varying traffic demands and environmental impairments such as
rain fading. The study does not address non-GEO constellations or uplink resource manage-
ment.

The research methodology includes a comprehensive state-of-the-art review, system mod-

eling, problem formulation, solution design, and performance evaluation. All evaluations are
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carried out through analytical modeling and extensive simulations; no real-world satellite

experiments or hardware implementations are included.



Chapter 2

QoE-Aware Cost-minimizing

Dynamic Capacity Renting

This chapter is based on work published in IEEE Transactions on Communications,

vol. 78, no. 8, pp. 1778 - 1789, March 2024.

2.1 Introduction

SatCom systems are becoming important to provide global connectivity with a wide range
of applications requiring high availability and resilience to critical areas that are unreachable
by the current terrestrial networks [14,415]. The growing attention on the dynamic SatCom
systems supporting service-aware communications and seamless coverage, as well as its asso-
ciated implementation costs, has inspired a number of big names in the industry to develop
new SaaS business platforms [20,21]. Such a platform comprises satellite operators - the own-
ers of the SatCom systems, and the service SPs which may rent certain satellite capacity from
the operators to provide different services to their end users [20,416,47]. This novel paradigm
can enable the operators to access new markets and it can release the SPs from investing a
huge amount of money in order to build dedicated satellites [18]. Given the unpredictable
and time-varying nature of traffic generated by diverse services, the development of flexible
and adaptive capacity renting mechanisms is becoming essential for SPs to optimize resource
usage while ensuring service-level QoE. This mechanism is expected to allow the SPs to ob-
tain capacity as needed rather than committing to a fixed amount. Such flexibility can boost

network utilization, enhance revenue for the operators, and help the SPs save the costs while

16
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ensuring the user QoE [19]. However, to establish such an optimal capacity renting framework
between the operators and SPs, one should carefully manage and analyze a vast number of
simultaneous data flows, each with distinct QoE requirements [50]. Specifically, the SPs must
swiftly make provisions on the required capacity while still guaranteeing the desired QoE for
their users. On the SatCom operators side, to realize the DCA mechanism, the advanced
digital transparent payloads (DTP) using “defacto” platform can be deployed [10,51]. Based
on this, the satellites can assign capacity across beams effectively and route traffic of various
types efficiently.

To ensure effective network resources renting from the operators, the SPs have to cope
with multiple challenges in maximizing their profit [18,52]. Herein, the business problems
at the SPs include (but are not limited to) capacity estimation accommodating the irregular
and unpredictable “time-varying” data traffic from heterogeneous apps/services, and efficient
management of rented resources during both peak and off-peak periods to reduce costs [53,54].
Additionally, maintaining or expanding the customer base is a significant business challenge
for both the operators and SPs, and satisfying the diverse QoE requirements of customers
is a key point of resource management that should be addressed carefully. Furthermore,
the operators and SPs should also establish an agreement detailing the speed of capacity
adjustments and the maximum capacity SPs are allowed to use [16,52].

Consequently, the development of a dynamic, cost-effective, QoE-aware network resource
renting mechanism in SatCom systems has emerged as an interesting and compelling research
topic for both operators and SPs. Facilitated by the challenging problem, this paper focuses
on designing a new QoE-aware cost-minimizing capacity-renting framework in SaaS-enabled
multi-beam SatCom systems.

In the realm of wireless communication, the QoE at users can be affected by a variety
of factors, ranging from signal strength, data rate consistency, and connection reliability,
to service interruptions [55]. Among these aspects, a critical determinant of QoE in the
SatCom schemes is the end-to-end latency where extended delay can significantly compromise
a user’s overall experience. While all QoFE issues are essential, reducing the latent period is
paramount [55]. It is worth noting that the end-to-end data transmission latency encompasses
both the signal propagation delay and the waiting time during which data resides in the
system buffer before transmission [56,57]. However, in SatCom schemes, mitigating the

propagation delay poses a formidable challenge due to the Line-of-Sight (LoS) connection
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and almost-fixed distances between the satellite and user terminals. This inherent physical
limitation demands innovative solutions to ensure consistent and efficient communication,
enhancing the overall user experience.

In light of this challenge, our study focuses on addressing the QoE issue by modeling it
in terms of the waiting time of data packets in the system buffer. This approach underscores
the significance of minimizing delays to improve overall user satisfaction. At a specific time
instance, the waiting time of one beam is related to the stochastic queuing length, which can
be managed by dynamically allocating the capacity for the data transmission corresponding to
this beam when the data arrival rates vary. Then, our work aims to propose a novel dynamic
capacity planning model that minimizes the total renting cost of SPs while maintaining a

target BP of the system and a target queuing delay requirement of customers.
2.1.1 Related Works

The majority of existing frameworks for SatCom resource allocation have primarily focused on

maximizing overall power and spectrum utilization efficiency. Different techniques have been

used, such as non-convex optimization for flexible power and capacity assignment [53], beam
illumination and selective precoding [59], and joint beam selection and precoding [60]. The
work in [58] focused on satellite-user association-oriented to minimize the total uplink trans-

mit power for integrated satellite-terrestrial networks (ISTN). Research on QoE-aware DCA
to maximize user satisfaction in Orthogonal Frequency Division Multiple Access (OFDMA)
terrestrial networks considering time-varying channels has been conducted [61,62]. These
approaches aim to satisfy the overall demand by improving power, capacity, or both utiliza-
tion efficiency. However, all previous works consider average beam demand which does not
change over time. In addition, the cost of satisfying this demand, the QoE of users, and
the amount of system capacity that remains unused is not well-documented in the literature.
Other studies have discussed profit opportunities associated with 5G infrastructure dynamic
leasing [52] and revenue management in SatCom systems [63].

Previous research has also applied different queue models for end-to-end latency estima-
tion, packet loss minimization, and buffer bloat prevention in various wireless communication
systems. For example, the M/G/1 queue model has been used to estimate transient QL [64],
latency estimation [65-07], the D/D/K queue model for dynamic buffer sizing [08], the
G/G/1 queuing model for Quality of Service (QoS) analysis [69], and the M/G/oco queue
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model to estimate the minimum required system capacity [70]. While these studies use dif-
ferent queue models to maintain QoS in different wireless systems, they fail to consider the
QoE of users and the time-varying nature of average arrival rates.

In other areas, time-varying queue model-based resource allocation has been explored [71].
For example, in [72, 73] the application of different time-varying queue models in large-scale
service systems such as customer contact centers and hospital emergency departments is dis-
cussed. In these works, iterative staffing algorithms (ISA) are developed to optimize the staff
levels at the customer center to satisfy the stochastic waiting time requirement of customers.
Herein, the state-of-the-art M;/M/S(t) queue model is exploited where the M; indicates
time-varying Poisson arrivals, and the S(¢) indicates time-varying servers and the M indi-
cates a constant serving capacity of the servers in every staffing interval. Then, an efficient
time-varying human-resource-management framework is established by iteratively determin-
ing the staff level at a specific time. Similarly, the authors in [24] also employed M;/M/S(t)
to develop a Deep-Reinforcement-Learning based framework to optimize the beam-hopping
strategy adapting with time-varying data traffic flows coming to the multiple-beam SatCom
systems. Next, [25] describes how time-varying M;/G /oo queue models can be applied to
staffing and capacity planning of cloud services and protective equipment management in
hospitals during the outbreak of a disease. All works given in [25, 72, 73] focus on a fixed
processing rate at one serve (staff). On a different approach, the changeable processing rate
mechanism is studied in [74] where the M;/M;/1 queue model is used for efficient resource
allocation in industrial production by estimating the stochastic probability of the system QL.
However, this work mainly focuses on developing the admission control strategy for network-
slicing systems. Consequently, there is a very limited number of works considering multiple
traffic flows accessing satellite systems as time-varying queue models and exploiting this to
develop a QoE-aware dynamic capacity renting and allocation mechanism for the SPs to in
multiple-beam SatCom systems. Therefore, the work in this paper aims to fill this gap in the

literature.
2.1.2 Contributions

Our paper aims to propose a novel QoE-aware flexible capacity renting framework for SaaS-
enabled multiple-beam SatCom systems to effectively manage the renting costs at the SPs.

By employing the stochastic queuing theory, we first formulate the problem as a stochastic
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optimization problem. This allows us to examine the impact of system and user requirements
on the rent cost and the trade-off between them, thereby assisting SPs in predicting the
capacity they need to request operators to maintain a satisfied customer base while minimizing

rent costs. Our key technical contributions in this article can be summarized as follows:

e First, we express the traffic flows using a time-varying (M;/M;/1) queuing model and
estimate the stochastic QL of packets waiting in the system by using the continuous-
time Markov chain (CTMC). The analysis results are then employed to formulate a
stochastic optimization problem for QoE-aware DCA that includes queue status-based
dynamic spectrum sharing among adjacent beams of the same cluster to minimize cost.
The problem aims to help SPs to be able to efficiently allocate capacity and reduce

un-utilized capacity as well as their rent costs.

e Next, we estimate the stochastic BP and the probability of violating the waiting-time
requirement over the observation period, which allows SPs to predict the impact of
decisions on user experience. We further analyze the trade-off between maintaining user
satisfaction and capacity rent cost in SatCom systems will assist SPs in determining the
optimal balance between these two objectives, based on which we provide a closed-form

solution based on Lagrangian duality making use of the estimated BP.

e For comparison purposes, we introduce a greedy algorithm and modify the ISA frame-
works in [72,73] to suit our design requirements. The proposed algorithms are validated
through numerical results and Monte Carlo simulations using practical simulation pa-
rameters. The numerical and simulation outcomes have effectively confirmed the theo-

retical soundness of our proposed frameworks.

In summary, our proposed approach is based on the stochastic queuing theory and aims to
assist satellite SPs in predicting the capacity they need to maintain a satisfied customer base

while minimizing rent costs by using a QoE-aware DCA model.

2.2 System Model and Problem Formulation

We examine a SaaS platform in a multi-beam GEO communication system where the overall

available capacity of a GEO satellite is owned by an operator that can be rented by SPs. The
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Figure 2.2: The footprints of clusters containing J adjacent beams with non-overlapping frequency.

study focuses on a scenario where a specific SP! rents a time-varying amount of capacity from
the operator to provide broadband services to multiple users randomly distributed across B
beams. Let W(t) (bps) represent the total capacity rented by the SP from operator to serve
all traffic flows across all beams. Each beam is assigned a portion of this capacity, denoted by
WP(t), which can range from 0 to W (t), i.e. 0 < W?(t) < W(t). The network operates in a
time-slot manner, with each time slot having a duration of T7g as the transmission time. Due
to possible processing speed capability limitations of DTP reconfiguration combined with
the consequent signaling through the tracking, telemetry, and command system (TT&C)
links [10], it is assumed that TW°(¢) remains constant for a cycle duration of M time slots.
WP(t) can only be reset at time-slot indices ¢, € {0, M,2M, ...,kM,...} and W°(t) = Wb(kM)
if t € ((k—1)MTrs, kMTrs] where k = 1,2,..., K. We refer to W°(kM) as W}, which

represents the allocated capacity of beam b in cycle k. The design framework considers a

'The work can be efficiently scaled up for a general scheme consisting of multiple SPs as well.
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monitoring period of K cycles, equivalent to a total operation time of 7' = K MTrs (seconds).

Let f(X) stand for the cost function corresponding to X (bps) that the SP rents from
operator. Normally, f (X) is a monotonic increasing function with respect to X which reflects
the idea that renting more capacity incurs more rental cost. Then, the total renting cost that

the SPs have to pay to the operator during 7' seconds can be expressed as,

F, :f(/TW(t)dt>:f<zB:Kz:1MT Wb> (2.1)
SP 0 TSWg | - .

b=0 k=0

2.2.1 Capacity Allocation and Frequency Reuse

To address the strong cross-beam interference between adjacent beams, a dynamic multi-
color policy is employed in this multi-beam transmission system. This differs from traditional
color-reuse schemes, where the spectrum is equally distributed. Here, the spectrum is freely
allocated to beams, ensuring that different and non-overlapping frequency bands are assigned
to two arbitrary adjacent beams. It follows that the sum of capacity assigned to any cluster
of J adjacent beams must not exceed the maximum available spectrum band capacity. For
instance, Figs. 2.2a and 2.2b demonstrate settings of 3 and 4 adjacent-beam clusters with
non-overlapping spectrum.

For a specific beam pattern, let C' be the number of available J-adjacent-beam clusters and
U € {0,1}°*5 be the adjacency matrix. In the ¢** row of U, only .J elements corresponding
to the indices of J adjacent beams of cluster ¢ are set to one, while the others are set to zero.

The dynamic multi-color reuse requirement can then be described by the following constraint:
UW;, < W™ 10, (2.2)

where Wy, = WL, ., W}, .., WE]T, Wmax (bps) indicates the maximum reusable capac-

ity available per cluster, and 1o« stands for a one-vector with size of C' x 1.

2.2.2 Queuing Model

From user perspective, a single device can generate multiple data packets that correspond to
various applications operating on it concurrently. It’s assumed that packets corresponding to
a specific application type have identical packet sizes. Consequently, the number of packets

resulting from a particular application, which is run by several devices concurrently, can be
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Figure 2.3: Capacity allocation for a queued flow of packets in multiple beam satellite networks.

consolidated into a traffic flow with a projected arrival rate. This number of packets adheres
to a random process, with the estimated arrival rate serving as the mean value [75—77]. This
work deals with heterogeneous time-varying traffic rates generated by different applications
such as voice, video streams, and web browsing. To handle this, the demands from end users
are modeled as multiple queues accessing each beam. The data flows are classified based on
their corresponding statistical parameters, such as arrival rates and packet lengths. In this
model, the arrived packets are processed based on the basic first-come first-served strategy.
Consider F' data-flows corresponding to F' services tending to access each of B beams
as shown in Figure 2.3. We further assume that the flow f carrying data packets of L ¢-bit
length comes to beam b at a time ¢ following an independent Poison process? [75-75] with a
time-varying arrival rate of )\I}(t), ie., )\’J’c (t) is the number of packets that changes over time.

The total arrival rate in bits per second to a beam becomes
AP(t) =D MR (t)Ly. (2.3)

Suppose that a packet of L bits is a normalized processing unit in this SatCom system. As a

result, the arrived data can be divided into packets of L bits for transmission. Consequently,

2The traffic-flow arrival rates of some typical use cases for the next-generation communication services,
such as Internet of Things with small packets and virtual-image communication, have been reported to follow
the Poisson process [75-78].
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the total arrival rate in terms of the number of packets at beam b can be determined as
AP(t) = Ab(t)/L. (2.4)

Additionally, the service rate for all flows entering beam b at any time ¢, which is estimated

as the number of packets based on the corresponding allocated capacity, can be expressed as,
pb(t) = WP(t)Trs /L. (2.5)

Remark 1. The users’ demands in terms of QoS can be captured by the traffic flow model.
For instance, a higher transmission rate can be equated to an elevated arrival rate (A?z‘(t)
is scaled-up) or an extended packet size (Ly is set to a larger value). Moreover, rapid time-
varying requirements can be depicted by a more fluctuating function of the time-varying arrival

rate setting, )\IJ’C (t).

2.2.3 QoE Requirement and Problem Formulation

In this section, we aim to ensure that the allocated capacity for every beam does not become a
bottleneck violating the required QoE. Here, we probabilistically model the QoE requirements
in the manner of transmission delay (waiting time) for the users in each beam with the queuing
length of packets available in the data buffer corresponding to that beam transmission.
Specifically, let ¢°(t) denote the queuing length of data packets stored in the buffer of
beam b at time t. Then, one denotes P, ,(t) = Pr(¢®(t) = n) as the probability that there
are n packets in the buffer of beam b at time ¢. As discussed in [71], due to the time-varying
arrival rate models, P, ;(t) can be expressed as a function of ¢. Assuming that users in all
beams have the same waiting time tolerance which corresponds to a QoE threshold of queuing
length gqoe. The experience of network utilization is considered “acceptable” by the users if
the probability of that such threshold is violated is less than a commitment factor Pqe, i.e.,
0 < Poe < 1. Therefore, the design in this work focuses on keeping the probability that the
QL surpasses gqoe packets® over the window time of [0, 7] less than Pqc for all the beams,

which can be expressed as

1 (T _
7 / Pr{g®(t) > qqoe}dt < PqoE, V. (2.6)
0

3Service specific QoE requirements are explained in Chapter 3 of this thesis.
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One further assumes that the length of every beam buffer is limited by gmax, so-called the
maximum buffer length. Herein, it also needs to ensure that the QL at every beam does not
surpass ¢max beams as much as possible, otherwise, the processing of all data flows to the
particular beam will be blocked. Regarding the network admission requirements, our design
needs to maintain the BP below a predetermined threshold* for every time slot [7%]. This

requirement can be cast by the following constraint,
Prig"(t) > gmax} < Pai V(t,b), (2.7)

where Pgy is the target BP. Taking into account that Pr{¢’(t) > N} =1 — Zf:[:l P (t),

our technical designs can be formulated into a statistical optimization problem as follows.

T%n f (Z > MTTSW,§> (2.8a)

Vb Vk
s.t.  constraint (2.2),

Gmax

Z Py (t) > 1 — Pgi, Y(t,b), (2.8b)
=0

1 T 4dQoE B
- / (Z Pn,b(t)> dt > 1 — Pqo, Vb, (2.8¢)
0 n=0

where W represents the matrix containing all W,f ’s. As observed, this presents a stochastic
optimization problem wherein the constraints correspond to a random process. The primary
challenge in resolving this problem stems from the statistical formulas articulated in con-
straints (2.8b) and (2.8c). In this context, while the problem data remains uncertain, the
queuing model incorporating the Poisson process, as discussed in Section 2.2.2, serves as the

foundation for our solution framework.

Remark 2. It is worth noting that f(X) is an increasing function so the SP has to pay more

if it rents more capacity. Hence, problem (2.8) is equivalent to the following,

min MTrs Y > W
w Vb Yk (2.9)

s.t. constraints (2.2), (2.8b), and (2.8c).

4In practice, different services have different BP requirements. However, in this context, we associate the
BP with the likelihood that the QL exceeds the maximum buffer size, which is assumed to be constant across
all services



26 Chapter 2

2.3 Queuing Stochastic Analysis and Problem Approximation

2.3.1 Time-Varying Queuing Stochastic Brief Discussion

pO,b), A2ty P(1.b), 2°(t)  p(2.b), 2°(t) p(n-1.b), 4°(t)  p(n,b), 4°(t)
p(1.b), 1P()  p(2b), ()  p(3.b), (1) p(nb), ko) P(n+1,b), WO(t)

Figure 2.4: Queue state transition diagram of beam b.

The total demand in each beam, which is the sum of arrivals of all data flows, varies over
time and can be modeled as a continuously varying arrival rate. Consequently, the number
of packets in the buffers in each time slot is a stochastic process. To model this behavior, we
represent the number of packets at each time slot as a CTMC, as shown in Fig. 2.4. This
stochastic process can be described using a system of ordinary differential equations (ODEs)
known as the Kolmogorov equations [71], and the QL follows a birth-death process. The

transient solution of the Kolmogorov equation yields the stochastic QL values as:

= AP () Poy(t) + () Prp(t), if n =0,
OR00E) N0 () + (0 P (2.10)

—(A2(t) + () Pop(t), ifn >0,
0Py (1)
ot

equation does not yield explicit solutions for the transition probabilities, various more suitable

where indicates the derivative of P, (t) at time ¢. However, since the Kolmogorov

methods have been developed to approximate the solutions, as described in [71,74,79]. Denote
Q(t) as the QL at time ¢. Then, the transient probabilities can be approximated by a

cumulative distribution function given by:
F(Q,t) = Pr(Q(t) < Q). (2.11)

The expected value of the queue distribution at the buffer of beam b provides,

n+1
/ F(Q,1)dQ ~ Py 4(t). (2.12)
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The beam utilization at any time slot t is calculated as,

A(t)

b

p(t) = . (2.13)
ub(t)

The continuous-model approximation is exact in steady-state [74]. Therefore, the approxi-

mated probability of the availability of n packets in the buffer system of beam b at any time

slot ¢ can be expressed as

. n+1
Paslt) = [ F(@dQ = 011~ F(0). (2.14)

2.3.2 Problem Approximation

This section exploits the continuous-model approximation in (2.14) to express the stochastic
QL in terms of capacity and express the constraints as a function of capacity W,i’ . Expressing
p8() in (2.5) in terms of W} for t € ((k — 1)M, kM) and k € {1,.., K}, one can rewrite (2.14)
as,

: (2521 A?(t)@)” (1 0Ly

Poy(t) = gnp(WP,t) = . V(k,b). 2.15
b(t) = gnp(W(, 1) TrsW TrsW ) (k,b) (2.15)

Since the beams can not serve beyond their maximum capacity, the system utilization con-
straint needs to satisfy p®(t) < 1 [74]. Otherwise, p’(t) > 1 indicates the system is over-
congested and users are blocked from accessing the corresponding beam. Letting € denote

the set ((k — 1)M, kM], one can restate problem (2.9) as,

B K
min  MTrs» > W (2.16a)
b=1 k=1

s.t. constraint (2.2),

Gmax

> gnn(Wh,t) > 1 — Pay, ¥k, ¥b and t € €, (2.16b)
n=0

= gns (Wi, t)dt > 1 — Poog, Vb, (2.16¢)
T /("f—l)M n=0

0 < p(t) <1, Vt,Vb. (2.16d)
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2.4 Dynamic Capacity Allocation Design

In this section, we aim to explain the step-by-step approach to find the optimal dynamic

capacity allocated across all beams.

2.4.1 Problem Convexity Characterization

In order to solve problem (2.16), we first characterize its convexity. To begin with, we
first define the lower bound capacity amount required per cycle in which pb(t) is fixed by

considering the following proposition.

Proposition 1. Constraints (2.16b) and (2.16d) in problem (2.16) can be merged into one
constraint as

W) > ab = max (a%l, 02,2) ,VEk, Vb, (2.17)

where a%l = maxseq, LA\(t)/Trs,

Q2 = MaxeQ, Lg;nlax(l — Pai,t)/Trs, and g(;nlax (Pgik, t) is the inverse function of > ima gn,b(W]S, t).
Proof. The proof is given in Appendix 5.2 O

In the next move, based on the result of this proposition and the fact that (2.17) is a

linear constraint, we state the convexity of problem (2.16) in the following theorem.

Theorem 1. Problem (2.16) can be transformed into the following optimization problem

which is convexr,

min % ; MTrsW} (2.18a)

s.t. constraint (2.17),

> 2(Wh) > 1 — Pook, (2.18b)
vk

where zp(z) = MTrs/T — A} /(Ta9eet!),
Proof. The proof is given in Appendix 5.2 O

Thanks to Proposition 1 and Theorem 1, one can state that (2.16) is equivalent to convex
problem (2.18). In the following section, a dynamic resource allocation algorithm is proposed

by developing an optimization-based approach to obtain the optimal solution of this problem.
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2.4.2 Duality-based Dynamic Capacity Allocation Algorithm
Duality Approach

We first define the Lagrangian function £ associated with (2.18) as,

L(W,B,{) = MTrs Y Wi+ Y C(uWp—Wwm>) -3 (Z (W) =1+ PQ0E>
V(b,k) V(k,c) b Vk

(2.19)

where 3° and (¢ are the Lagrangian multipliers; u® stands for the vector generated from

the c-th row of U; and Wy, = [W}!, W2, ...,WE]T. Then, the dual function of W,i’ can be

defined as the minimum of the Lagrangian function as,
g(B) = T%n L(W,3,¢) s.t. (2.17). (2.20)

To find the best lower bound that can be obtained from the Lagrange dual function, the

dual problem can be written as,

maz g(8,¢) s.t. B >0,¢° > 0. (2.21)

Since problem (2.18) is convex, the dual-gap between the primary and dual problem is
zero [26]. In the following, one will describe a searching approach to define the optimal
solution. In particular, the dual problem is always convex, g(8%,¢¢) can be maximized by
using the standard sub-gradient method where the dual variables 3° and (¢ are first initialized
to random values in the dual feasibility region of 3° > 0, ¢¢ > 0, g(B°,¢¢) > —oo [30]. The

dual variables can be iteratively updated as follows:

K +
Blepr) = lﬁf}] — 0y (Z (W) — 1+ PQoE) , (2.22)
k=1
C C (& max +
and Ck,[eﬂ] = [Ck,m + 61 (W — W )} ; (2.23)

where the suffix [(] represents the iteration index, djy is the step size, and [z]* is defined
as max(0,x). This sub-gradient method guarantees the convergence for any initial primary
point of {W,? }’s if the step-size d| is chosen appropriately so that 5[€]£2>0 0 such as §jg =1/ Vi

[26,81].
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Solving the optimization problem related to dual function

This section focuses on minimizing the Lagrangian function,

n%n L(W,3,¢) s.t. constraint (2.17). (2.24)
Proposition 2.
(W))* = max(al, W}), (2.25)
where,
1/(dqoe+2)

) bAD 1
W= A (daoe + 1) , (2.26)

[(MTTS + chzl CCUc,b) T]

Ab is as defined in (5) and U,y is the element on row ¢ and column b of matriz U.

Proof. The proof is given in Appendix 5.2. O

Proposed Duality-based Algorithm

Thanks to the duality approach, the optimal solution of problem (2.18) can be obtained by
alternatively solving problem (2.24) - the right-hand-side of (2.20) - as presented in Proposi-
tion 2, and updating Lagrangian multipliers 8° and (¢ as in (2.22) and (2.23) in each iteration
until the convergence. The optimization-based approach is summarized in Algorithm 1 where
the iteratively solving process can be stopped when the gaps A; = 25:1\ Bﬁ' i~ Bf’i]\ and
Ay = ZilK[‘;H] - Cﬁ]] are sufficiently small.

2.4.3 Benchmark Algorithms
Greedy Algorithm

To mitigate the complexity of solving our problem given in the previous section, this
section introduces a straightforward and efficient greedy algorithm. As evident, the primary
challenge in addressing problem 2.16 arises from the coupling of all Wlf throughout the entire
time window T as illustrated in (2.16¢) for each beam. In particular, directly handling this
constraint needs to consider the average probability of QoE violation across the entire time
window T'. To simplify this process, we disregard the average value, prompting the system

to meet the QoE requirement at every given moment. As such, constraint (2.16¢) is replaced
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Algorithm 1 DUALITY-BASED DYNAMIC CAPACITY ALLOCATION

1: Initialization:
e Choose initial dual vector values 3° and (€.
e Select a tolerate €, step size §, and set Ay =1, Ay =1i=0.
e Define U , W™ and provide values for gqoE, Psi, PQOE and gmax-

2: while A1 > ¢ and Ay > e do

3:  Given Bf’i] and (f, define (Wh)*s as in (2.25) and (2.26).
4 Based on (W})*’s, update B[biH] as in (2.22).

5. Based on (W})*’s, update (i) 88 in (2.23).

6: Re-set Ay := |Bf’i+1] — Bﬁ.”.

7 Re—s.et A.Q = |C[‘3i+1] — C[Ci]\.
8 Seti:=i+1.

9: end while

10: Return W73

Algorithm 2 GREEDY-BASED DYNAMIC CAPACITY ALLOCATION

1: Inputs:
e Provide initial values for )\?’k, Ly.
e Provide values for qqoE, Poik; PQoE and Gmax-

2: for b = 1 to Number of beams do

3:  for kK =1 to Number of cycles do
4: Calculate ay, 1, a2, 0 3 -

5 Calculate max(oy, 1, g 2, g 3)-
6 end for

7: end for

8: Return W*.

by a more stringent version, which is presented as follows:

9QoE
> gns (WP, t) > 1 — Poog, Vk, Vb and t € Q. (2.27)
n=0
This new constraint is similar to (2.16b). By employing the same approach handling
(2.16b) given in Proposition 1, we first define the maximum arrival rate over one cycle as,

b — b
Nk = %%:kv)\l (t). (2.28)
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Then, the new constraint in (2.27) can also be translated into,
wp > oz273 = max Lg;QiE (1 — Pqoe,t)/Trs. (2.29)
k

Thanks to Proposition 1, we are able to estimate the required capacity of each beam over

every cycle by taking the maximum capacity that satisfies the problem constraints. That is,
(Why* = max (af1, af5 ol ) - (2:30)
The greedy algorithm is summarized in Algorithm 2.

Iterative Staffing Algorithm (ISA)

This subsection introduces another benchmark solution for comparison purposes, which is
developed by adapting the ISA given in [72]. The ISA is well-established for time-varying
human resource management to satisfy the stochastic waiting time requirement of customers.
In [72], the M;/M/N(t) queue model is employed where the serving capacity of one server
(or employees) is fixed (M) while the number of servers (employees) can be varied over the
time. Herein, N (t) represents the number of allocated employees at time ¢, and the ISA is
designed to determine N (t) coping with the time-varying customer arrival rate efficiently.

As can be seen, the queuing model utilized in [72] is different from our M;/M;/1 scheme
which is related to one server with variable serving capacity. Hence, in order to modify this
work to address our problem, we assume that the capacity amount allocated to beam b in
cycle k can be represented by a number of “fixed capacity packages”. Let Wy (bps) be the
capacity of one such package, and IV, ,lc’ denote the number of capacity packages assigned for
beam b in cycle k. Then, we have,

WP = NiWo. (2.31)

In addition, the processing rate corresponding to one package can be estimated as
Ho = W()TTs/L. (232)

Now, we can employ the ISA to optimize {N,S}’s by regarding the constraints (2.8b)
and (2.8c) instead of the stochastic waiting time as designed in [72]. Specifically, at the

initialization, {V, ,2’ }’s are randomly selected and then adjusted over iterations. There are two
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Algorithm 3 ISA-BASED CAPACITY ALLOCATION

1: Input:
e Initialize a vector of the number of packages N(0).
e Set values of Pgix , Pqok; o, A and Ag, e; = 10~% | counter i = 0.

2: while A > €1 and Ao > €1 do

3:  For every t € O , caleulate p°(t) = A°(¢)/(uoN2(4)) and Pn,b(t) according to (2.14).
4:  Calculate Vlf’l’k(i) as in (2.35) and VQbOE’k(i) as in (2.38).

5. Calculate Tghk(i) as in (2.34) and Tl(’QoE,k;(i) as in (2.37).

6:  Calculate Né’l’k(i + 1) as in (2.33) and NgoE’k(i + 1) according to (2.36).
7. Set A= \Vé’oE’k(z’) — PQoE|-

8 Set Ag = ’Vbbl,k(l) — PBIk’~

9: Seti=1+1.

10:  Set Np(i) = max {N} (i + 1), Ngog 1 (i + 1), Np(0)}.

11: end while

12: Return W = L,uoNz/TTs.

components to define IV, }C’ in every iteration i, the first is Nll))l, ;(1) - being updated according to
the BP requirement, and the latter is NgoE’k(z’) - being adjusted due to QoE-related demand.
Here, constraint (2.8¢) is considered for every cycle to update NgOE 1(1). To ensure compliance

with the BP requirement stated in (2.16b), N&’k(i) is updated as follows:

[Npe(DTh ()] if The(d) > 1,

N (i +1) = (2.33)

LNgl,k(i)Tng (7)] otherwise, Vk,

where [.] and |.] indicate the ceil and floor operators and Tgh 1(1) is the blocking-probability

influence factor corresponding to NP(i) and Pgjk. In particular, Tgl’k (i) can be given as

Vi 1. (1) — Pai

T, (i) =1+ —
i,k (2) P

Yk, (2.34)

where Vbbl (1) indicates the maximum BP during cycle k£ corresponding to NV, ,I; (7). Specifically,

Vbbl,k: is given as follows:
QmaX

Vb, = B, t’ . 2.35
bl,k ?61?2::7;) ,b()W’?:WONE(i) (2.35)
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Similarly, the N(%oE,k () in iteration ¢ is updated as follows:

(NgoE,k(i)T%oE,k(iﬂ if TbQoE,k:(i) > 17

LNgoE,k(i)T%oE,k (i)| otherwise, Vk,

Ngoei(i+1) = (2.36)

where T%OE’k(i) is a QoE-related influence factor corresponding to NP(i) and Pqog. Here,
T%oE,k(i) is expressed as,
b NP
VQoE,k(Z) — PQok

Yo e n(i) =1+ _ ,Vk, 2.37
Qok, (%) Pooi (2.37)

where VQboEJf (1) indicates the maximum probability of violating the target QoE requirement
during cycle k with NP(i) as

9dQoE

_—_— R
VQoE,k—?El%): Pn,b(t)‘WISWONz(i)- (2.38)

In addition, to meet the condition p°(t) < 1 of (2.16¢), it is essential to carefully set N? in a

way ,uON,lg7 > \b(t) for every t € Q. Then, N,I; can be updated as
NR(i) = max {Ngj (i + 1), Noo (i + 1), N (0)} (2.39)
Accordingly, the adapted ISA is summarized in Algorithm 3.

2.4.4 Complexity Analysis

The complexity of Algorithm 1 arises from calculating ozz and also processing a number of
loops in each of that ﬁ&], (fzy» and (WP)* are estimated as given in (2.22), (2.23), (2.26), re-
spectively. As given in (2.17), the complexity of estimating o is the order of O (KBM¢2,,).
Regarding the effort of estimating z(W}?) and Zszl 2(WP), the complexity due to equation
(2.22) can be given as O (KQBMqQOE). Similarly, the complexity due to equation (2.23)
is the order of O(KBC). Next, the complexity due to equation (2.26) is associated with
the summation of C' elements and a power-of-gqog calculator. Hence, the computation ef-
fort for calculating {W,f }’s corresponding to B beams and K cycles can be the order of
O (KB(C + qqok)). One assumes that implementing Algorithm 1 required ¢(!) iterations to

get convergence and obtain the solution, the overall complexity of the algorithm taking the
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highest degree polynomial becomes
XNEL = O (KB [ Mol + (K Magoe +2C + aqoe) | ) -

This shows that our problem can be easily solved and converged in a polynomial amount
of computation time. Considering the greedy algorithm, one can see that the outcome can
be obtained by estimating ay 1, a2, 3. According to (2.17) and (2.29), the required com-

putation effort for implementing Algorithm 2 can be described as
XMNE2 = O (KBM (g2 + qdot)) - (2.40)

Consequently, we study the complexity of the ISA method. As summarized in Algorithm 3,
the process of ISA method encompasses multiple loops of estimating N, ,2 through equations
(2.33) and (2.36). In each loop, the heaviest task of determining N7 replies on calculating
Vbbu~C and V(goE,k in (2.35) and (2.38), respectively. Therefore, the complexity of ISA can be
given as

XNES = O (0K BM (g + ) ) - (2.41)

This has shown a relatively low computation effort. While both the greedy and ISA ap-
proaches are simpler than the duality method, we favored the latter because of its superior
efficiency, as showcased in Section 2.5.2. Moreover, the duality method, unlike some algo-
rithms which may require exponential time to converge, promises convergence in polynomial
time. This not only ensures more predictable computational demands but also bolsters its

viability as an optimal approach for real-world applications.

2.5 Performance Evaluation and Numerical Results

In this section, we simulate and analyze a time-varying queuing model to estimate the stochas-
tic BP over time and to find the optimal capacity that can satisfy the defined QoE and BP

requirements.

2.5.1 Simulation Setup and Parameters

In this subsection, we conduct a Monte Carlo simulation consisting of 5000 independent

data trials. The simulation includes generating random arrival rates based on a time-varying
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Figure 2.5: Considered GEO beam footprint pattern with N = 10.

Table 2.1: Simulation parameters.

Parameters

Cycle duration (M)
Normalized packet length (L)
Maximum buffer size (¢max)

Considered values
10 minutes

64 (KBytes) [32]

30 packets 2 MB [33]

Total available capacity of the satellite (Gbps)

2.1 Gbps [84]

Number of beams (.J) per cluster 3 [85]
Number of virtual beams (N) 10 [36]
Number of cycles (K) 6

Number of time slots 180000

Price per Mbits (7) 0.1 Euros [87]
Random (7%) [1—4]
Random (a]é) [0—1]

Random phase (¢?c)
Target BP (Pgyy)
Time slot duration (T7s)

[1 — 360] degrees
0.01 [35]
20 ms [S9]

Poisson process [75—77] for various time slots, as well as assigning time-varying service rate
values for different cycles. In each iteration, the arrival rate function is chosen to represent
time-varying demand that varies between zero and the assumed system’s maximum capacity,
using a sinusoidal representation as described in [90]. Three data flows are generated for
every beam and the corresponding time-varying arrival-rate functions for beam b are given
as

A2(t) = r2(1 + sin(alt + ¢0)), (2.42)
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where suffix 7 stands for data flow 7 and rf is an influencing factor corresponding to the average
number of arriving packets at time ¢, a? is a positive number influencing the periodicity of
b

the arrival time of packets, and ¢§’ ’s are phase shift angles. Here, r; is selected randomly in

a range of [1,4] so that the average of the total demand (Z?Zl L)\l}(t)/TTs) is not greater
b

than the assumed beam capacity of 700 Mbps as presented in [31]; a; is selected randomly a
range of (0, 1] as in [01], [92], while ¢? is chosen randomly within [0,360] to ensure all flows
have different peak and off-peak periods. The remaining parameters provided in Table 2.1

are adopted for all simulations unless specified otherwise.

' Numerical Approaches , + (Figs. 14,15)
: Estimated : Analvsi
Alg.l  Alg. 2 — 3 Queue Length | na‘tysis
. - Results
; (15) :

Capacity

llocation
(Figs. 7-13)
v (Figs. 14-17)
Monte-Carlo Simulation Simulation Result
(5000 trials) imulation Results

Figure 2.6: The diagram of obtaining numerical, analysis, and simulation results.

By utilizing the mean arrival rate function obtained from the Monte Carlo trials and
the service rate values obtained from the optimal allocated capacity according to (2.5), we
compute the QL, BP, and the probability of violating QoE requirements for each time slot t.
The simulation results as compared to the analytical results are explained in the next sub-
section for different values of the considered parameters. Regarding the renting cost function
f(W), we exploit a linear form as f(W) = yW [16,93] where v represents the price per
capacity unit, i.e., Euros/Mbits. Additionally, Fig. 2.6 illustrates the diagram of obtaining
numerical, analysis, and simulation results in this section. As can be seen, Algorithms 1-3
are first employed to determine the rented capacity solutions based on which the costs can
be calculated. They are so-called numerical results which are demonstrated in Figs. 2.7-2.12.
Furthermore, the capacity outcomes are utilized to obtain the analysis results by using (2.15),
which are illustrated in Figs. 2.13 and 2.13a. Additionally, the Monte Carlo simulation results

based on the numerical capacity solutions are illustrated in Figs. 2.13-2.15.
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2.5.2 Numerical Results and Discussion

This section first shows the running time and convergence of the proposed algorithm, then
we investigate the effect of varying parameters, namely qqoE, Paik, ¢max, PqoE, and K, on the
optimal allocated capacity and total renting cost to meet the time-varying demand. Assuming
both polarizations are used in all beams, we can put a minimum of 3 adjacent beams per
cluster to avoid cross-beam interference [85]. Hence, our numerical results are based on 3-
beam clustering framework arrangement with 10-beam footprints as described in Fig. 2.5.
In particular, there are 10 clusters in this beam pattern setting which are (1,4,5); (1,2,5);
(2,5,6); (2,3,6); (3,6,7); (4,5,8); (5,8,9); (5,6,9); (6,9,10) and (6,7,10). Accordingly,

constraint (2.2) corresponding to cycle k is demonstrated as

1001100000\ (W 1
110010000 0]|]|wW 1
01 00110000O0]||W 1
011001000 0|]|w 1
0010011000 W2 |t (2.43)
000110010 0]|]|Ws 1
00001001 10||w 1
0000110010]|]|W 1
000001001 1[|]|W 1
000001100 1/ \wo 1
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Figure 2.10: Total renting cost of the optimal allocated capacity to all beams.

Fig. 2.7 shows the running time of duality, greedy and ISA algorithms with varying values
of K, using Matlab (tic-toc method) on an Intel(R) Core(TM) i7 processor. The plot for the
duality algorithm indicates that it is close to the expected polynomial time complexity which
is proportional to power 2 of the size of cycles, which confirms the analysis results given in
Section 2.4.4. Next, we present the convergence plot of our proposed algorithm alongside the
benchmark ISA in Fig.2.8. The figure in 2.8b illustrates the changes in capacities assigned to
the beams when Algorithm 1 is implemented. As shown, the assigned capacity for each beam
decreases before stabilizing at its minimum value across iterations. Moreover, different beams
necessitate various numbers of iterations to reach convergent capacity values. Similarly, the
fluctuations in the total number of packages allocated to all beams in Fig. 2.8a are the result

of employing Algorithm 3 across iterations. The consistent increment or decrement by 1
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package in the plot arises from the rounding effects in the expression (2.33) of Algorithm 3.

Figs. 2.9a and 2.10a show the total allocated capacity per cycle (25:0 WP) and the total
capacity rental cost (25:0 fo:o yMT TsW,f) obtained by using the Lagrangian duality, ISA
and greedy algorithms at varying qqog values, respectively. The parameters gmax = 32,
Pgik = 0.01, Pooe = 0.05, K = 12, and Trs = 20 ms have been taken into account. Here, one
assumes that the capacity of one package is set to 5 Mbps for implementing ISA algorithm,
which is equivalent to the scenario of the transmission over a 1 MHz sub-channel with 32-
QAM modulation at acceptable signal-to-noise ratio [94]. The study results indicate that
a system catering to users with a higher tolerance for waiting requires less capacity and
thus incurs lower costs. Moreover, higher values of gQoe and gmax can lead to lower required
capacity, resulting in smaller costs.

Figs. 2.9b and 2.10b show the sum of optimal allocated capacity per cycle and total
rental cost of all beams, respectively, when varying gmax while keeping other parameters
(qQoe = 15, K = 12, Pgx = 0.01, and Pgog = 0.05) constant. The results obtained through
the Lagrangian duality and ISA method indicate that allowing more packets stored during
congestion requires less allocated capacity. In contrast, the greedy algorithm assumes the
maximum capacity required to meet the target qqoe requirement, neglecting the buffer size
and its influence on . The figures also reveal that a larger buffer size and greater queuing
delay tolerance result in lower allocated capacity and rental costs.

Fig. 2.9c demonstrates the allocated capacity per cycle at various Pgy values using the
Lagrangian duality, ISA, and greedy algorithms at gmax = 32, qqoe = 20, Poe = 0.05, and
K = 12. The Lagrangian duality and ISA approaches show that systems with lower BP
requirements have greater allocated capacities than those with higher blocking probabilities.
However, the greedy algorithm provides the same optimal capacity for all Pgy values, as it
only considers the maximum value associated with queuing delay violations and not with BP.
This makes our model more efficient in accounting for BP. Fig. 2.10c shows the relationship
between BP and total rental costs at different gqoe values. As can be seen, the lower BP
requirements return higher allocated capacities and costs. For example, based on the obtained
results, an increase in Pgy from 0.01 to 0.05 results in a cost reduction of approximately 5%,
while an increase from 0.01 to 0.1 leads to a reduction of 7.23%.

Next, Figs. 2.9d and 2.10d depict the relationship between Pq.e and total allocated ca-

pacity as well as rental costs obtained by implementing the three algorithms. As expected,
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the outcomes of all three algorithms imply that a smaller probability of violating the QoE
requirement necessitates the SP to allocate a higher capacity and, conversely, less capacity
for a higher probability of violation. For instance, the obtained result indicates, an increase
in Pqog from 0.01 to 0.05 results in a reduction of the renting cost by 6.11%.

Figs. 2.11a and 2.11b present the total allocated capacities per cycle and the associated
renting costs for the three algorithms for various values of K. From the figures, it’s evident
that when K rises, there’s a decrease in the optimal . This trend suggests that a more adaptive
system can fulfill demand using less capacity, leading to reduced costs. For instance, results
show that when K increases from 6 to 18, the renting cost drops by 11.38%, and a surge
from 12 to 18 results in a decline of 6.1%. Parameters for this analysis, including gmax = 32,
qqQok = 20, Pgi = 0.01, and PQOE = 0.05, were consistently considered.

The results, as depicted in all the above figures, highlight the superiority of the duality
method over both ISA and greedy algorithms in terms of flexibility and adaptiveness. For
instance based on the obtained result and for the case where gmax = 32, ¢Qoe = 20, Psi =
0.01, Pqoe = 0.05 and K = 6, the proposed model can meet the requirement at a 9.85%
and 3.1% lower cost compared to the greedy and ISA algorithms. However, as K increases,
the greedy algorithm becomes as efficient as the proposed method, as larger values of K
represent nearly immediate capacity changes, which are ideal conditions for greedy algorithms

to perform well.
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Figure 2.11: Sum of the optimal allocated capacity and cost of all beams at different values of K

We need to examine if the capacity is shared among beams based on corresponding de-

mand. We also need to assess whether the proposed model meets the requirements discussed
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Figure 2.13: Blocking probability achieved by analysis and simulation.

in Section 2.2.3. Fig. 2.12 displays the demand per beam as a function of the mean arrival
rate (LA’(t)/Trs) and the optimal allocated capacity to different beams in a random cluster
consisting of beams 2, 3, and 6. In every cycle, a higher capacity is assigned to the beam
with the highest arrival rate, which corresponds to the highest demand, as demonstrated in
the figure. This allocation meets the requirements in equation (2.2). For this demonstration,
the parameters used are gmax = 32, qqok = 20, Pgix = 0.01, Pooe = 0.05, and K = 12.

The Figs. 2.13a and 2.13b depict the mean QoE requirement violation probability and
the mean BP of all beams, respectively. The target BP of Py = 0.01 was set with the
parameters ¢max = 32, qQok = 20, Pqoe = 0.05, and K = 6. The results show that all tech-
niques satisfy the BP requirement. Figs. 2.13a and 2.13b, and Table 2.2 clearly illustrate
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Table 2.2: Pqoe values at Q > gqoe = 20 threshold using optimal capacity.

4QoE 20 24 28 32
Duality Analysis 0.01 0.0066 | 0.0025 | 0.0016
Simulation | 0.0093 | 0.0061 | 0.0021 | 0.0014
Greedy Analysis 0.0089 | 0.0052 | 0.0019 | 0.0011
Simulation | 0.0083 | 0.0048 | 0.0017 | 0.0010
ISA Analysis 0.009 | 0.0062 | 0.0020 | 0.0013
Simulation | 0.0086 | 0.0059 | 0.0018 | 0.0012

the close alignment between our analytical and simulation methods. Furthermore, the minor

differences in average BP and QL across various beams, as depicted in Figs. 2.14 and 2.15,

affirm the accuracy and validity of our proposed method. This shows an effective integra-

tion of the inherent randomness and stochastic nature of user traffic demands for capacity

management. Additionally, Table 2.2 shows that the queuing delay requirement is duly met
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across all instances of () surpassing the threshold gqog. Interestingly, the greedy and ISA
algorithms result in lower blocking and QoE violation probabilities than the proposed duality
method. Similarly, the greedy and ISA algorithms result in lower queuing length than the
proposed duality method as shown in Fig. 2.15. This is because of that these benchmarks

return the higher assigned capacity for beams.

2.5.3 Discussion on Feasibility of Practical Implementation

The simulation results underscore the computational efficiency of the proposed method,
demonstrating its capability to adeptly manage the dynamic and fluctuating traffic demands
inherent to SatCom systems. Specifically, as illustrated in Fig. 2.7, the method takes mere
minutes (under 100 seconds when K < 12) to determine the optimal amount of rented BW
over a one-hour time window. It’s pertinent to highlight that this execution time can be
further trimmed when the proposed algorithm runs on a more powerful industrial-grade com-
puter. Such a run-time is practically viable, allowing the SPs to ascertain the necessary
capacity prior to entering rental agreements with the operators. Another pivotal factor for
the successful implementation of our proposed algorithm in the practical systems is a deep
understanding and accurate estimation of the time-varying arrival rate function, specifically,
{)\S’c(t)}’s. However, within the scope of this study, one does not delve into traffic model
estimation. Several existing studies, including those by [95-97], have dedicated efforts to
unpack this intricate domain. Their insights suggest that a machine-learning-based model,
which adjusts based on real-time data and historical patterns, could be the most efficient way

to determine the stochastic information of the network traffic.

2.6 Conclusion

In conclusion, this chapter has proposed a novel and efficient DCA model for multi-beam GEO
satellite systems. The method aims to minimize the renting cost while ensuring the target BP
and QoE violation requirements. Traffic arrivals are modeled using the M;/M;/1 queueing
model, and the stochastic QL was estimated using the CTMC. The optimization problem
has been solved using the Lagrangian duality method and the obtained results demonstrate

its effectiveness and superiority over the benchmark ISA and greedy algorithms.
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DQN for QoE-aware dynamic

capacity allocation

This chapter is based on work published in IEEE Transactions on Vehicular Technology, Farly
Access, 2025, DOI: 10.1109/TVT.2025.3599772.

3.1 Introduction

SatCom networks have emerged as a promising technology, offering ubiquitous wireless con-
nectivity in regions that lack terrestrial radio access service. They are expected to play an
important role in the improvement of resilience for different applications and contribute sig-
nificantly to future communication networks and services [98]. SatCom operators worldwide
are racing to provide the fastest, most reliable, and extensive 5G coverage, catering to hetero-
geneous services. Their main aspect is to satisfy their users with various QoE requirements
under limited network resources [11].

In wireless communication systems, QoE-aware dynamic DCA strategies have been con-
sidered advanced technologies that significantly impact network operators’ revenue and rental
costs incurred by SPs [52]. A key component in this process is the MAC layer, which
manages packet transmissions and buffer queue status [08]. The MAC layer formats data
for physical transmission and coordinates closely with the physical and radio link control
(RLC) layers [99], facilitating effective scheduling, resource allocation, and traffic prioriti-
zation [100, 101]. By flexibly prioritizing capacity based on SLA and user QoE, SatCom

operators can implement proactive and effective DCA policies. Such policy design is crucial,

46
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as allocating the minimum capacity needed to ensure satisfactory QoE effectively reduces
capital and operational expenditures [102,103]. The primary challenges are due to the fol-

lowing.

e Network operators often struggle with defining metrics to accurately model the QoE, a

challenge exacerbated by evolving stochastic quality expectations [12, 15, 104].

e Traffic demands fluctuate unpredictably over time, making it difficult to pre-allocate

capacity without risking over-provisioning or service degradation.

e Different services exhibit distinct packet inter-arrival characteristics, complicating the

modeling of burstiness and increasing the complexity of traffic handling [105].

e Dynamically coordinating limited capacity among multiple services is challenging due to
competing demands, which complicate the prioritization of services during congestion,

necessitating more intelligent and adaptive CA policies.

To handle these challenges, SatCom operators must model the time-varying characteris-
tics of packet arrivals and inter-arrival times for various service types. Assuming simplistic
or homogeneous traffic models, such as applying a Poisson distribution to all traffic, fails to
capture the burstiness and diversity of real-world traffic [7,8]. To address this, we tackle the
more realistic and complex nature of SatCom traffic by incorporating diverse inter-arrival
distributions and service-specific behaviors. Yet, due to the inherent uncertainty in user
demand, real-time performance indicators are still necessary for effective decision-making.
Due to limited capacity, satellites cannot admit every incoming packet instantly. Instead,
packets are buffered, and traffic fluctuations lead to time-varying QL within the system. In
this context, QL naturally emerges as a key metric. The QL serves as a critical indica-
tor of network congestion, providing insight into allocated capacity, queueing delay, packet
drop probability, and overall QoE. This makes it a valuable indicator to optimize network
performance [106, 107]. Traffic demand is inherently time-varying and uncertain, making it
challenging to ensure that a preallocated capacity consistently satisfies the requirements of
the target QL. To address this, we propose a stochastic evaluation framework for QoE that
quantifies the probability of meeting the target queuing delay thresholds. This approach
provides a more realistic and comprehensive assessment of the interaction between unpre-
dictable traffic demand, preallocated capacity, and QoE performance, effectively addressing

the challenges posed by dynamic network conditions.
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Telecom operators engage in periodic planning and optimization of available capacity to
ensure efficient utilization and meet SLLAs. These optimization activities occur at varying
intervals, ranging from minutes, hours, and days to monthly, guided by operator policies
and network stability [108], [109]. Despite enhancing capacity utilization efficiency, these
methods often exhibit a reactive nature, leading to potential resource under-utilization or
over-utilization between optimization intervals. Consequently, there is a growing need for
adaptive strategies that can dynamically respond to changing network conditions and opti-
mize planning strategies effectively [110].

In the quest to improve adaptive and flexible CA in SatCom networks, numerous opti-
mization approaches have been explored. However, traditional optimization techniques often
break down or become intractable in highly dynamic, uncertain, and partially observable
environments—exactly the kind of environment where satellite networks operate. A signif-
icant advancement in dealing with time-varying traffic models is to exploit ML techniques,
particularly RL algorithms. Notably, DRL algorithms, such as Multi-agent DQN, DDQN,
and D3QN offer promising solutions for addressing the challenges of flexible CA in these net-
works [29-31,35,36]. Using these advanced techniques, we can quickly obtain near-optimal CA
solutions, even amidst significant fluctuations in network traffic demands. This is achieved by
preemptively learning the intricate relationship between traffic patterns of different services
and optimal CA, ultimately enhancing the QoE for users across various services.

Q-learning has been widely used for resource allocation, but it becomes impractical for
large-scale problems due to the complexity of managing a Q-table in high-dimensional state
and action spaces [30]. To enable decentralized decision-making, where individual agents
can optimize CA for different services independently, and for additional reasons explained
in Section 3.5, this paper proposes leveraging a multi-agent DDQN to address QoE-aware
flexible CA planning in multi-beam SatCom networks. Using advanced ML techniques, such
as DDQN, the proposed approach aims to proactively optimize CA decisions, thus improving

QokE for diverse service requirements and improving overall network efficiency.

3.1.1 Related works

The limited availability of satellite spectrum capacity has become a significant obstacle in fully
meeting customer demands. This issue can be alleviated by employing capacity-enhancing

techniques, such as advanced 5G CA methods, or by minimizing unutilized and wasted ca-
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pacity during off-peak hours. As discussed in Section 2.1.1, most existing studies primarily
focus on augmenting available capacity to meet aggregate traffic demand. However, they
often overlook the importance of minimizing unused capacity and explicitly accounting for
QoE requirements. Another approach to capacity planning in [31,111,112] focuses on meeting
specific demand and coverage requirements by dimensioning the available spectrum band ca-
pacity. The works can notably balance the required and maximum capacities to meet target
demands, thereby enhancing the capacity utilization efficiency. However, these works focused
on aggregate demands and did not explicitly address service-specific QoE or the unpredictably
time-varying demands of different services in their research.

QoE estimation and evaluation is another research topic in the literature. Most works
use the subjective Mean Opinion Score (MOS) as a metric for estimating QoE [113], [114].
The authors in [115] and [116] work on extending QoE analysis beyond traditional MOS by
introducing the concept of #—acceptability, defined as the probability of an opinion score
exceeding a given threshold 07,. The works further evaluate QoE by taking the percentage
of good or better and the percentage of poor or worse opinion scores as metrics. However,
their work still relies on subjective opinions in the modeling, and it does not account for
time-varying traffic demand or resource allocation models. The authors in [117], [118] work
on the objective estimation of QoE without considering resource allocation.

Resource allocation to meet QoE demands has been extensively studied in the literature.
In [16], the authors investigate QoE-aware pricing, power allocation, and admission control
to ensure a minimum data rate to maintain the QoE of video call services. Similarly, [119]
examines the joint QoE-based subcarrier and power allocation for multi-user, multi-service
5G networks. QoE-driven resource allocation frameworks for video streaming on 5G net-
works are proposed in [120,121]. Additionally, the works in [122,123] introduce a self-tuning
algorithm for optimizing QoE across multiple services in LTE networks by adjusting service
priority parameters based on network performance statistics. However, these works neglect
the consideration of time-varying traffic demand, flexible CA, and stochastic variation in
QoE requirements. Furthermore, these works estimate QoE solely based on the basic MOS
approach. In dynamic multi-service environments, quality can fluctuate rapidly, and the
MOS approach might not accurately reflect these variations, as it is based on post-experience
feedback.

Conventional optimization methods have limitations in harnessing historical data, accu-
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rately predicting outcomes, and managing large datasets for adaptable and flexible capacity
management. Although traffic prediction followed by optimization techniques can be applied,
the time complexity of optimizing post-prediction is significantly higher than utilizing online
RL methods.

Recently, the application of RL has been getting attention for demand-aware resource
allocation. Authors in [124] exploit the Q-learning approach to develop a CA mechanism
for heterogeneous three-layer SatCom networks. Similarly, the study in [125] introduces a
dynamic channel reservation approach grounded in a DQN tailored for multi-service LEO
SatCom systems. While the work accounts for service type-specific traffic demand with pri-
oritization, it does not address the crucial factors of QoE and the diverse arrival distribution
patterns of packets across different service types. Another study on ML-based QoE estima-
tion in multiple-service 5G Networks is presented in [104]. However, the authors relied on the
traditional MOS for QoE estimation, overlooking the optimal capacity required to achieve
the estimated QoE. To the best of our knowledge, the existing literature has not yet explored
QoE-aware flexible CA planning that accommodates multiple coexisting services, each with
distinct QoE requirements and varying arrival rate distributions. The method proposed in

our work aims to fill this gap in the literature.

3.1.2 Contributions

In this study, we focus on QoE-aware flexible CA planning, leveraging time-varying QL
dynamics and DDQN to derive an optimal CA planning policy. Our primary contributions

are:

e Diverse service scenarios: We consider multiple co-existing services, each characterized
by distinct inter-arrival distributions. This nuanced approach captures the varied com-
munication patterns inherent in real-world scenarios, providing a more comprehensive

understanding of system behavior.

e Customized QoE requirements: We introduce a novel dimension by considering the
diverse QoE requirements associated with different services. Recognizing the varying
sensitivities of services to allocated capacity enables us to tailor our CA planning strat-

egy and to optimize user experience based on specific preferences.

e Service prioritization: Developed a novel flexible CA planning mechanism using DDQN,
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Figure 3.1: CA for a queued flow of packets using RL.
integrating QoE-awareness and priority-based service provisioning to efficiently manage
capacity across diverse services, mitigating performance degradation during congestion.
During high-congestion periods, priority levels can be dynamically adjusted to ensure

essential services receive adequate resources.

e Prediction followed by optimization: The traffic demand expected in future time slots
(TSs) is not known in advance, making it difficult to apply optimization techniques for

CA online.

In summary, our proposed approach leverages multi-agent DDQN for adaptable capacity
dimensioning, to aid satellite SPs in optimizing capacity for delivering multiple services while

prioritizing QoE requirements.

3.2 System Model and Problem Formulation

We consider a GEO satellite capable of providing multiple radio access services over B radia-
tion beams to users randomly distributed across these beams’ coverage areas. In this scheme,
the downlink traffic demand (transmission requests) from various users within the coverage
of beam b comes from the core network and is aggregated at the top of Layer 2, within the
Service Data Adaptation Protocol (SDAP) [100] and represented as multiple packet flows.
We assume that there are I’ different data flows, each with different packet lengths, arriving
at the GW bulffer, specific to a particular satellite beam. These data flows are assumed to
originate from user requests within the coverage area of that beam. The GW is aware of the

users residing in each beam and accordingly routes packets from external networks to the
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appropriate buffers. In this system, the dynamic CA mechanism is developed centrally at the
network controller located on the ground, e.g., integrated at the GW side as shown in Fig. 3.1.
This centralization enables informed decision-making in real time based on a holistic view of
network conditions, ensuring efficient resource allocation and adaptability to dynamic traffic
flows. Using this mechanism, the SatCom operator can dynamically and efficiently allocate
varying amounts of capacity to different beams based on the needs of the flows within them,

satisfying user QoE requirements over time and minimizing operator costs.

3.3 Time-Varying Capacity Allocation

Let W™ (bps) denote the maximum satellite capacity that the operator can allocate to serve
F traffic flows in all beams. Each flow in each beam is assigned a portion of the capacity at
any time ¢, denoted by W;Z(t), which can range from 0 to WM™ ie., 0 < W}’(t) < Wma In
addition, it is imperative to allocate capacity to each type of service (flow), ensuring that the
total capacity assigned to all flows across all beams does not exceed the maximum available
capacity of the operator, which yields the following constraint.

=F

> W) < Wm, (3.1)
=1

b=B

~

b=1

~

Following the model described in Section 2.2, the design framework in this chapter also
assumes that WJIZ (t) remains constant V(b, f) during each cycle of M time slots. Therefore,
we denote W}’(kM) as W;{k.

Extending the work in Chapter 2, this chapter addresses the challenges of managing
heterogeneous traffic demand varying in time, originating from various services, each of which
exhibits diverse patterns of arrival rate distribution and distinct QoE requirements. To
address this issue, the demands from end users in different services are classified by service
type and modeled as service-specific flows of packets queued to access each beam.

The data flows are categorized according to their respective statistical parameters, in-
cluding arrival rates, service rates, and packet lengths. Consider F' data flows corresponding
to F services that tend to access each of B beams, as shown in Fig. 3.1. We further assume
that the flow f (f =1,..., F) transports data packets of length L, bits. Additionally, flow f

corresponding to beam b has a time-varying arrival rate of )\Zj’c(t) packets. The service rate
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given in Equation 2.5, for a flow f of beam b at any time ¢ can be re-expressed as follows:

(1) = WH(H)Trs/Ly. (3:2)

Consequently, the QL of packets due to flow f of beam b at any time ¢ is given as

quc(t + 1) = min (max (q?c(t) + )\lj’c(t) - ,ul}(t), 0), qmax>, (3.3)

where max (qé’c (t) +)\l} (t)— /Ll}(t), 0) is to ensure that the QL is always non-negative. Similarly,
the minimization process assumes that the QL will not exceed the maximum. Here, ¢max
indicates the maximum buffer length. Having q? (t), the mean QL of flow f in beam b over a
cycle k can be simply calculated as

b Zi ](Céwl qu() 34
dfr = M : (3.4)

3.4 QoE Requirements

Similar to what is discussed in Section 2.2.3, we define QoE as the probability that data
packets of a specific service type will not encounter a QL exceeding a threshold gqog, upon
their first arrival in the GW buffer, along with a predetermined probability of violating it. The
probability that the expected QL exceeds the required target should not surpass a designated
threshold known as the probability of QoE violation. Hence, Equation 2.6 concerning this

requirement can be re-expressed as

Prob {¢}(t) > ghee } < Paok,  V(L,b.f) (3.5)

where qéoE and Pqoe stand for the target QL requirement of flow f (i.e. service f), and the
threshold probability of QoE violation. Here, we assume that the different flows corresponding
to different services have different QoE requirements (qQOE) Similarly, the probability of the

QL reaching or exceeding the maximum QL given in Equation 2.7 can be re-expressed as
Prob {g}(t) > Gmec } < P, V(t.b, f) (3.6)

where Py is the target BP of all flows.
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3.4.1 Problem Formulation

To enhance the revenue of satellite operators by accommodating more users, we need to
allocate the minimal capacity that meets the QoE and BP requirements. Hence, the problem

can be formulated as follows

mm SN Wy, (3.7a)

/
Wiks G Vf Yk

st Prob{q}(t) > ghee} < Paok, V(k,b, f). (3.7b)
PrOb{Q?(t) > Qmax} < PBlkav(ka b, f)v (376)
Constraint (3.1), (3.7d)

where constraint (3.7b) stipulates that the probability of the QL exceeding qéoE throughout
the period must not surpass Pqog for all flows across all beams and cycles. Likewise, (3.7c)
ensures that the BP of packets in each flow within beam b at every cycle and time ¢ remains
below the target. Constraint (3.7d) ensures that the total allocated capacity to all flows
in all beams at every cycle k cannot exceed the available satellite spectrum capacity. The
primary challenge in solving the problem arises from the stochastic nature of the formulas
in constraints 1 and 2, rendering it difficult to provide explicit solutions. Therefore, to solve
the problem, it is necessary to approximate the constraints with equivalent expressions.

A certain number n of newly arrived packets at time ¢ is blocked if the total packets
comprising accumulated packets from the previous TS and newly arriving packets, minus
the processed packets (service rate), exceed the maximum QL. Hence, the number of flow f

packets blocked from accessing beam b at time t, denoted as nl},Blk(t)a is given by

nl (t) = max (0, (¢ = 1) + NH(1) = 14 (1) = max ) (3.8)

where qS’c(t — 1) is the QL in the previous TS for packets flow f tending to access beam b.
Similarly, the number of flow f of beam b packets with QoE requirements violated at time ¢,

denoted as nl} Qok(t), 1s given by

nl qoe(t) = max (0,q5(t = 1) + Np(8) = (1) — dhog ). (3.9)

For short periods, such as a single TS, n%QOE(t) and nY,, (t) may not represent meaningful
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averages to calculate the probability of blocking and the probability of QoE violation. How-
ever, over a sufficiently large number of TSs, the problem constraints can be approximated

by their probabilities of occurrence as
i = Num{q}(t) > ghog}/M < Paoe, V. bk, (3.10)

and

@Ij’c(k) = Num{qi’c(t) = qmax}/M < Pgi,Yf, b, k, (3.11)

where Num{.} indicates the number of occurrences the expression is true.

3.5 DRL for Optimal CA Planning

This section explores how DRL, specifically DQN, DDQN, and D3QN, can be applied to
develop a flexible CA approach for establishing optimal policies in proactive capacity planning
across multiple QoE-centric satellite services. In DRL, agents interact with the network
environment by taking actions based on the current state, aiming to maximize cumulative
rewards. Through repeated interactions and feedback, the agent learns an optimal policy
via trial and error. We explore two different multi-agent models: (1) one agent per flow,
resulting in a total of BF' agents, and (2) one agent per beam, a total of B agents. The
choice of the number of agents involves a trade-off: Assigning BF agents (one agent per flow)
provide fine-grained control and smaller action spaces per agent but at the cost of significant
computational complexity. In contrast, using B agents (one agent per beam) strikes a balance
between granularity and complexity, offering moderate action spaces while potentially facing
challenges in fair resource allocation among flows within each beam. While a single centralized
agent could theoretically manage the entire system, this approach is not considered in our
work due to the high training complexity associated with the large action space, as discussed

in Section 3.5.1.

3.5.1 Elements of RL

Environment: The environment is the considered B-beam satellite system, as depicted
in Section 3.2, which imposes specific constraints on CA. The dynamics of the environment

encompass the evolution of the queue state in response to allocated capacity and external
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Figure 3.2: Training process in DQN and DDQN.

factors, including packet arrival rates and traffic patterns. These environmental dynamics
are critical for the RL model to adapt and optimize CA, thereby ensuring the target QoE

requirements.

Agent: In our context, an agent (whether an agent of a single flow or an agent of all
flows accessing a particular beam) refers to a CA manager and decision maker, co-located
at the GW. Its role is engaging with the environment to develop an optimal CA policy that

minimizes capacity consumption while satisfying users’ requirements on the QoE and BP.

State: The state is defined as the specific instance of congestion in the satellite environment,
which is determined by measuring the QL at the GW. In particular, the QL of flow f of beam
bat TSt (qg’c(t)) can be calculated based on (3.3). However, the CA system is designed to
work per cycle. Therefore, we model the state of an agent managing the flow f accessing
beam b in cycle k, denoted as slj’c’k as the mean QL of all time intervals within a cycle k, that
is, sl}’k :{qs’c’k}. Similarly, the state of an agent that manages the CA of F' flows accessing

beam b at cycle k is expressed as
st = {@ s B B T } € S, V(B R), (3.12)
where S denotes the set of all possible states of the agent.

Action: Both the one agent per flow and one agent per beam models utilize the epsilon-

greedy strategy, a commonly employed action selection technique in RL. Under this approach,
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agents predominantly select the best action with the highest Q-value, optimizing the CA
decision based on accumulated knowledge, with a probability of 1 — ¢, and introduce an
element of randomness by occasionally allocating a random capacity from the action space,

with a probability of € as

random action, with probability e,
. (3.13)
argmazx {Q(s,a)}, with probability 1 — e.
a

where Q(s,a) is the Q-value corresponding to the action a at state s. This approach
applies regardless of whether the model involves one agent per flow or one agent per beam.
This dual strategy effectively strikes a balance between exploiting the agent’s accumulated
experience to maximize immediate rewards and exploring the environment to enhance the

learning process over time.

Reward: After taking action, agents receive immediate rewards from the environment,
which evaluates how well the allocated capacity meets demand and QoE requirements across
all service types. These rewards are calculated based on episodes involving diverse traffic
demand scenarios across all service types for the agents to interact with. The goal is to
identify a policy that maximizes the expected future rewards based on feedback from these
simulated episodes. In the one agent per flow model, during an episode, when the combined
capacity needed by the BF flows exceeds the maximum beam capacity, the available capacity
is allocated based on service priority. This priority is quantified by a weight vector p =
(p1,p2,...,pF), indicating the reward penalties imposed on the RL agents. Consequently,
during congestion, we assume that the service with the highest tolerance (highest qéoE) to
wait in a queue is assigned the highest penalty weight. The total reward is then given as
a sum of the two sub-rewards. The first sub-reward is expressed in terms of the allocated

capacity relative to the available capacity as follows:

0, if Yy, WH(E) < WM,
i = (3.14)

—100 * —72—, otherwise.
f=1Pf

This reward component penalizes agents if the total allocated capacity exceeds the maximum

available capacity W™®. The reward of —100 is used to discourage the agents from allocating
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capacity values that exceed the maximum available capacity for the flows. The penalty per
flow is proportional to the priority of the flows. The other sub-reward can be given as a
weighted sum of the mean QL and the inverse of allocated capacity depending on requirement

satisfaction as

Cq k; 7 if f < QOE
b = f (3.15)

—cjs’c’ I otherwise.

This secondary reward component incentivizes the agent to allocate the minimal capacity
necessary to achieve and maintain low average QLs, (j%k,. Here, ¢ and § are weighting factors
that balance the effects of QL and allocated capacity on the reward. The total reward per
flow is then given as

R.l])c?k = r.?‘vk?l + T.l;l7k72‘ (3'16)

Similar to the one agent per flow case, the reward is calculated as a sum of two sub-rewards.

0, if S Wo(t) < wmax
Tkl = DT (3.17)

—100, otherwise.

This reward component penalizes agents from making allocation decisions that violate the
global capacity constraint. Here, each agent takes a combined action for all flows resulting in
different QoE requirement violations and blocking probabilities for each service type. Hence,

the second sub-reward is the sum of the rewards from each flow as follows

Tll::,z = Z(Cka + = W Z qf k> (3.18)

fer fik T¢F

where F = { 1 Fhn < PoE /\ k<L PB|k}. The total reward is then calculated by summing
the sub-rewards, given as

Rk = Tk 1 + Tk 2- (319)

In both the one agent per flow and one agent per beam cases, coordination among agents
primarily arises from the shared penalty mechanism and the global capacity constraint, re-

flecting characteristics of reward shaping and environmental interaction.
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3.5.2 Deep Q-Network

The DQN utilizes Deep Neural Networks (DNN) to approximate action-value functions for
dealing with high-dimensional state space problems, such as flexible CA with time-varying
demand, by utilizing the representational power of deep learning. In DQN, each agent creates
its own model with two DNNs: the online and the target networks. In each cycle, the agents
use the online network to approximate the Q-function Q(s,a;w) and choose an action, where
w is the weights of the agent’s online network. The target network, with weights w, is used
to stabilize the learning process by copying w after a set number of cycles.

During the training phase, the agent employs the experience replay strategy to enhance
convergence speed and solution quality by incorporating a wide range of experiences from
different regions of the state space, various actions, and corresponding rewards. By using
this method, its transition (s,a,r,s’) is stored in the experience replay memory. At each
iteration, a random batch of experiences is sampled from this memory to train the learning
model. In particular, the application of DQN to solve the problem (2.8) can be represented
as follows: In each learning step (cycle), the agent takes an action of bandwidth allocation
after observing its current state. Then it receives a reward from the environment and moves
to the next state. After that, its respective experience tuple of (s,a,r,s’) is stored in its
experience replay memory. A mini-batch of experiences is then sampled to train the online
network. Based on that, the parameters of the online network w are updated to minimize

the loss function. The loss function for the one agent per flow configuration is defined as
! b b 2
L= (Q — Q(sf’k,af,k;w)) s (320)

where Q' is the target Q-value which is computed based on the Bellman optimality principle

by adding the reward to the maximum Q-value at the next state as follows:

Q = Rl]’”g + 7y max Q(s’l}yk, a'l},k;d)), (3.21)

@tk

where 7 is the discount factor and @ represent the combination of updated weights and biases
in the target network. The Q-value of the online network is updated using the following
equation:

Qs alf s w) = Q(shy,ah iw) +a (Q’ — (s, a%k;w)) , (3.22)
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where « is the learning rate, which controls the step size for the update. This equation adjusts
the predicted Q-value towards the target Q-value, scaled by the learning rate. Through this
iterative process, the parameters of the online network are updated to minimize the loss
function, and the online Q-values gradually converge to the optimal Q-values, improving the
agent’s decision-making ability.

Similarly, for the one agent per beam model, the parameters of the online model wy are

updated to minimize the loss function as follows
/ b b 2
Eb = (Qb - Qb(ska ak;wb)) 5 (323)
where Q is the target Q-value which is computed as follows:

Q, = R) + 7y max Qb(slz, a’z; Wp), (3.24)

a’y

where wy is the weight of agent b’s online network and @, represents the combination of
updated weights and biases in the target network of the agent. By minimizing the loss
function, the DQN iteratively improves its policy, enabling it to effectively learn optimal
actions in complex, high-dimensional environments. After a given number of learning steps,
the target network parameters @ and @&, are updated by copying the values of w and wy.
Training continues until convergence. The detailed implementation of the two models is

summarized in Algorithm 4.

Remark 3. Although DQN models have proven their efficiency and effectiveness for resource
allocation problems, they sometimes encounter overestimation problems, where the agent con-
sistently selects sub-optimal actions in a given state merely because these actions have the
highest Q-value estimates [75]. This overestimation occurs because the Q-values predicted by
the DQN may not accurately reflect the true expected rewards, leading the agent to make poor

decisions. This overestimation problem can be better addressed by using a DDQN.

3.5.3 Double Deep Q-Network

DDQN is an improved version of DQN that addresses the issue of Q-value overestimation
encountered in DQN by decoupling action selection and evaluation as shown in Fig. 3.2.

Unlike in DQN, where the target network is used for both action selection and evaluation,
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Algorithm 4 DQN-BASED CA ALGORITHM

1: Initialization:

e Initialize replay memory D, D .
e Initialize the online network with random weights w, ws.
e Initialize the target network with weights w, ws.

2: for each episode (7 = 0 to max episode) do
3 Initialize the state 51}7k7 sh .
4:  for each cycle (k =0 to K) do
5: Choose an action from the action space using the epsilon-greedy method as in (3.13).
6 Calculate the total reward according to (3.16), (3.19) and observe the next state S/?,k, sy
7 Store experiences (S?&"k7 a?cyk, R?c‘k, s’?«yk) in D
and (s%aﬁ,R’é,s'Z) in Dy.

8: Take sample minibatch experiences (s.l}’k, a.l}’k, R.l}ﬂk, s’l},k) from D and (s%,a%, RY, S/Z) from Dy.
9: Calculate the target Q_value according to (3.21) and (3.24).

10: Calculate the loss using gradient descent as in (3.20) and (3.23).

11: Update online network parameters w and wp to minimize the loss function.

12: Update target network parameters after every k (k > 0) cycles: & < w and @p < w.

13: end for

14: end for

in DDQN, the online network selects the best action for the next state. In this subsection,
we focus exclusively on the one-agent-per-beam DDQN model to reduce the architectural
complexity associated with managing a separate agent for each flow. This approach simplifies
the overall framework while still leveraging the advanced capabilities of DDQN compared to

DQN. Hence, the best action selection is given as

a = arg max Q(s%a’ﬁ;@), (3.25)

!
a’y

and the selected action is evaluated by the target network. The target Q-value is then

estimated as

Q' = R} +1Q(s'h,a;07). (3.26)

The gradient descent step can be used to calculate the loss as follows
/ ! b b 2
£ = (@ - Qsh.al:0)) (3.27)

The detailed implementation steps of the DDQN-based CA algorithm, which is developed to

address problem (2.8) are summarized in Algorithm 5.
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Algorithm 5 DDQN/D3QN-BASED CA ALGORITHM

1: Initialization:

e Initialize replay memory D’.
e Initialize the online network with random weights 6.
e Initialize the target network with weights 6.

for each episode (i = 0 to max episode) do
Initialize the state (s}) for all beams and flows.
for each cycle (k =0 to K) do
Choose an action from the action space using the epsilon-greedy method as in (3.13).

Store experiences (s2,al, R%,s'%) in D' .

Sample random minibatch of experiences (s%,al, RS, 5/2) from D’.

Select the best action according to (3.25).

Calculate the target Q-value according to (3.26).

Perform a gradient descent step to calculate the loss according to (3.27), where the Q-value in the
D3QN model is calculated according to (3.28).

12: Update online network parameters 6 to minimize the loss function.

13: Update the target network’s parameters after every k (k > 0) cycles: 0~ « 6.

14: end for

15: end for

2:
3
4
5
6: Calculate the total reward according to(3.16), (3.19) and observe the next state s'j.
7
8
9
0
1

3.5.4 Dueling Double Deep Q-Network

In scenarios where the value of being in a particular state is more significant than the specific
actions taken, DDQN may not be efficient due to its inability to estimate state values and
action advantages separately [30], [126]. By decoupling the state value and action advantage
estimations the D3QN model helps to reduce Q-value overestimation further and enhance the
stability of learning. The Q-value estimation comparison of DDQN and D3QN is shown in
Figure 3.3. Here, D3QN separates the state value V(SZ), i.e. the value to be in a particular
QL state regardless of the action taken and the action advantage function A(si, a?), i.e. the
advantage of taking a specific action (such as CA) at that specific state for more precise and
stable value estimation. We estimate the Q-values by adding the outputs of the state value

and advantage values as follows [30], [120]

1
Q(sh.al;0,0%,0%) =V (sh) + A(s}, a}) — T > As},ap), (3.28)

GZEAn

where 6%, 04 are the parameters related to the state value function and action advantage
function, | A, | is the number of available actions in the action space and ﬁ > abeA, A(st,ab)
represents the mean advantage across all possible actions, which is subtracted to normalize

the advantage function. The detailed implementation of the CA algorithm is also given in
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(5), as the only difference with DDQN is in the Q-value estimation given in step 11 of the

algorithm.

Input Layer Hidden Layers Output Layer
Input Layer Hidden Layers Output Layer

O O O O
O O O
State O_O O—— Q(s,a) State —8
o) O ©) O o
(a) DDQN. (b) D3QN.

Figure 3.3: Q-value estimation process in DDQN and D3QN as in [126].

3.5.5 Computational Complexity Analysis

While the overall complexity of the DRL architecture can be influenced by the design of its
input, hidden, and output layers, the primary factors are the sizes of the state and action
spaces. For the one agent per flow model, where the QL for packets of flow f ranges from
0 to gmax, and actions are selected from N discrete options, the complexity scales linearly
with the product of the number of beams, flows, and ¢mnax. In contrast, for the one agent per
beam model, each agent takes actions for multiple flows simultaneously, resulting in a state
size of (gmax + I)F and an action space size of N¥'. The complexities of the two scenarios are

summarized in Table 3.1.

Scenario State Complexity Action Complexity
1 Agent per Beam B (gmax + 1)F B.-NF
1 Agent per Flow B-F:(gmax+1) B-F-N

Table 3.1: Complexity analysis of the proposed method.

3.5.6 Benchmark Algorithm

This section modifies the algorithm developed in Section 2.4.2 to obtain a benchmark solution
for comparison purposes by assuming Poisson arrivals for all flows. This solution approach
utilizes the Lagrangian duality optimization method for CA. It consolidates packet arrivals
from all service types into a single queue, which is then served based on a first-come-first-
served scenario. However, it is worth noting that the CA results obtained by this optimization

approach are determined based on perfect knowledge of the arrival rates.
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To adapt this benchmark solution to our scheme, we use the predicted traffic demand of
an LSTM recurrent neural network as input, as outlined in [32]. To gain a comprehensive
understanding of future traffic demand beyond the immediate horizon and to capture longer-
term trends more effectively, we employed a multi-horizon LSTM network to predict the input
traffic demand of all the T'Ss of the next cycle for the optimization approach. This approach
optimizes forecasting accuracy by concurrently predicting traffic demand for multiple future

TSs, enhancing the effectiveness of CA strategies.

3.6 Performance Evaluation and Numerical Results

In this section, we outline the dataset preparation process, discuss the considered hyper-
parameter values, present the results obtained using the proposed techniques, conduct a

performance comparison, and assess the efficiency of the implemented algorithms.

3.6.1 Input Traffic and Traffic Distribution Models

To create diverse services, various distributions of packet arrival rates can be exploited accord-
ing to the specific services. Common arrival rate distributions encompass the Poisson distri-
bution [127], known for modeling random arrivals, and heavy-tailed distributions [125], [129]
which capture the variability and unpredictability often encountered in modern communica-
tion networks. We analyze three distinct traffic flows, each corresponding to a different set
of characteristics. For the considered 3 service types, Poisson, Pareto (heavy-tailed), and
Weibull (heavy-tailed) distributions for estimating the inter-arrival time of packets in the
flows. The inter-arrival time for the Poisson distribution denoted 7p,; is calculated from the

CDF of the inter-arrival time given as
Prob{rpe <t} =1 — e i, (3.29)

where 7py; is determined by taking the ratio of the negative natural logarithm of the com-
plement of a random value uniformly sampled between 0 and 1 to the arrival rate of the

Poisson-process based flow 1, which is given as

Tpoi = —log(1l — R1)/M(2). (3.30)
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The CDF of the inter-arrival time of Pareto distribution (7p,) is given as [130]
Prob{rp, <t} =1— (Bpa/7Pa)"”, (3.31)

hence, the inter-arrival time of flow 2’s packets assumed to follow Pareto distribution is given
by
Tpa = [Bpa/ (1 = R [ Aa2). (3:32)

Similarly, the CDF of the inter-arrival time of the Weibull distribution (mwe;) is expressed as
Prob{rye < t} =1 — e PWeitwa, (3.33)

then, the inter-arrival time of flow 3 packets assumed to follow Weibull distribution is provided

by [131],

Twei = Bivei [~ log(1 = B) ™ | /(2), (3:34)
where (3, and By .; are the scale parameters, n and 7, are the shape parameters and Ri, Ra,
R3 are random numbers between 0 and 1. Assuming that the traffic pattern evolves over 24
hours following the trend of the dataset in [132], we generated a random number of packets
per second for 10 beams, each supporting 3 distinct service types. The Probability Mass
Function (PMF) of the packet arrivals for the services is shown in Fig. 3.4, and the flow of
packets for the considered services varies over time as illustrated in Fig. 3.5.

For the benchmark algorithm, Lagrangian duality, the input traffic was forecasted from
historical traffic demand using an LSTM RNN model. The forecasting process is explained

in Section 4.3.1.

3.6.2 Numerical Results and Comparative Analysis

In this section, we analyze and compare the numerical outcomes of various approaches: DQN
with one agent per flow (referred to as DQN model 1), DQN with one agent per beam
(referred to as DQN model 2), DDQN with one agent per beam, D3QN with one agent
per beam and the benchmark optimization approach utilizing Lagrangian duality explained
in Section 2.4.2. For the DQN, DDQN, and D3QN models, the agent selects actions from
an action space comprising 12 equally spaced values between 0 and the maximum capacity

demand of the corresponding flows, generated using the NumPy linspace function. For DQN
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Figure 3.4: Probability mass function of the considered flows. Each value on the horizontal axis
reflects an arrival rate in a TS, and the corresponding vertical coordinate shows the probability of
observing that rate in that TS. The area under the function of each distribution type is 1 to indicate
the sum of all probabilities is 1.
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Figure 3.5: Example of time-varying traffic demand for the analyzed flows over a 24-hour period.

model 1, the epsilon decay rate (o) value is 0.9995. If not explicitly specified, the remaining
parameter values default to those listed in Table 3.2.

Fig. 3.7 shows the CDF of the demand-to-allocated capacity ratio. Flow 1 has a higher
proportion of samples with lower ratios, indicating less congestion. This reflects its lower pri-
ority penalty weight compared to Flows 2 and 3, demonstrating that our CA model effectively
prioritizes more critical and delay-sensitive services.

Fig. 3.6 indicates the convergence of the simulated RL algorithms concerning QL, total
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Table 3.2: CONSIDERED PARAMETER VALUES.

Parameters Values
Activation function Relu, Linear
Cycle duration (M) 1 Hour [133]
Discount factor 0.1

Duration of 1 episode 1 day

Epsilon decay (o) 0.9998

Loss function MSE
Experience-replay pool size 50000 [125]
Experience-replay mini-batch size 128

Learning rate 0.01

Maximum QL (gmax ) 2 Mbytes (30 packets) [83]
Maximum capacity (WW™ma) 1 Gbps
Normalized packet length 65(KBytes) [82]
Optimizer Adam [35]
Priority weights [0.1,0.3,0.6]
Target update ratio 0.01

Target QoE violation probability (Pqog) | 0.1 [115], [116]
Target QL (¢QoE ) [15, 20, 25] packets
The minimal exploration probability 0.001

Target BP (pBIk) 0.05 [ ]

TS duration (T7Ts) 1 Second

reward, probability of QoE violation, and total allocated capacity. Fig. 3.6a illustrates the
convergence of the mean QL over episodes for the three considered flows when using the
DDQN method. The figure indicates that the mean QL converges for all flows. Differences in
QL values among flows are attributable to the varying target QL requirements and priority
weights. Specifically, flow 1 has the lowest target QL and the highest priority weight. This
incurs the lowest reward penalty during congestion, leading to the lowest mean QL for this
flow. Similarly, Figs. 3.6b, 3.6¢, and 3.6d indicate the reward, probability of QoE violation,
and total allocated capacity convergence, respectively. The plots reveal that both D3QN
and DDQN achieve similar performance and outperform both the DQN models 1 and 2.
This can be attributed to the ability of D3QN and DDQN to mitigate the overestimation
bias commonly encountered in DQN models. The plot also indicates that the DQN model 1
outperforms the DQN model 2 due to the use of individual agents for each flow within every
beam. This approach allows each agent to specialize in a specific flow and learn to select
the best action from the action space. In contrast, the DQN model 2 assigns one agent per
beam, which must manage a larger action space of 123 possible actions, making it harder to

coordinate multiple flows and resulting in lower performance.



68

Chapter 3

16 w 4000
——Flow 1
2000t
<
% = ol
: Z 2000 ~ DDON
=] — L ——3DQN
> g -4000 DQN model 1
g —— DQN model 2
g B 6000 QN mode
=
-8000
8 ‘ ‘ ‘ ‘ -10000 ‘ ‘ ‘ ‘
0 50 100 150 200 250 0 50 100 150 200 250
Episodes Episodes
(a) Mean QL convergence. (b) Total reward convergence
4
0.4 ‘ ‘ 2.15 10 ‘ ‘
» —DDQN —__DDQN
= ——3DQN 0 o1l ——3DQN |
£ 03 DQN model 1| | &= DQN model 1
a v ——DQN model 2 E ——DQN model 2
& iel
+© =N
5
= § 195
0.1 i
Lg H0 1.9+
c SIS i \
0 ‘ ‘ ‘ ‘ 185 ‘ ‘ ‘ S
0 50 100 150 200 250 0 50 100 150 200 250
Episodes Episodes
(¢) Mean QoE violation probability convergence. (d) Total allocated capacity convergence
Figure 3.6: Convergence plots of the implemented DQN algorithms.
1 e
4"-'
r
0.8 [ o -
yi
[ d
r
L 0.6 J‘l" ........... Flow 1 B
[ Flow 2
S £
0.4 R A Flow 3| |
4o~
i
0.2+ '.’ i
7 -
g F/.
) e J'-, L L
(0] 0.5 1 1.5 2

Demand-to-Allocated Capacity Ratio

Figure 3.7: Demand to capacity ratio of all the flows.



DQN for QoE-aware dynamic capacity allocation 69

1000 ——— Time-varying demand ‘ ‘ ‘ 1000 [|[—— Time-varying demand
"""""" DDQN, o = 0.1 - DDQN, pprg = 0.05
——DDQN, jg.e = 0.05 —DDQN, pprk = 0.01
800 |- 3DQN, fgos = 0.1 800 [{3DQN , pprk = 0.05
m DQN model 1, pgp = 0.1 m DQN model 1, gy = 0.05
_8- ——DQN model 2, figep = 0.1 _8- ——DQN model 2, ppx = 0.05
S 600 Duality, poor = 0.1 S 600 I Duality, pprx = 0.05
o S
© ©
O 400 O 400
200‘ 200
VQ O O O O O O & O VQ 0O O O O O O & O
S K O O & O O O O K O O O O O O
" & & & & & O N N F & O & & O
S S A S O S S
Time (s) Time (s)
(a) Capacity at different values of PgoE. (b) Capacity at different values of Py
1000 ——— Time-varying demand 1000 ——— Time-varying demand
............ DDQN, gqor = 20 < DDQN, g = 30
——DDQN, g = 15 ——DDQN, Ginax = 40
800 [ BDQN, ggor = 20 800 || BDQN, guax = 30
w DQN model 1, ggor = 20 m DQN model 1, g, = 30
_8— ——DQN model 2, ggop = 20 _g- ———DQN model 2, g = 30
S 600 Duality, gqor = 20 = 600 Duality, gy = 30
8 8
© © L
0 400 8 400
200 L ‘ 200 ‘ ‘ ‘ ‘ ‘ ‘
QO O O O O O O & 0 Q O O O O O O O 0
O O K O O & O O O O K O O & O O
S O & & O O & O O O & O O O O O
NP PSS NP PSS
Time (s) Time (s)
(¢c) Capacity at different values of qé oF- (d) Capacity at different values of ¢max

Figure 3.8: Total allocated capacity per cycle and total traffic demand over time.

The plots in Fig. 3.8 indicate the total capacity allocated per cycle, along with the total
traffic demand for all the simulated models. To analyze scalability and system performance
under varying conditions, the total allocated capacity using the proposed DDQN model is
evaluated for different values of Pqo, Paik, 4QoE, and gmax, assuming all flows have the same
target QL requirement. The total allocated capacity using the DDQN model in Figs. 3.8a and
3.8b is given at different values of the target QoE violation (Pqo) and target BP (Pgjk). The
plots demonstrate that the system requires allocating a higher capacity for stricter targets,
such as a lower QoE violation probability (0.05) compared to a higher value (0.1) and a
lower BP (0.01) compared to a higher value (0.05), consistent with the findings discussed
in Section 2.5.2. In addition, the DDQN model results in Figs. 3.8c and 3.8d show the
total allocated capacity per cycle at different values of target QL (gqoE) and gmax. The plots

indicate that a CA system intended for services with a higher tolerance for waiting in a
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Figure 3.9: Probability of blocking and probability of QoE violation.

queue (gqoe = 20) requires less capacity than a lower tolerance (gqoe = 15) and vice versa.
Similarly, a higher value of buffer size (gmax = 40) can satisfy the BP requirements with
a lower allocated capacity as compared to lower values (gmax = 30). This aligns with the
observations in Section 2.5.2, a larger buffer size can store more packets that would likely
be dropped with a smaller buffer size. However, admitted packets in a system with a large
buffer size do not necessarily meet QoE requirements and may lead to buffer bloating.

From the figures we can observe that the D3QN and the proposed multi-agent DDQN
demonstrate a superior performance in allocating less capacity that meets the target QoE
requirement compared to the other models. Typically, the Lagrangian duality optimization
approach is expected to outperform other methods. However, that approach assumes all ar-
rivals follow a Poisson distribution which fails to accurately capture the traffic flexibility of the
diverse traffic patterns of the considered flows. Furthermore, the Lagrangian duality method
applied the M;/M,;/1 queueing method which limits the traffic utilization ()\l} (t)/ ul]’c(t)) value
to remain below 1 for all time intervals. This implies that the allocated capacity always ex-
ceeds the demand, regardless of the queue state. Such an assumption can lead to an inefficient
QL approximation and lower efficiency in CA, as it leaves unutilized capacity to handle any
spikes in demand that may exceed the optimal capacity. Consequently, when evaluating the
trade-offs between efficiency, adaptability, and scalability, deep learning approaches emerge
as promising solutions for QoE-aware dynamic CA in 5G networks.

Figs. 3.9a and 3.9b indicate the mean blocking and QoE requirement violation probability

per cycle, respectively. The plots demonstrate that all models achieve a value lower than
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Figure 3.10: CDF Plot of QoE Violation Probability: This plot shows the percentage of good or
better (%GoB) and poor or worse (%PoW) experiences based on the specified target QoE requirement
violation probability of 0.1 for good or better, and the worst 25% for poor or worse.

the target value of 0.05 for BP and 0.1 for QoE requirement, indicating their effectiveness.
Moreover, these figures, along with Fig. 3.8, demonstrate that the D3QN and DDQN methods,
which exhibit nearly identical performance, outperform the other methods considered in terms
of meeting the target requirements with relatively lower allocated capacity.

We can also assess the efficiency of our model by comparing the obtained QoE violation
probability results with experimental metrics. These metrics are based on MoS measure-
ments, categorized as a percentage of good or better (%GoB) and poor or worse (%PoW),
as described in [115] and [116]. As we do not consider users in our work, we consider the
probability of QoE violation per cycle for different samples after the model is trained. As
shown in Figure 3.10, our model achieves a performance equivalent to the acceptability level
of a service with excellent quality, indicated by a MOS above 4.5.

Table 3.3 shows the total runtime of the simulated algorithms on a High Performance
Computer (HPC) system using Python 3.8.6 and GCCcore 10.2.0 with 28 CPU cores. From
the table, we can observe that the trained DDQN, D3QN and DQN models have faster infer-
ence time compared to the optimization approach, indicating their effectiveness in handling
time-varying demands with different arrival rate distributions. The total time and average
time per episode needed for DQN model 1 are higher than the other DRL models. This is
because model 1 assumes one agent per flow and requires a total of 30 agents, necessitating a
more complex DQN model architecture compared to DQN model 2, D3QN and DDQN, which
assume one agent per beam (10 agents in total). DDQN emerges as a balanced choice, offering

a reasonable average time per episode and total convergence time while achieving comparable
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performance to D3QN. While D3QN slightly outperforms DDQN, its higher time complexity
makes DDQN a more computationally efficient choice. The increased computational com-
plexity of DDQN compared to DQN model 1 and DQN model 2, is due to the separate action
selection and evaluation steps. Similarly, D3QN introduces higher complexity than DDQN by
decoupling the state value and action advantage when calculating Q-values, requiring addi-
tional computation to combine them. The scatter plot in Fig. 3.11 illustrates the relationship
between the mean QL and the probability of QoE violation probability, taking the capacity
values obtained using DDQN. The results reveal a clear trend: as the mean QL increases,
the likelihood of QoE violations also rises. This correlation underscores we can accurately
estimate the demand-capacity relationship, allowing for more effective CA strategies.

In summary, DDQN, D3QN, and DQNs demonstrate comparatively better efficiency in
handling various arrival distribution types, optimizing total allocated capacity, and exhibiting
inherent adaptability, making them invaluable for meeting the unpredictable demands of
dynamic environments as compared to the benchmark method. The main reason for this
efficiency is the assumption of different arrival distribution types for all flows in the proposed
method, in contrast to the optimization approach that assumes a Poisson process for all flows.
Selecting the optimal strategy among the models requires balancing computational resources,
system complexity, and the need for tailored decision-making. In our specific simulation, we
propose the DDQN model as it shows almost the same performance but lower complexity as

compared to D3QN, and better performance than DQN models 1 and 2.
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Table 3.3: CONVERGENCE TIME OF THE SIMULATED ALGORITHMS.

Algorithm Average time per | Total convergence | Episodes to con-
episode (s) time (s) verge
DQN model 1 440.94 110235.755 250
DQN model 2 244.96 61242.086 250
DDQN 273.29 68324.367 250
D3QN 329.85 82463.45 250
Duality 1228.36 122836 100
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Figure 3.12: Convergence for different number of flows.

3.6.3 Impact of Increased Number of Flows on Convergence

Managing CA for thousands of service types with QoE-specific requirements poses significant
challenges, particularly when considering the computational burden of a large state and action
space. To address this, similar service types can be grouped based on QoE requirements,
traffic patterns, or priority levels, resulting in fewer traffic flows. The three traffic flow
distributions considered in this study, Poisson, Pareto and Weibull represent many existing
service types [127—129]. However, a substantial number of service groups may follow other
distribution types.

In this subsection, we extend our analysis to include additional traffic arrival patterns:
Normal, Exponential, and Gamma distributions. These distributions collectively capture a
wide range of packet arrival distributions observed in real-world service types. To evaluate
the impact of the number of flows, we simulate and compare scenarios with three, four,
five, and six flows using a DDQN-based model. Action masking is applied in scenarios with

four, five, and six flows to reduce the action space by removing action combinations that
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exceed the maximum capacity. The convergence results are presented in Figure 3.12. The
simulations indicate that models with fewer flows (three) converge faster than those with
more flows. This behavior can be attributed to the increased complexity of managing a
larger state and action space with additional flows, and the heightened traffic variability
resulting from greater variations in arrival distributions. Despite this, the convergence trends
are promising, showing an increasing trajectory in the reward and a decreasing trajectory in
the capacity convergence. These trends suggest that, although increased flows demand more
computational resources and training episodes to reach convergence, the model is capable of
achieving optimal performance with further training or the application of complexity-reducing
techniques. The results underscore the importance of balancing computational feasibility with

the accuracy of CA models in scenarios involving a larger number of traffic flows.

3.7 Conclusion

This chapter proposed a QoE-aware flexible CA mechanism, leveraging multi-agent DDQN,
that offers significant advancements in optimizing capacity utilization while prioritizing QoE
across multiple services. The mechanism exhibits resilience in dynamically adapting to fluctu-
ating traffic demand, ensuring consistent performance and user satisfaction. The simulation
results demonstrate that the proposed method enhances the overall capacity utilization effi-

ciency and QoE across various satellite services.
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Proactive Traffic Matching and

Load Balancing

4.1 Introduction

The drive for increased capacity in GEO SatCom systems has led to a growing interest in
the utilization of Extremely High Frequency (EHF) bands such as Ka, Q, and V bands,
where larger bandwidths are available. Leading operators such as SES, Eutelsat, Telesat,
and Viasat are exploring these bands to provide high capacity broadband services [11-13,

]. While these bands offer expanded bandwidth, they introduce significant challenges:
unpredictable rain attenuation severely affects feeder link (FL) performance, and dynamic,
uneven traffic demand across multi-beam, multi-gateway (GW) networks creates congestion
and service degradation [135], [136], [137]. These uncertainties often lead to critical challenges
for managing resource allocation, traffic steering, and persistent GW load imbalances to serve
distributed users efficiently [135]. It is further complicated by the heterogeneous time-varying
traffic demand from various users. Moreover, satisfying QoE and BP requirements further
requires adaptive solutions that can predict network conditions and intelligently balance
traffic in real time [139)].

In response to changing network conditions, it is essential to adopt dynamic B2G match-
ing strategies informed by accurate, real-time predictions not only of traffic demand but also
of the evolving effective capacity of each GW under current channel conditions. When cer-
tain GWs experience overload due to elevated demand or adverse weather, traffic must be

proactively redistributed to underutilized GWs to prevent congestion and maintain service
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continuity [140]. Furthermore, even during periods of low demand, keeping all GWs engaged
ensures the system can promptly accommodate sudden load surges without delays associ-
ated with reactivation. Such a capacity-aware, predictive management approach enables full
utilization of the existing infrastructure, enhances network resilience, and sustains consis-
tent, high-quality service under dynamic operating conditions. However, existing GW traffic
management solutions often rely on reactive mechanisms, leading to delayed responses to
congestion or rain attenuation [141]. These approaches lack real-time adaptability, resulting
in service outages and inefficient resource utilization. To address this, this paper leverages
a stacked multi-output, multi-horizon Long Short-Term Memory (LSTM) model to predict
per-beam traffic demand and per-GW rain attenuation. These forecasts are then used as in-
puts to an adaptive genetic algorithm that performs proactive, capacity-aware B2G matching

and load balancing (LB), aiming to maximize GW utilization and meet QoE and BP targets.

4.1.1 Related Works

Advanced artificial intelligence (AI) models, particularly deep neural networks (DNN), have
been widely applied to predict rain attenuation in satellite FLs. For example, [112, ]
employed deep learning techniques to forecast rain-induced fading in the EHF bands, offering
valuable tools to mitigate weather-related impairments. Similarly, DNN-based models have
been used to forecast traffic demand for enhanced resource management [144,1415]. However,
these two aspects, rain attenuation prediction and traffic forecasting, are typically treated
in isolation, without accounting for their joint impact on GW resource planning. Moreover,
the prior works rely on single-step forecasts, which provide only a short-term view and are
insufficient for proactive decision-making that requires foresight over multiple future intervals.
There remains a critical gap in integrating both aspects into a unified framework capable of
dynamically adapting to simultaneous weather fluctuations and traffic variations, enabling
more effective and resilient GW resource management.

Various techniques have been explored to enhance resource allocation under rain-fading
channels. Notably, machine learning-based adaptive modulation and coding, power control,
and rate adaptation are discussed in [146, 117]. However, such techniques are primarily
employed to mitigate minor rain attenuation and are not specifically designed to address
system-level traffic demand variations. Moreover, they are typically applied in the context

of a single FL (single GW). In addition to the above methods, satellite GW diversity (SGD)
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is an effective solution to reduce system outages by rerouting all the traffic from the fading
GWs to the unfading ones [141], [148], [119]. However, SGD has drawbacks regarding GW
redundancy and resource utilization (under-utilization). GW switching is another important
research well studied in the literature [150], [151]. However, these works are based on reactive
GW switching when rain events occur. Immediate switching in response to such events can
introduce latency and potentially lead to service interruptions. Furthermore, the aforemen-
tioned works fail to account for traffic demand variations in their GW-switching decisions.
They also overlook the importance of LB among GWs, the QoE, and the BP requirements.

Efficient LB among satellite GWs is a topic discussed in the literature. The most common
techniques typically employ LB routing [152], LB traffic management [153], and QoS/QoE
aware LB [139]. However, the papers mentioned above assume that traffic demand and

environmental attenuation are well-known in advance. While not directly related to satellite

GW LB, various methods such as ant colony optimization [28] have been explored for user
association and LB. Additionally, LB approaches based on remaining capacity [154] and
weighted strategies [155] have been employed in the context of 5G cloud services.

4.1.2 Contributions

Despite notable progress in satellite GW resource management, a clear research gap remains in
integrating traffic demand forecasting, FL rain attenuation prediction, B2G traffic matching,
LB, and simultaneous fulfillment of QoE and BP requirements. This work addresses this gap
by developing an Al-driven proactive framework for beam traffic assignment and GW LB,
explicitly designed to maintain QoE and BP constraints. In contrast to previous reactive
GW-switching methods, our approach proactively optimizes traffic distribution based on
jointly forecasted rain attenuation and traffic demand, enabling dynamic and capacity-aware
resource management. To the best of our knowledge, no existing study has explored this

comprehensive, multi-faceted approach. Our primary contributions are as follows.

o We employ stacked multi-horizon multi-output LSTM models to forecast traffic demand
per beam and rain attenuation per GW. It offers accurate estimates of future traffic
and attenuation for multiple beams and GWs in various time intervals. This approach
provides a robust input for a comprehensive traffic management model that dynamically

adjusts to variations in demand and capacity.
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e Using predicted traffic demand and rain attenuation, we proactively determine B2G
matching and optimize the capacity needed to meet stochastic QoE and BP require-

ments.

e Developing a proactive and adaptive LB framework across GWs to prevent any sin-
gle GW from overloading while ensuring that the available capacity in other GWs is
properly utilized.

o We formulate a stochastic non-convex mixed-integer program, which is challenging to
directly solve due to the high search space. We then approximate it into a two-stage
problem and used a lower-complexity adaptive genetic algorithm for a near-optimal

solution.

4.2 System model and problem formulation

Consider a forward end-to-end SatCom system, where a GEO satellite (GEOSat) with a
bent-pipe (non-regenerative) payload connects to G GWs via FLs, generates B beams to
provide radio access service to multiple ground users, as depicted in Fig. 4.1. Here, the FL
communication between GWs and GEOSat is operated via the Q/V or Ka-bands, while the
user-link transmission is processed over the Ku bands. Each beam in this system (beam
b € {1,...,B}) covers a specific ground cell, where users are located and generate diverse
downlink service requests. We consider a total system operation period of T time slots (TS).
In each TS ¢, the traffic demand from all users in beam b is retrieved from the core network
and aggregated into a flow of L-bit packets arriving at a rate A°(t) modeled as a Poisson
process.

In this work, we assume that the channels connecting the GWs and GEOSat fluctuate
over time due to weather conditions. Denote the time-varying attenuation on the FL of GW
g at TS t as Ay(t) (dB). Assuming flat fading with respect to the FL carrier bandwidth and
no interference due to frequency orthogonalization or antenna directivity, the corresponding

channel gain can be calculated as

ag(t) = 1049®/10, (4.1)
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Then, the maximum available FL capacity of GW g can be written as
Cmax(1) = W log (1 + PMa(t) /02) , (4.2)

where C;d’max is the maximum FL capacity of GW ¢, W and P™ represent the FL bandwidth

(Hz), GW transmit power (watts), and o2 is the noise power (Watts).
4.2.1 B2G Matching and Data Traffic Steering at GWs

Regarding B2G matching and data traffic steering at GWs, we first introduce a binary variable
0,45(t) that

1, if data of beam b is steered
V(1) = over FL of GW ¢ in TS ¢, (4.3)

0, otherwise.

In this work, the traffic demand of beam b is assumed to be handled by a single! GW which

yields:
> gslt) =1, Vbt (4.4)

g€g
where ¥,;(t) is a binary B2G matching variable and G stands for the set of all GWs. We
further denote f,5(t) (bps) as the FL capacity of GW g allocated to serve the traffic flow of
beam b in TS ¢t. To prevent packet drops, the traffic throughput transmitted through any

GW’s FL should not exceed its maximum capacity, which yields:

D Vgp(t) fen(t) < CEMX(2), Vg, (4.5)
beB

where B represents the set of all beams. We note that f,,(t) is always non-negative.

fop(t) 20, Vg,vb. (4.6)

"While current systems handling multiple services may support beam traffic assigned to multiple GWs, the
assumption of matching beam traffic to a single GW remains appropriate under aggregate traffic modeling.
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Figure 4.1: System model illustrating traffic management.

If we denote £4(t) € [0, 1] as a load factor for each GW g, which measures the proportion of

its capacity used relative to its maximum available capacity, it is given by

L) =Y Dgp(t) fop(t)/CIOm (1), (4.7)

beB

For practical operation, we assume that B2G traffic management and matching are cen-
trally coordinated by a network management center (NMC). Furthermore, 9, 4(t) and f, (%)
remain fixed over a cycle of M TSs, after which they can be updated. As a result, the sys-
tem operates over K = % cycles, during which B2G matching and CA decisions are made?.

Hence, Vt € [(k — 1)M + 1, kM|, we have the following constraint,

fan(®) = Fyo Lo(t) =€, Dga(t) = O,
and C;d,maX(t):C;d,max(k), (48)

where 19’;7,) and fgk,b represent the B2G matching and FL capacity of GW g allocated to serve

beam b in cycle k, respectively.
4.2.2 Queue Length and QoE Requirement

Assume that there are B buffers assigned for B traffic flows corresponding to each beam

at the NMC. The queue length (QL) corresponding to the traffic of beam b at any time ¢

2Per-TS decisions incur high signaling and computation overhead; thus, the NMC performs centralized
B2G matching and allocation per cycle, whose duration M is defined based on operator system capabilities.



Proactive Traffic Matching and Load Balancing 81

is determined by the arrival rate A\’(t) and service rate u’(t). The service rate represents
the transmission capacity (packets per second) the NMC allocates to the GW responsible
for handling packets associated with beam b during the specified cycle. Here, u(t) given in

Equation 2.5 can be expressed as

pP(E) = Ogn(t) fon(t)/L, (4.9)

geg

Let fi(t) = > ,cg Ygbfg(t). Then we have,
u'(t) = fo(t)/L. (4.10)

Let ¢°(t) denote the QL of data packets stored in the NMC buffer corresponding to beam
b at time t. The design in this work focuses on fulfilling QL requirements of the buffer
corresponding to beam b to satisfy the QoE and BP requirements given in Equations 2.6 and

2.7 over the window time of [0,7]. The requirements are re-expressed as
e b QoE D
= [ Prigb) = %Fydr < Poge. . (4.11)
0

and

Prig®(t) > ¢™} < Py V(t,b). (4.12)

4.2.3 Problem Formulation

This paper considers a stochastic optimization problem for an optimal B2G matching, aiming
to achieve a balanced load distribution among the GWs. To ensure that no single GW
becomes a bottleneck, thereby promoting a more balanced and efficient load distribution, we

need to minimize the expected maximum load, which can be stated as

| Frlte0), 4.13
{fg,b(tgr}l}{%g,b(t)}mgax 7 [y (t)] (4.13a)
subject to:

(4.4), (4.5), (4.6), (4.8), (4.11), (4.12), (4.13D)

where Ep [{4(t)] = %ZtT:l l4(t) and (4.5) indicates that the FL capacity connecting any
GW g and the satellite should be higher than the combined traffic throughput transmitted
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Figure 4.2: Proposed method.

through it; (4.6) indicates the FL capacity of GW g allocated to serve the traffic of beam b is
non-negative; while (4.11) and (4.12) indicate the QoE and BP requirements. Herein, (4.4),
(4.11), and (4.12) are non-convex; then, the problem is a non-convex mixed-integer program.
Therefore, a globally optimal solution for this problem cannot be achieved using the standard
convex optimization tools [20].

To solve this complicated problem, we first predict per-beam traffic demand and FL rain
attenuation for the upcoming cycle. Based on these predictions, we apply an optimization
approach to determine the optimal B2G matching and LB. An overview of the solution

methodology is summarized in Fig. 4.2.

4.3 Data-driven Traffic Demand and Rain Attenuation Pre-
diction

The methods for predicting traffic demand and rain attenuation are detailed in Sections 4.3.1

and 4.3.2 respectively.

4.3.1 Traffic Demand Prediction

Designing optimal B2G matching, LB, and CA with minimal service outage is challenging
without knowledge of the time-varying traffic demands. To address this, it is necessary to
predict incoming traffic for the next cycle. Fortunately, historical traffic data collected by

operators and satellite SPs [156] makes such prediction feasible. Among various forecasting
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techniques, the LSTM model has proven particularly effective due to its ability to capture
long-term dependencies and patterns in sequential time series data, outperforming alterna-
tives like RNN and GRU in prediction accuracy [157]. LSTM models have been successfully
applied to traffic forecasting in both terrestrial and satellite networks [I44], making them
well-suited for optimizing modern communication systems. The following sections detail how

the LSTM model is employed in this study to predict traffic demand.

Data Set Preparation and Pre-processing

Obtaining a readily available traffic data set with a resolution per beam in multiple beams
is challenging. Initially, we modeled the hourly traffic demand over a single day for the first
3 beams by fitting the traffic trend available in [132], and for 2 additional beams based on
the traffic patterns reported in [156]. Given the limited availability of long-term historical
traffic data across all beams, and to avoid uniform peak and off-peak patterns across beams
and cycles, we applied scaling and time-shifting to the remaining 15 beams’ to achieve a
multi-beam dataset.

Since operator-collected datasets are typically aggregated at hourly, daily, weekly, or
monthly levels, they are not directly suitable for short-interval traffic prediction (e.g., seconds
or minutes). To address this, we used hourly traffic data to generate packet-level traffic flows
following IEEE standards [158], modeled using a Poisson arrival process. For each beam,
we generated minute-level traffic demand data spanning three months. To ensure uniform
scaling across samples, we applied Min-Max normalization to the dataset. Fig. 4.3 illustrates
the temporal variation in input traffic demand for three randomly selected beams.

Once the dataset is prepared, it is converted into a form that can be used for training and
prediction by preparing a sequence of inputs and outputs. As shown in Fig. 4.4, let S denote
the sequence length (i.e., the number of observed values used as input), H the prediction
horizon (i.e., the number of future steps to forecast), and Z the number of training sequences
per beam per cycle. Let {ang)}le denote the traffic demand time series for beam b, where
T is the total number of time steps. The goal is to predict the next H future values of each
beam based on the past S observed values. For each beam, the training dataset is constructed

using a sliding window of size S + H, resulting in Z = T-S—H+1 training samples. Here,
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Figure 4.4: Illustration of LSTM training sample sequence preparation.

each training sample consists of an input sequence given as

i b b
X9 = o0, 40,

and a target output sequence given as

i,b) _ b b
Y b = [xg—i—)S’xE—&—)S—l-l’ x

which results in a training dataset given by

(®)

s
LT g 1] ERY,

(b) H
T e ] ERY

O {(X(z’,w,w@w) li=1,... ,Z}.

(4.14)

(4.15)

(4.16)
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LSTM Model Architecture

Among the well-known LSTM time series prediction techniques, such as vanilla, bidirectional,
stacked, and convolutional, stacked LSTMs offer an effective balance between model capacity
and training complexity, particularly for unidirectional, multi-step forecasting tasks [159].
By processing data through multiple layers of memory cells, stacked LSTMs can capture
more intricate temporal patterns. Additionally, predicting each short-interval time slot in-
dependently would require running the model repeatedly, increasing computational load. To
address this, we adopt a multi-horizon prediction approach, forecasting all time slots within
the next cycle in a single run, as demonstrated in [160]. Accordingly, each beam is mod-
eled with a dedicated two-layer stacked LSTM, designed to forecast traffic demand across all
upcoming time slots efficiently.

The LSTM cell, along with its components—the input gate, forget gate, output gate,
hidden state, and cell state of the LSTM model is crucial for regulating information flow and
maintaining long-term dependencies during the prediction process. The cell state (c;) serves
as the long-term memory, updated by the input (i), forget (f;), and output (o;) gates. The
hidden state (h;) represents the short-term memory used for predictions at each time step,
influenced by the cell state and output gate. An illustration of the LSTM components is

provided in Fig. 4.5. Since we have B models, the gates and the states for any beam b are
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updated as
i) = o(Wox? + Whht_ | +1bb) (4.17a)
f) = o(Wh,x) + W5, h! | +bh) (4.17b)
of = o(Wo,x{ + Wo,h_y +bp) (4.17¢)
& = tanh(W2,x? + W5 h?_| +b?) (4.17d)
d=focd +itoe (4.17¢)
h® = o? ® tanh(c?), (4.17f)

where W%’s represent the weights, b®’s are the biases, &/’s are the candidate cell state and
c?’s are the final cell states. Once the LSTM processes the sequence and produces hgb), we use
the dense layer to map it to the desired prediction. Since our LSTM model is multi-horizon
it outputs all future steps at once as follows:

(b b
Y§+)1:t+H = Wg(/b)hg '+ by’ (4.18)

Training Process

Our training process spans 100 epochs, during which the LSTM processes the entire training
dataset and adjusts its weights through forward and backward propagation through time.
To optimize memory usage and computational efficiency, appropriate batch sizes of 256 is
considered. Additionally, to prevent the model from becoming too reliant on specific neurons
and to avoid overfitting, a dropout rate of 0.2 is applied. The dropout technique involves
randomly deactivating a fraction of input units, effectively regularizing the model and min-
imizing the risk of overfitting. Our model is trained utilizing traffic demand data spanning

over 89 days.

Model Evaluation

Following the training phase, we must ensure the model generalizes to unseen data. Hence,
after training our model, we evaluated the performance using data from the subsequent (90*)
day. This evaluation was conducted over 96 cycles, each with a duration of 15 minutes.

The prediction loss per beam, considered as a performance metric, is calculated using mean
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squared error (MSE) as follows:

L SN (50 (b) 2

b N

L0 = 7H Z (%‘+S+h—1 - 5‘71'+S+h—1) ’ (4.19)
i=1 h=1

where :%Ei)s +h—1 is the models prediction of the next value and :BE?S +h—1 1s the ground true

next value.

4.3.2 Rain Attenuation Prediction

Accurate prediction of rain attenuation events is essential because weather conditions, par-
ticularly rain, significantly impact signal quality and FL capacity. In the following sections,
we explain the dataset preparation, the model architecture, the training method, and the

validation process.

Data Set Preparation and Preprocessing

To facilitate accurate LSTM predictions, we first need to gather and prepare the necessary
data. Accordingly, we considered 3 years (1.1.2022-1.1.2025) of historical rain rate (R) data
for the SES GEO GWs in Luxembourg, Munich (Germany), and Stockley (UK), obtained
from [161] on a daily granularity. Using the collected rain rate data, we apply ITU model
standards to convert these rain rates (precipitation levels) into attenuation values [162—1641] at
the receiver end. Given the meteorological rain rate R(t), the corresponding rain attenuation
of the FL connecting GW g to the satellite is calculated based on the ITU-R P.838-3 standard

for rain attenuation modeling as follows:
Ay(t) = KRy (t) * d, (4.20)

where K and « are frequency and polarization-dependent constants given in a tabular format
as in [105], d is the path length over which the signal travels with rain, and Ry(t) is the
rain rate at time ¢. The FL attenuation values per cycle are synthesized using a log-normal

distribution®. The corresponding time-varying FL capacity is given as in Equation 4.2 with

3 Although the log-normal distribution provides a good approximation of the daily rain distribution at the
cycle level, satellite operators need to collect rain events at a granularity matching the cycle duration or
smaller time intervals for practical rain attenuation prediction.
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the Signal to Noise Ratio (SNR) obtained as
SNR,(t) = PMay(t)/o?. (4.21)

To assess the independence of rain attenuation across the three GW locations, we com-
puted Pearson correlation coefficients [166] on rain rate data over the study period. The
results showed weak correlations, indicating that rain events at different GWs are largely
independent; Fig. 4.6 presents the correlation matrix supporting this observation.

Following a similar notation as in the traffic prediction case, let {:cgg) I' | denote time
series rain attenuation for the FL of GW g, where T” is the total number of time steps. The
goal is to predict the next time step based on the preceding S’ time steps. The training dataset
is constructed for each GW using a sliding window of size S’ + 1, resulting in Z’ = T' — 5’
training samples. Here, the input sequence of each training sample is given as

x(6:9) — [33@('9)7371(1)17 . 7335‘29'_1] € RS, (4.22)

and the target output sequence is defined as
Y09 = [219 ] e R, (4.23)
to provide a training dataset of:

Do) — {(X“vg),Y(ivg)) li=1,..., Z’} . (4.24)

LSTM Model Architecture

Similar to the traffic demand prediction, the rain attenuation prediction applies the stacked
multi-input, multi-output LSTM architecture with dropout. Here, the LSTM model predicts
attenuation for multiple FLs, each corresponding to a ground GW susceptible to rain fading.
The independence in rain attenuation between GWs is preserved by training separate models,
allowing for parallel and decoupled learning without requiring inter-GW dependencies. Sim-

ilar to traffic prediction, each GW is modeled using a dedicated stacked LSTM. The LSTM
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Figure 4.6: Correlation matrix of rain data.

components are updated as

= (WXl + WY+ b) (4250
ff = o(Wi,x{ + W{,hi ; +b%) (4.25b)
of = o(WY,x{ + W9 hi , +bJ) (4.25¢)
¢! = tanh(W9,x{ + W%, hi | +bY) (4.25d)
cl=foc +il ®cf (4.25¢)
h{ = o ® tanh(c7), (4.25f)

where W9’s represent the weights, bY’s are the biases, ¢/’s are the candidate cell state and

c{’s are the final cell states. The final predicted output is then given as

5,15_91_)1 — W?(Jg)hgg) + b?(Jg). (4.26)

Training Process

Similar to the traffic prediction, the training process spans 100 epochs, during which the
neural network processes the entire training dataset and adjusts its weights. To optimize
memory usage and computational efficiency, a batch size of 128 is considered. Additionally,
to prevent the model from becoming too reliant on specific neurons and to avoid overfitting,

a dropout rate of 0.2 is applied.
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Figure 4.7: LSTM Architecture.
Model Evaluation

The performance of the rain attenuation prediction is assessed using new, previously unseen
data of the next day following the model’s training with the collected data. Each GW’s model

is tested individually on its respective dataset, and the prediction error is quantified using

MSE as the evaluation metric as follows:

!

£l % $ (i"f-i)s' _ 965_935/)2 7 (4.27)
=1

where 555_935/ is the models prediction of the next value and xgi)s, is the ground true next

value.

Both LSTM architectures for traffic and rain attenuation can be described by Fig. 4.7.
Although the underlying LSTM structure remains similar for both models, the input-output
granularity, and the number of time steps to predict as given in (4.18) and (4.26) are different.
The difference in input-output granularity between the two LSTM models arises from the
nature of the data. Specifically, for traffic demand prediction, it is possible to capture the
fine-grained temporal patterns inherent in the Poisson process, allowing for accurate traffic

estimation. In contrast, rain attenuation prediction relies on the I'TU model’s capability,

which is more suited for coarser time granularity [167].
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4.4 Proposed B2G Matching and Load Balancing Approaches

4.4.1 Problem Approximation

Given that the packet arrivals follow a Poisson process, and following the steps presented in

Section 2.3, Equations (4.11) and (4.12) can be re-expressed as

QoE
Lo qz (fF.t)dt >1— P, (4.28)
ar g b 7t t 2 — 1I'QoE, .
M Jgomryng =770 °
and
qmax
Zgn,b(flfvt) >1- ﬁB”{HVk’t € Qk’ (429)
n=0
Equation (4.28) can be transferred to:
2e(ff) > 1 — Poot, (4.30)
b (o] . o,
where z(z) =1 — % and ¢¢ = (L > teq, )\b(t))qQ “+1_ As presented in proposition

1, Equations (4.6), (2.13) and (4.29) can be merged into a single convex constraint as

f = ¢h=max (0,68, o) Yk WO (4.31)
which is equivalent to:
Z ﬂlg,bfg]f,b > ¢, (4.32)
Vg

where (b | = max LA(t), ¢b ., = max L:E;mlax(l — Pgi, 1), and x;mlax(p8|k, t) is the inverse func-
) c k ) c &
tion of Y2 gnp(fE,1).
In addition, we introduce an auxiliary variable v = max ﬁ’g and add a constraint vy > ﬁ’g
to ensure that the min-maz load always exceeds other GWs’ loads. Hence, problem (4.13)

can be modified as
min vy (4.33a)
To.0g.0
subject to: (4.4), (4.5), (4.30), (4.32),

vp > L8, Vg, k. (4.33b)



92 Chapter 4

Remark 4. Problem (4.33) remains a non-convex mized-integer linear program (MILP) due
to the binary B2G matching variable. Since the problem is non-convez, directly finding the
optimal solution is challenging. Below we divide (4.33) into a two-stage optimization problem

to efficiently solve it.

e Stage One: Optimizing the capacity ( flf ) required to meet the QoE and BP require-
ments of traffic flows in each beam. The optimal capacity identified in this stage rep-
resents the mecessary allocation that must be assigned to the beams from any GWs to

facilitate the packet flows.

e Stage Two: Optimizing the B2G matching (19’; p) to ensure efficient GW load balanc-

ing, thus meeting the capacity demands of the beams identified in Stage One.

4.4.2 Stage One - Capacity Optimization

To optimize the capacity utilization, we find the minimum capacity flf required from GW g
to satisfy the BP and QoE requirements without taking the rain fading into account. The
problem is given as

min fF subject to (4.30), (4.32). (4.34)
ft

This is a linear convex optimization problem and can therefore be solved optimally using
standard optimization techniques. The optimal solution is presented in the following propo-
sition.

Following proposition 2, the optimal solution of (4.34) is given as
f = max(0, ¢, X), (4.35)

where X'* is given as

_ 1
X* = [l /(M Pqog)| . (4.36)
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Algorithm 6 WEIGHTED LOAD BALANCING ALGORITHM

1: for k=1to K do

2 Solve the convex problem in (4.34) as in (4.35) and (4.36) to get ff.
3 Sort ff in descending Order.

4 Sort C;d”“ax in descending Order.

5: for b=1to B do
6
7
8

Check if C’;d’max > fE.
Assign beam b to GW g.
: Calculate the remaining GW capacity.
9: end for
10: end for
11: Return ﬂlgyb.

4.4.3 Stage Two - B2G Matching

Once ff’s are defined in Stage One, 195,1; can be optimized by considering the following

problem,

min - Uy (4.37a)
{95 .}
subject to: Zﬁg,b(t) =1, Wbk (4.37b)
geg
vk > ) 0gufan/ ORI (R), Vg, k, (4.37c)
beB
vp < L. (4.37d)

Here, constraint (4.5) is changed to its equivalent constraint (4.37d). Problem (4.37) is a linear
integer program that can be effectively solved using established optimization techniques, such
as B&B [168]. However, the B&B algorithm generally exhibits exponential complexity. In

the following, we discuss four low complexity methods for B2G matching design.

Weighted Load Balancing Method (WLB)

Traffic matching based on the available capacity of GWs is a well-established method [151],
[155]. The WLB B2G matching relies on GW capacity, which varies due to SNR fluctuations
across all GWs. Allocation is performed on iterations over all beams based on the remaining
capacity of the GWs. However, this approach can result in significant load imbalances,
particularly when certain GWs consistently have higher remaining capacities over iterations
compared to others, causing traffic to be matched predominantly to the GWs with higher
capacity. The WLB method is summarized in Algorithm 6.



94 Chapter 4

Ant Colony Optimization (ACO)

ACO is a metaheuristic algorithm in which a colony of artificial ants cooperates to find the
best solutions to complex optimization problems [28], [169], such as B2G matching. Ants use
pheromone trails to communicate, make probabilistic decisions based on pheromone levels,
and collectively improve solutions through cooperation.

To adapt the algorithm to our problem, we assume each ant explores the possible solutions
of assigning one beam to a GW sequentially until all beams are assigned to a suitable GW.
Hence, an ant represents a full solution of B2G matching. These ants calculate the desirability
for each beam to be assigned to a specific GW based on the pheromone levels and heuristic
desirability, which mainly depends on the beam traffic and GW capacity. To match the
approach to solve our problem, the pheromone level 7, , associated with assigning beam b to
GW g is designed in a way that minimizes the maximum load and balances the load among
GWs as follows:

Thg = 1/max€§. (4.38)

In addition, the probability of assigning beam b to GW g is given as

[Tb,g]wp ' [nb,g]ﬁh
> geclmoglr - [76,4)5

Pry, = (4.39)

where 7, 4 is the heuristic desirability of assigning beam b to GW g, w), and 3}, are parameters
that control the relative importance of pheromone level and heuristic information, respec-
tively. Furthermore, the heuristic desirability of beam b to be assigned to GW g can be

represented as

fd,max
Co ™ = Dica, /\b(t)> (4.40)

My,g = Max 0, fd,max
Cg ’

To balance exploration and exploitation over I iterations, the w, and () parameters are

updated at every iteration ¢ as follows:

Wp,i = Wpstart T (wp,ﬁnal - wp,start)i/jzxco, (4'41)

and

Bh,i = ﬁh,start : e_ﬁh’i- (442)

These equations ensure that w increases progressively to exploit the learned pheromone trails,
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Algorithm 7 ACO ALGORITHM
1: Input:

e Initialize iterations I4c,, number of ants J, parameters wy, Bh, Yphe-
e Initialize the minimum of the maximum load v;, = co and the best solution X*.

2: for k=1 to K do

3 Solve the convex problem in (4.34) as in (4.35) and (4.36) to get f¥.

4:  Compute heuristic desirability as in (4.40).

5: Initialize pheromone matrix 7, = 1,Vb € B, g € G.

6: fori=1to laco do

7 Update the pheromone influence and heuristic influence as in (4.41) and (4.42).
8 for j =1to J do

9: Each ant constructs a B2G matching solution X):
10: Compute beam b to GW g matching probability as in (4.39).
11: Assign all the beams to corresponding GWs.

12: Compute the minimum of the max load min v.
13: if ’U,(CJ) < vy, then

14: Update best solution: X* + X9 vF ’U,(cj).
15: end if

16: Pheromone evaporation: 7.4 < (1 — ¥phe)Tb,g-
17: for cach solution X) do

18: Update pheromone levels as in (4.43).

19: end for

20: end for

21: end for

22: end for

23: Return 19];7,, «— X",

while 5 decreases exponentially to reduce the impact of heuristics. This dynamic adjustment
helps balance exploration and exploitation, enhancing the overall performance of the ACO

algorithm. The pheromone level is updated over iterations as follows:

Tb,g = (1 - djphe)Tb,g + ATb,gv (4.43)

where AT, , is the total residual amount of pheromone deposited during the global updating

phase. The whole process of the ACO method is summarized in Algorithm 7.

Genetic Algorithm (GA)

GAs are an evolutionary optimization techniques inspired by natural selection. It iteratively
refines a population of candidate solutions (chromosomes) through selection, crossover, and
mutation, guided by a fitness function to converge toward an optimal solution. GAs are
widely recognized for their robust optimization capabilities and adaptability in dynamic en-
vironments [170], [27]. The GAs generally have the following components or operators that

work together to optimize the solution.
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Chromosomes Representation Each chromosome represents a potential solution for the
B2G matching. It is defined as an array of length B, where each element denotes the GW ¢
to which the traffic of beam b is assigned. Since a beam’s traffic needs to be assigned to only
one GW, the elements of each chromosome array hold an integer value between zero and G.

Hence, the chromosome is represented by
C=lcr,co,...,cB], cae€{l,2,...,G}, Vb, (4.44)
where C denotes the chromosome, and the gene ¢, represents the GW assigned to beam b.

Initial Population A population refers to a collection of individual chromosomes that
represent a possible B2G matching solution to our problem. The population is often randomly
initialized, and its size is a crucial parameter that influences the algorithm’s performance by
balancing exploration and computational complexity. For a population P of size Y, we

represent the initial population as a matrix of Y rows and B columns.

Fitness Calculation FEach chromosome in the population is evaluated by the fitness value
to test how well it fits to solve the B2G matching problem. To achieve the objective, we
define a fitness function based on the distribution of traffic loads across GWs. Hence, the

fitness function of the chromosome C can be defined as

F(C) = 1/m3x€g. (4.45)

The fitness function, m, penalizes solutions with high load factors. This approach di-
9*g

rectly addresses the capacity constraint by discouraging overloaded GWs and minimizing the

variation in load distribution among GWs, thereby promoting a more balanced allocation of

resources.

Selection The selection process is crucial for improving the population’s fitness over gen-
erations by favoring chromosomes with higher fitness values. This is essential for effectively
assigning beams to GWs. There are several types of selection methods, with Roulette Wheel
Selection being the most common [171]. If the fitness of the chromosome C, is given as F'(Cy),

then the probability of selecting the parent y using the Roulette Wheel Selection is expressed
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as

Pr(C,) = % (4.46)

yey

Crossover Crossover is a fundamental operator that facilitates the exchange of genetic
material between parent chromosomes (solutions) to create offspring with potentially better

fitness. For efficient performance of the GA, it is crucial to set the crossover rate parameter

properly.

Mutation Mutation is a small, random tweak in the chromosome used to maintain and
introduce diversity in the genetic population, potentially leading to new and better solutions.
To ensure efficient performance of the GA, it is essential to correctly set the mutation rate
parameter.

The basic GA method can be summarized in Algorithm 8, excluding the r. and r,, update

in step 7.

Proposed Adaptive Genetic Algorithms

The basic GA operates over a fixed value of parameters such as mutation rate, and crossover
rate throughout the process. This makes the exploration and exploitation process of the
algorithm remain unchanged over time which may lead to early convergence of local optimal
solutions [171]. Hence, the basic GA may be inefficient for a problem with a large search space,
such as B2G with exponential complexity. Therefore, we propose an adaptive GA (AGA)

that explores more at the early generations and exploits more at the latter generations.

Adaptive Crossover Adaptive crossover involves modifying the crossover rate over gen-
erations. For example, the crossover rate might be higher in the early generations to explore
diverse solutions and traverse different beams-GW matching. As the generations progress,
the crossover rate is adjusted to favor the production of fitter offspring, thereby exploiting the
best B2G matching found so far. This dynamic adjustment ensures that the GA maintains an
acceptable exploration and exploitation balance throughout the evolutionary process. How-
ever, maintaining a tolerable minimum crossover rate rcmin even in the latter stages of the

GA is crucial to prevent stagnation. The crossover rate r. is updated over I generations as
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Algorithm 8 GA FOR B2G MATCHING

1: Initialization:
e Initialize a population P of size Y with random B2G matching as in (4.44).
e Set initial cross over rate r., initial mutation rate r,,, and maximum number of generations Imax.
e Initialize generation counter ¢ = 0.

2: for k=1 to K do

3 Solve the convex problem in (4.34) as in (4.35) and (4.36) to get fr.

4 while 7 < Ih1ax do

5: Set an empty population P’ for the next generation.

6: Evaluate the fitness of each chromosome in P as in (4.45).

7 Update 7. and 7y, as in (4.47) and (4.48). {Only for adaptive GA method.}
8: Select the chromosome with the highest fitness from P and add it to P’.

9: while |[P'| < W do

10: Select 2 parents from P for the next generation using roulette wheel selection.
11: Perform crossover on selected parents with a cross over rate of r..

12: Apply mutation to offspring with probability 7.

13: Insert the offspring to P’

14: end while

15: Replace old population P + P’.

16: Update ¢ :=17+ 1.

17: end while

18: end for

19: Return 19;“7,).

follows:
[7e(i) — TCmin] - @
I

re(i+1) = ro(i) — (4.47)

Adaptive Mutation Adaptive mutation involves modifying the mutation rate over genera-
tions. Early in the evolutionary process, a higher mutation rate introduces greater variability,
helping the algorithm explore diverse matching configurations and escape local optima. As
the algorithm progresses over generations, the mutation rate can be reduced to exploit the
best matching and avoid disrupting the best configurations due to mutation. The mutation
rate r, is updated as

Tm (i + 1) = rp (i) — [rm (i) — rmmin] /1. (4.48)

The entire process of the AGA for determining B2G matching and LB can be summarized

in Algorithm 8, which includes step 7 that is not present in the basic GA.
4.4.4 Solution Approach Summary and Complexity Analysis
Overall Solution Design

As detailed in Section 4.3, our methodology encompasses traffic demand and rain attenuation

prediction followed by optimization. Consequently, the comprehensive solution approach of
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Algorithm 9 PROPOSED SOLUTION APPROACH

1: Initialization: Define W™, ¢, QQ°E, Pai, Pooe and QM.

2: for k=1to K do

3: Use multi-horizon data-driven prediction to estimate the traffic demand for all time slots in ¢ € Q and
the rain attenuation for the same period.

4:  Solve stage one of the problem in (4.34) as in (4.35) and (4.36).

5: Having the solution from stage one,solve stage two of the problem to find the optimal B2G matching

6: end for
: Return f;b and 195’,,.

N

the proposed method is summarized in Algorithm 9.

Complexity Analysis

The complexity of the LSTM model depends on the number of stacked LSTM layers (L'),
the number of units per layer (U), the sequence length (S), and the number of beams (for
traffic prediction) or GWs (for rain attenuation prediction). The complexity per LSTM unit
is O (U 2). Hence, the overall complexity of implementing the LSTM method per cycle is
given as

X“™ =0 (L'SBU?). (4.49)

Next, the complexity of the GA over I generations and an initial population of size Y is
related to the population generation O (Y B), fitness evaluation O (Y B), selection O (Y),
cross over & mutation O (Y B), and generation replacement O (I). Since these steps repeat
over I generations (iterations) per cycle, and over K cycles, the overall complexity of GA is

given as

XA = k(XY™ L 0 (1Y B)). (4.50)

On top of the complexity of GA, our proposed AGA method introduces adaptation complexity
at each generation, which is linear as described in equations (4.47) and (4.48). Consequently,

the overall complexity of the AGA is given by
XACA = K(XBS™ L O (IYB + 19)), (4.51)

where IO represents the cumulative adaptation overhead across all generations. Conse-
quently, both the GA and AGA algorithms have polynomial time complexity.
Denote J as the number of ants. The complexity of the ACO algorithm is related to the

path construction, that is visiting a beam and making a matching decision O (JBG), local
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Table 4.1: Considered LSTM hyper-parameter values.

Parameters Values
Activation function tanh

Batch size traffic prediction 256

Batch size attenuation prediction 128

Dropout rate 0.2

Epochs 100

Horizon size traffic prediction 15

Learning rate 0.001

Loss function MSE

LSTM units per layer 50
Normalization MinMax scaling
Number of layers 2

Optimizer Adam

Output Layer Fully connected dense layer
Sequence length traffic prediction 100

Sequence length attenuation prediction | 50

and global pheromone update O (JB + BG), probabilistic selection O (JB), and the number

of iterations O (I). Consequently, the overall complexity of the ACO algorithm is given as
XAC0 = K(x5™ L 0 (1JBG)). (4.52)

Hence, the complexity of ACO can be easily solved in polynomial time. The complexity of

the WLB method is a linear function of the number of beams given as

XWLB — g(xS™ L 0(B)). (4.53)

4.5 Numerical results and Analysis

This section details the preparation of the data set, presents numerical results, and analyzes

the performance of our methods compared to benchmark algorithms.
4.5.1 Traffic Demand and Rain Attenuation Prediction Results

In this section, we evaluate the effectiveness of the proposed models for forecasting rain
attenuation and traffic demand. The parameters of the LSTM models are given in Table 4.1.
Fig. 4.8 illustrates actual versus predicted traffic for two randomly selected beams. The

figure shows that the LSTM model with multiple outputs and multiple horizons accurately
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Figure 4.8: Predicted traffic demand for randomly selected beams.
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Figure 4.9: Traffic demand prediction loss for randomly selected two beams.

predicts the traffic trends that vary over time, indicating its robustness and reliability. The
prediction efficiency of our model is further demonstrated by the lower values of loss of training
and testing (validation) in Fig. 4.9. Training loss measures how effectively the model learns
from training data, while testing loss evaluates the model’s generalization to unseen data.
Similarly, Fig. 4.10 presents the performance of our rain attenuation prediction model,
depicting both training and testing loss over the epochs. The plot reveals a consistent decrease
in training and testing loss throughout the training process. The small gap between training
and testing loss indicates good generalization to new data and no overfitting. The low final

loss values further confirm the efficiency and robustness of the proposed model. The relatively
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Table 4.2: Considered parameter values.

Parameters Values
Maximum bandwidth W 500 MHz
Number of beams 20
Number of GWs 3

Packet length

15000 (Bytes)

Population size GA & AGA

500 individuals

Period (T) 1 day

ptd 100 Watts

qm 130 (2 MBytes)
g 80 (Packets)
Target BP 0.05

Target QoE violation probability 0.1

Termination criteria

Maximum number of generations

Cycle duration

15 minutes

(K, af [0.05, 1.2]
o2 0.01 Watts

higher loss for rain attenuation prediction, compared to traffic prediction, is due to the rare
extreme points in rain events, which are harder to predict accurately than the fluctuations
in traffic data.

Fig. 4.11 illustrates the predicted SNR due to rain attenuation for the FLs connecting the
three GWs to a multi-beam satellite over a day, segmented into 96 cycles of 15 minutes each.
GWs 1 and 1 show sporadic SNR degradations throughout the day, indicating intermittent
weather disturbances. In contrast, GW 3 maintains relatively stable SNR values, indicating
reduced atmospheric impact. These observations underscore the importance of adaptive B2G

matching.
4.5.2 Numerical Results

In this section, we analyze the running time and the numerical results of our approach and
the GA, ACO, and WLB methods. The design parameters for this simulation are given in
Table 4.2. For the basic GA, all the parameters are the same as for the AGA except that
the mutation rate (r,,, = 0.1) and the crossover rate r. = 0.5 are kept constant. For the ACO
algorithm, 500 ants over 100 iterations, Bgecay = 0.005, and a pheromone evaporation rate of
0.1 are considered.

Fig. 4.12 illustrates the maximum per-cycle capacity of each GW after SNR prediction, the

total assigned traffic to each GW (i.e., > f;b) after solving stages 1 and 2 of the problem,
beB 7’
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Figure 4.13: Convergence of the maximum load factor max f’g“.

and the resulting load factor E’; across 96 cycles over one day using the proposed AGA
method. The results reveal that the matched traffic dynamically adjusts according to the
varying capacities of the GWs. Notably, the nearly identical load factors observed across the
three GWs demonstrate the model’s LB efficiency. This consistency indicates that the system
can not only mitigate the impact of capacity fluctuations (e.g., due to weather conditions)
but also optimally distribute traffic demands across the network, ensuring stable operation
and improving overall resource utilization. These findings underscore the robustness of the
proposed approach in managing multi-GW satellite systems under dynamic and uncertain
conditions.

Fig. 4.13 illustrates the convergence of the maximum load factor towards the minimum
(min max E’;) for a randomly selected cycle, achieved by the proposed AGA, compared to
the benchmark algorithms over generations and iterations. The results indicate that the
proposed method outperforms the benchmark algorithms in terms of convergence speed and
minimizing the maximum load, which indicates a better load balance. This is attributed to
the capability of AGA to dynamically adjust crossover and mutation rates, which enhances the
balance between exploration and exploitation, leading to more efficient LB. This adaptability
allows the algorithm to quickly converge to optimal solutions, minimizing the maximum load
among GWs compared to the benchmark algorithms. The maximum load factor difference
between the first and last iterations in the AGA, GA, and ACO algorithms decreases slightly
from 0.945 to 0.928. This is because we start with a large initial population (500 for AGA and
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Figure 4.14: Data transmission performance.

GA, and 500 ants for ACO). This large population size allows us to explore a wide range of
solutions from the very first iteration. Despite the small numerical difference, this reduction
is practically significant for satellite EHF band FLs, which carry tens or even hundreds of
gigabits of data. Therefore, going through all iterations until convergence is essential to
achieve the best possible solution and to ensure the robustness of the system.

It is important to note that at the cycles where the traffic demand is small and the GWs
have sufficient capacity, the QoE requirements of the traffic flows using all the considered
B2G matching techniques are almost the same or even the same. This is because all beams
receive the minimum capacity needed to satisfy the target QoE requirement, regardless of
which GW provides the capacity. The performance difference between the proposed and
benchmark algorithms becomes apparent at cycles with peak traffic where the traffic demand
begins to approach or exceed the maximum capacity of the GWs. At this point, the efficiency
of B2G matching is crucial for reducing packet dropping and optimizing the available capacity
of the GWs.

Fig. 4.14 illustrates the total available capacity of the GWs (3_ g Cfdmaxg(k)), the min-
imum capacity required to satisfy the QoE and BP requirements (3 ,.p fb(k)), the total
offered traffic (}-,.5A%), and the total throughput (Xogeg 2 ben ﬁ’;,bf;b) of the FLs for a
randomly selected cycle with peak traffic demand using different B2G matching techniques.
The plot indicates that although the total available capacity is sufficient to meet the minimum
required capacity to fulfill the QoE and BP requirements, the simulated algorithms perform
differently in terms of utilizing the capacity and the transmission throughput of the FLs.
The gap between the offered traffic and the total throughput, indicated with double arrows,
shows the amount of blocked data. The proposed AGA method outperforms the benchmark



106 Chapter 4

CDF

0.5

o 0.05 0.1 0.15
Prob. QoE Violation

Figure 4.15: CDF of mean Probability of QoE violation.

methods by efficiently transmitting more data, thereby reducing blocked (lost) packets.

Fig. 4.15 shows the CDF of the mean QoE violation probability for traffic flows to all
beams, using the proposed and benchmark methods over 96 cycles in one day, experiencing
different levels of GW capacity and traffic demand. The results show that the QoE violation
probability of the traffic flow with AGA-based B2G matching is generally lower than that of
the B2G matching using other benchmark methods. This is because the AGA dynamically
adjusts its parameters, leading to more efficient optimization and superior QoE compared to

static benchmark methods.

p . 1 "
Method rediction model training AGA GA ACO | WLB
SNR | Traffic

Total 11211 78478 2240.64 2065.92 2395.2 768

running

Time (s)

Average 116.78 817.5 23.34 | 21.52 | 24.95 8.05

running

time per

cycle (s)

Table 4.3: Running time of simulated models.

Table 4.3 summarizes the running times associated with the training of SNR and traffic
prediction models, as well as the running time for the simulated AGA, GA, ACO, and WLB
methods, including the testing phase of the prediction models. While the WLB and GA
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algorithms exhibit shorter execution times compared to AGA and ACO, the AGA algorithm
demonstrates a reasonable and acceptable running time. Given its superior performance
in terms of load balancing (LB), BP, and QoE given in Figs 4.13, 4.14, and 4.15, AGA is

recommended as the preferred solution.

4.6 Conclusion

This chapter addresses the challenge of optimal beam traffic to GW matching with LB among
ground GWs, accounting for previously unknown, time-varying rain attenuation and fluctu-
ating traffic demand. The system model integrates QoE and BP requirements. To capture
dynamic environmental and traffic conditions, stacked multi-output multi-horizon LSTM Re-
current Neural Network (RNN) is used for traffic demand and rain attenuation prediction.
The optimization problem is solved using a low-complexity AGA, enabling efficient resource

allocation while meeting service constraints.
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Conclusions and Future Work

5.1 Conclusion

With the rapid advancement of 5G networks, user access to diverse 5G services and the
associated traffic demand are evolving dynamically in both volume and QoE expectations.
Concurrently, the 5G market is witnessing intensified competition among satellite operators
and SPs, leading to increased pressure on satellite operators to efficiently manage resources
and meet user demands. In this context, satellite operators must strategically allocate their
limited capacity to balance three critical objectives: maximizing revenue, minimizing rental
costs of SPs, and satisfying diverse QoE requirements across service types. In Chapter 2
of the thesis, an optimization algorithm for an optimal trade-off among allocated capacity,
rental cost, and performance is discussed. This directly addresses Question 1 presented in
Chapter 1.

Achieving the optimal balance is increasingly difficult, as traffic demand patterns of multi-
ple services are uncertain and vary significantly in real-time, making traditional optimization
methods inadequate. For better adaptability and flexibility in resource allocation, AI and ML
techniques offer promising solutions. These models can successfully learn to prioritize services
based on QoE sensitivity and traffic characteristics, adapting to dynamic traffic patterns in
real time. Chapter 3 of the thesis explored the use of DQN, DDQN, and D3QN techniques to
learn the sequence of traffic demand and allocated capacity over time to provide an optimal
CA policy to address Question 2.

Furthermore, leveraging EHF bands can provide the additional capacity needed to sup-

port growing demand. However, EHF deployment introduces its own challenges, including
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severe rain attenuation, variable traffic loads, and link imbalances across feeder links. To
mitigate these issues, the development of predictive models is crucial. These models must
be capable of accurately forecasting both traffic demand and atmospheric conditions (e.g.,
rain attenuation), thereby enabling proactive resource management. Additionally, intelligent
B2G matching and load balancing mechanisms are essential to maintain service continuity
and ensure optimal system performance. This approach not only enhances QoE and system
efficiency but also ensures resilient and adaptive service delivery in the face of environmental
and demand uncertainties. These methods are explored in detail in Chapter 4 to address

Question 3.

5.2 Future Work

This section outlines potential directions for extending the research presented in this thesis.
These extensions are motivated by both the limitations of the current modeling framework
and the evolving landscape of SatCom technologies. The proposed areas reflect key challenges
in next-generation satellite systems and align with emerging trends in QoE-centric network

design.

1. Multi-Dimensional QoE Modeling and Optimization: The current work models QoE
primarily as a function of queuing delay. In practical scenarios, however, user experience
is shaped by multiple performance metrics—such as latency, throughput, jitter, and
packet loss. A promising direction for future work is to develop multi-dimensional QoE
models that jointly consider these metrics and to investigate dynamic resource allocation
strategies that satisfy QoE requirements holistically. This may involve formulating
multi-objective optimization frameworks and real-time scheduling algorithms capable

of balancing trade-offs among competing QoE indicators.

2. User-Centric Traffic and QoE Modeling: The current work models traffic and QoE
at the flow level, aggregating data across multiple users and services for queuing and
CA purposes. It assumes uniform QoE requirements among users accessing the same
service, which simplifies scheduling decisions. However, in practice, users often have
heterogeneous QoE expectations, and satellite systems allocate resources at the indi-
vidual user level. Capturing this variability requires more fine-grained modeling of user

behavior, service preferences, and perceived quality. Future research should explore
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dynamic, user-level resource allocation mechanisms that explicitly account for individ-
ualized QoE requirements. This becomes even more promising research direction in
light of the emerging trend of Direct-to-Device (D2D) SatCom, such as 5G/6G NTN

directly serving smartphones and IoT devices.

Extension to NGSO Satellite Constellations (MEO/LEO/VLEO/UAV/HAPS): Non-
GEO satellite constellations introduce dynamic topologies and frequent handovers, com-
plicating CA and GW assignments. In these networks, the visibility windows between
satellites and user terminals or GWs change rapidly, necessitating continuous reassess-
ment of link availability and QoE. Future research should investigate mobility-aware
CA frameworks that adapt to changing satellite visibility windows and leverage Inter-

Satellite Links (ISLs) for end-to-end traffic coordination.

. Multi-Orbit Satellite Resource Coordination and Traffic Steering: The future of Sat-

Com lies in heterogeneous orbital architectures, where LEO, MEO, GEO, and VLEO
satellites are jointly used to provide global, reliable, and low-latency coverage. Each
orbit has distinct characteristics in terms of latency, coverage footprint, link stability,
and resource availability. A key research challenge is to design orbit-aware resource
allocation strategies that maximize system utility while meeting service-specific QoE

constraints.

Multi-tenant Resource Orchestration: The current work considered a single satellite
service provider offering multiple services. However, real-world scenarios often involve
multiple SPs (tenants), each with distinct traffic demands and SLA requirements. In
such multi-tenant environments, ensuring QoE becomes considerably more challenging
due to competing resource demands, SLA enforcement, and the need for fair resource
allocation. Balancing inter-tenant fairness with intra-tenant QoE-aware service dif-
ferentiation, while adapting to time-varying traffic patterns and capacity constraints,
remains a complex task. As a future direction, QoE-aware orchestration frameworks

that support dynamic, efficient CA across services and tenants should be explored.
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Proof of Proposition 1

Denote p°(t) = pf in cycle k-th. We also have p°(t) = Ab(t)/ub, Vt € Q and p°(t) = %
Then, constraint (2.16d) can be transferred into the following requirement
WP > ab | = max LA°(t)/Ts. (1)
’ teQy
Similarly, the constraint (2.16b) will be equivalent to
W]g > O‘Z 9 = ?1%}( Lg;ﬂlax(l - ]33|k, t)/TTs. (2)
; e

The results given in (1) and (2) yield the lower bound of W} as a = max (04271,04272>,

which has completed the proof of Proposition 1.
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Proof of Theorem 1

Let quoE(W,?, t) = Zgﬁ‘[’f gn,b(W,f, t). Taking Y°(t) = LA(t)/Trs, one can express Yaee (W,g, t)

as,

>QQoE+1

Yaaue W, 1) = 1= (Y(8) /W (3)

Hence, we can see that y4q. (W, t) is a concave function with respect to Wj, for any

value of A\°(t) that satisfies A°(t)/u? < 1. Using notation ygq.. (Wi, t), we further denote

1
zi(x) = T k(]]fjl)M Yaqee (2, t)dt. Again taking the integral with respect to ¢, we have

2(WE) = MTrs/T — Ay (T(WE)meett), (4)
where
kM
Ab = / YO(t)9eE T gt (5)
(k—1)M

Similar to ygq. (WE,t), 2x(W}) is also a concave function of Wj,. Then, constraint (2.16¢)
can be rewritten as Y, 2k(W?) > 1 — PqoE, since it is in the form of a concave function
greater than a constant, it must be convex. Constraints (2.16b) and (2.16d) that are merged
to (2.17) and equation (2.2) are also linear constraints. Hence, problem (2.16) must be

convex.
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Proof of Proposition 2

As can be observed, the minimum value of L(W, 3, ) can be defined by equating the partial

derivative of £L(W, 3, ¢) with respect to W} to zero, i.e.,

aﬁ(W757C) _ /6 A QOE +1 g
3W1§ = MT), - (Wb qQoe+2 + ZC eb = 0.

The solution of this equation can be described as

C
(MTP +)° CCUCJ,) T

c=1

iy {ﬁbAz<qQoE iy

}1/ (4QoE+2)

(7)

Then, by considering constraint (2.17), the optimal value of W,i’ can be expressed as in

(2.25), which completes the proof of Proposition 2.
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