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Abstract

Code changes drive software evolution, yet their growing volume and complexity—with
maintenance consuming 70% of development costs—demand sophisticated automated
analysis. While existing approaches range from token-based sequences to AST-based struc-
tures and pre-trained language models, they fail to capture the multi-faceted nature of code
changes: their intent, semantic context, and structural transformations. This dissertation
presents a comprehensive framework leveraging Foundation Models to represent, analyze,
and generate code changes across the software development lifecycle.

We begin with Patcherizer, a novel representation learning framework that unifies se-
quential and structural aspects of code changes. Unlike prior approaches that treat changes as
either token diffs or tree transformations, Patcherizer introduces dual encoders: a SeqInten-
tion module capturing semantic differences in token sequences, and a Graphlntention module
representing structural modifications in ASTs. Through pre-training on 90K parsable Java
patches, Patcherizer achieves state-of-the-art performance on commit message generation,
defect prediction, and our novel task of code change intention detection—moving beyond
syntactic operations to uncover semantic intent.

Building on this foundation, we develop specialized systems addressing critical software
engineering challenges:

LLMDA tackles the security-critical problem of silent security patches—vulnerability
fixes released without documentation, enabling n-day attacks. By augmenting patches with
LLM-generated explanations, LLMDA bridges the gap between code semantics and miss-
ing commit context. Its PT-Former architecture aligns multi-modal inputs (code changes,
descriptions, LLLM explanations, and task instructions) while Stochastic Batch Contrastive
Learning refines classification boundaries. LLMDA achieves 42% improvement over
GraphSPD on PatchDB and SPI-DB benchmarks, effectively identifying undocumented
vulnerabilities that traditional approaches miss.

CodeAgent revolutionizes code review through multi-agent collaboration, recognizing
that review is inherently interactive rather than single-pass. Our framework simulates team
dynamics with specialized agents for vulnerability detection, format consistency, and code re-
vision. Critically, we introduce QA-Checker to combat prompt drifting—a fundamental chal-
lenge in multi-agent systems where conversations stray from objectives. CodeAgent achieves
41% improvement in vulnerability detection over GPT-4, 14% better recall in format inconsis-
tency detection over ReAct, and 30% improvement in Edit Progress metrics for code revision.

SynFix addresses repository-level program repair through CallGraph-driven analysis,
overcoming the limitations of agent-based approaches that suffer from cascading errors and
exploration inefficiencies. By modeling structural dependencies across files, classes, and
functions, SynFix ensures fixes propagate correctly through interconnected components. Its
four-phase pipeline—CallGraph construction, hierarchical localization, cross-component
synchronization, and paired patch validation—achieves state-of-the-art results on SWE-
bench benchmarks while maintaining deterministic, cost-effective operation.



Finally, Repairity democratizes advanced repair capabilities by transferring reasoning
from closed-source to open-source LLMs. Through a three-stage pipeline—extracting
reasoning traces from teacher models (Claude-Sonnet3.7), supervised fine-tuning on filtered
examples, and our novel Reinforcement Learning with LLM Feedback (RL-LF)—Repairity
boosts Qwen2.5-Coder-32B performance by 24.5%, closing 98% of the capability gap
with commercial models. This eliminates the accessibility, customizability, and privacy
constraints of closed-source solutions.

Together, these contributions form a complete arc from representation to reasoning:
learning unified representations (Patcherizer), detecting critical patterns (LLMDA), automat-
ing collaborative processes (CodeAgent), handling repository-scale complexity (SynFix),
and democratizing capabilities (Repairity). Our extensive evaluations across multiple bench-
marks demonstrate that foundation models, when properly architected with domain-specific
innovations, can transform code change analysis from reactive maintenance to proactive, in-
telligent evolution—fundamentally advancing how we build and maintain software systems.
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1 Introduction

In this chapter, we introduce the critical role of code changes in software evolution

and the challenges of their effective representation and analysis. We then present our
comprehensive framework leveraging Foundation Models to transform how we understand,
analyze, and generate code changes, followed by the roadmap of this dissertation.
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Chapter 1. Introduction

1.1 Motivation

Code changes are the lifeblood of software evolution. Every bug fix, feature addition,
security patch, and performance optimization manifests through code changes—the fun-
damental transformations that drive software from one state to another. With software
maintenance consuming up to 70% of total development costs and poorly managed changes
being a primary source of critical failures, the ability to effectively represent, analyze, and
generate code changes has become paramount for modern software engineering.

Consider the cascading impact of code change mismanagement: Microsoft’s 2021 Azure
outage, triggered by a seemingly minor code change, affected millions of users globally and
resulted in substantial financial losses. Similarly, the 2024 CrowdStrike incident, where a
faulty update caused widespread system failures, demonstrates how a single misunderstood
change can paralyze critical infrastructure. These incidents underscore a fundamental
challenge: as software systems grow exponentially in size and complexity, traditional ap-
proaches to code change analysis—treating them as simple textual diffs or unstructured
token sequences—are no longer sufficient.

The challenge extends beyond preventing failures. In cybersecurity, approximately 96%
of modern applications incorporate open-source components, yet critical security patches
often go unnoticed when released "silently" without proper documentation. These silent
patches create windows of vulnerability where attackers can exploit known fixes that haven’t
been deployed—so-called n-day attacks. In code review, the manual process remains costly
and error-prone, with reviewers potentially overlooking semantic errors and contextual
issues, especially in multi-stakeholder collaborations. In automated program repair, current
approaches focus on isolated functions while missing repository-wide dependencies, leading
to patches that fix one issue but introduce regressions elsewhere.

The emergence of Large Language Models (LLMs) presents both unprecedented opportu-
nities and new challenges. While closed-source models like GPT-4 and Claude demonstrate
remarkable code understanding capabilities, they remain inaccessible for many organi-
zations due to privacy concerns, customization limitations, and deployment constraints.
Meanwhile, open-source alternatives lag significantly in performance, creating a capability
gap that limits widespread adoption of Al-powered code analysis tools.

This dissertation addresses these fundamental challenges through a comprehensive
framework that leverages Foundation Models to represent, analyze, and generate code
changes. We progress from developing unified representations that capture both struc-
tural and semantic aspects of changes, through specialized systems for security detection
and collaborative review, to repository-scale repair and ultimately to democratizing these
capabilities through knowledge transfer from closed to open-source models.

1.2 Limitations and Challenges

1.2.1 Limitations of Existing Approaches

Fragmented Representation Paradigms. Current approaches to code change repre-
sentation fall into three disconnected categories, each with critical limitations. AST-based
approaches like Fira capture fine-grained structural edits but remain sensitive to syntax-
level noise and formatting changes. Embedding-based approaches such as CC2Vec and
CCBERT learn latent representations but are trained on limited supervision signals and
lose structural integrity including control and data flow. LLM-based approaches leveraging
models like CodeBERT and CodeT5+ benefit from large-scale pretraining but produce
brittle outputs without task-specific guidance. No existing method successfully captures
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the intent, structure, and semantics of code changes in a unified and generalizable manner.

Inadequate Security Patch Detection. The detection of silent security patches—fixes
released without CVE assignments or security advisories—remains critically limited. Static
analysis tools rely on predetermined patterns that fail to interpret the conceptual intentions
behind changes, generating excessive false positives. Graph-based models like GraphSPD
focus on localized code segments without understanding broader system interactions. Most
critically, these approaches cannot compensate for missing or misleading commit messages,
which are common in security-sensitive changes where developers may intentionally obscure
vulnerability details.

Single-Pass Review Automation. Current code review automation treats this inherently
collaborative process as a single-pass transformation problem. Systems focus primarily
on rewriting submitted code while ignoring critical aspects like vulnerability detection,
format consistency checking, and multi-stakeholder perspectives. This simplification fails to
capture the iterative refinement and diverse expertise required in professional code reviews,
where security experts, domain specialists, and coding standard enforcers must coordinate
their feedback.

Local-Scope Program Repair. Despite advances in LLM-based program repair, exist-
ing approaches remain confined to fixing isolated functions or classes. They lack understand-
ing of complex interdependencies across files, classes, and modules that characterize real-
world codebases. Agent-based systems attempt to address this through iterative exploration
but introduce new problems: cascading errors from early incorrect decisions, inefficient
exploration strategies, and inability to filter irrelevant feedback. These limitations result in
patches that may pass local tests but introduce subtle regressions in dependent components.

Inaccessible Advanced Capabilities. A significant performance chasm exists between
closed-source LLMs (GPT-4, Claude) and open-source alternatives (LLlama, Qwen, Mistral)
in code-related tasks. While closed models excel through superior reasoning capabili-
ties—systematically analyzing code, identifying issues, and formulating solutions—they
present insurmountable barriers for organizations with strict privacy requirements, cus-
tomization needs, or resource constraints. Previous attempts to bridge this gap through
instruction tuning or RLHF require extensive human annotation, limiting scalability and
failing to transfer the core reasoning processes that distinguish advanced models.

1.2.2 Primary Challenges

Dual-Nature Representation Challenge. Code changes possess a fundamental duality:
they are both sequential transformations (how tokens change) and structural modifications
(how AST nodes transform). Capturing both aspects simultaneously while preserving their
interdependencies requires novel architectural designs that can model sequence intentions
and graph intentions in a unified framework.

Semantic Gap Challenge. The gap between what code changes do syntactically and
what they intend semantically remains vast. A boundary check addition might represent
a critical security fix, a defensive programming practice, or a performance optimization.
Bridging this gap requires not just analyzing the change itself but understanding its context,
purpose, and potential impact across the system.

Scale and Dependency Challenge. Modern software repositories contain millions of
lines of code with complex webs of dependencies. Changes rarely exist in isolation—they
ripple through call graphs, inheritance hierarchies, and module boundaries. Modeling these
repository-wide implications requires representations that can efficiently capture both local
modifications and global ramifications without becoming computationally intractable.



Chapter 1. Introduction

Multi-Agent Coordination Challenge. Collaborative software engineering tasks in-
volve multiple perspectives and expertise areas that must be coordinated effectively. In
multi-agent systems, maintaining focus and preventing "prompt drifting"—where conversa-
tions diverge from objectives—while preserving the benefits of diverse viewpoints presents
a fundamental challenge in system design.

Knowledge Transfer Challenge. The reasoning capabilities that make closed-source
LLMs effective—their ability to systematically decompose problems, identify patterns, and
synthesize solutions—are encoded implicitly in their parameters. Extracting and transferring
these capabilities to open-source models without access to training data or architectural
details requires novel approaches that can capture not just outputs but underlying reasoning
processes.

1.3 Contributions

This dissertation makes five interconnected contributions that collectively advance the
state-of-the-art in code change representation and analysis:

O Patcherizer: Unified Foundation for Code Change Representation. We intro-
duce Patcherizer, a novel dual-encoding framework that captures both sequential and
structural aspects of code changes through Seqlntention and Graphlntention mod-
ules. Unlike previous approaches that treat changes as either token sequences or tree
transformations, Patcherizer explicitly models the intention behind changes at both
levels. Through pre-training on 90K parsable Java patches, Patcherizer achieves state-
of-the-art performance across multiple tasks: improving BLEU by 19.39% in commit
message generation, achieving 0.89 F1 in defect prediction, and introducing the novel
task of code change intention detection that moves beyond syntactic operations to
semantic understanding.

This work is under minor review at Empirical Software Engineering (EMSE 2025).

® LLMDA: LLM-Augmented Detection for Silent Security Patches. We present
LLMDA, which addresses the critical challenge of identifying undocumented security
fixes through multi-modal learning. LLMDA augments patches with LLM-generated
semantic explanations, employs PT-Former to align code and text modalities, and
introduces Stochastic Batch Contrastive Learning to refine classification boundaries.
This approach achieves 42% improvement over GraphSPD on PatchDB and SPI-DB
benchmarks, effectively identifying silent security patches that traditional approaches
miss, thereby preventing n-day attacks and reducing vulnerability windows.

Published in ACM Transactions on Software Engineering and Methodology (TOSEM
2025).

® CodeAgent: Multi-Agent Collaborative Code Review. We introduce CodeAgent,
a multi-agent framework that transforms code review from single-pass transforma-
tion to collaborative refinement. Specialized agents handle vulnerability detection,
format consistency, and code revision while our novel QA-Checker component pre-
vents prompt drifting—maintaining conversation focus despite LLM stochasticity.
CodeAgent achieves 41% improvement in vulnerability detection over GPT-4, 14%
better recall in format inconsistency detection, and 30% improvement in Edit Progress
metrics, demonstrating the power of coordinated multi-perspective analysis.

Published at the Conference on Empirical Methods in Natural Language Processing
(EMNLP 2024).
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® SynFix: Repository-Scale Program Repair via Dependency Modeling. We present
SynFix, a CallGraph-driven framework that explicitly models cross-file, cross-class,
and cross-function dependencies for repository-wide program repair. Through its four-
phase pipeline—CallGraph construction, hierarchical localization, cross-component
synchronization, and paired patch validation—SynFix ensures fixes maintain con-
sistency across interconnected components. On SWE-bench benchmarks, SynFix
achieves state-of-the-art results: resolving 52.33% of SWE-bench-lite, 55.8% of SWE-
bench-verified, and 29.86% of SWE-bench-full issues, significantly outperforming
agent-based approaches while maintaining deterministic, cost-effective operation.

Published in Findings of the Association for Computational Linguistics (ACL 2025).

® Repairity: Democratizing Advanced Repair Capabilities. We introduce Repair-
ity, a three-stage methodology that transfers reasoning capabilities from closed to
open-source LLLMs. Through systematic extraction of reasoning traces, supervised
fine-tuning with filtered examples, and our novel Reinforcement Learning with LLM
Feedback (RL-LF), Repairity boosts Qwen2.5-Coder-32B performance by 24.5%,
closing 98% of the capability gap with Claude-Sonnet3.7. This breakthrough elim-
inates barriers to advanced code analysis tools for organizations with privacy or
customization requirements.

Under review at ACM Transactions on Software Engineering and Methodology
(TOSEM 2025).

1.4 Dissertation Roadmap

This dissertation presents a comprehensive journey from foundational representation to
advanced reasoning in code change analysis. Figure 1.1 illustrates the interconnected nature
of our contributions and their progression through increasing levels of sophistication.

Chapter 2: Background and Related Work establishes the theoretical and practical
foundations, surveying existing approaches in code change representation, security patch
detection, code review automation, and program repair. We identify key limitations that
motivate our research direction.

Chapter 3: Patcherizer - Learning to Represent introduces our foundational con-
tribution: a unified representation framework that captures both sequential and structural
aspects of code changes. Patcherizer establishes the representational foundation upon which
our subsequent specialized systems build, demonstrating that effective dual-encoding can
significantly improve performance across diverse downstream tasks.

The dissertation then branches into three parallel tracks, each addressing critical real-
world challenges:

Chapter 4: LLMDA - Learning to Detect specializes representation for security-
critical applications. Building on Patcherizer’s foundation, LLMDA augments represen-
tations with LLM-generated explanations and multi-modal alignment to identify silent
security patches that threaten system integrity.

Chapter 5: CodeAgent - Learning to Collaborate extends beyond individual analysis
to multi-agent collaboration. CodeAgent demonstrates how specialized agents can work
together to provide comprehensive code reviews, introducing mechanisms to maintain focus
and prevent conversation drift in complex multi-stakeholder scenarios.

Chapter 6: SynFix - Learning to Repair addresses repository-scale challenges through
dependency-aware program repair. SynFix’s CallGraph-driven approach ensures that fixes
respect complex interdependencies, moving beyond local repairs to repository-wide con-
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sistency.

These three tracks converge in:

Chapter 7: Repairity - Learning to Teach synthesizes insights from our specialized
systems to address the fundamental challenge of capability transfer. Repairity demon-
strates how advanced reasoning from closed-source models can be distilled into open-source
alternatives, democratizing access to sophisticated code analysis capabilities.

Chapter 8: Conclusions reflects on our contributions’ collective impact, discussing how
our progression from representation to reasoning establishes new paradigms for automated
software evolution.

Chapter 9: Future Work outlines promising research directions, including cross-
language generalization, real-time adaptation mechanisms, and integration with continuous
integration/deployment pipelines.

This roadmap reflects our core thesis: that effective code change analysis requires not just
better representations but a complete ecosystem of specialized yet interconnected systems.
Each contribution addresses specific limitations while contributing to a unified vision where
code changes are not merely processed but truly understood—their intent decoded, their
impact assessed, and their implications managed across entire software systems.
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Figure 1.1: Dissertation roadmap showing the progression from foundational representation
(Patcherizer) through specialized applications (LLMDA, CodeAgent, SynFix) to capability
democratization (Repairity). Arrows indicate knowledge flow and dependencies between
contributions.
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2 Background and Related Work

This chapter introduces the necessary concepts and related works for understanding the
objective, techniques, contributions and key concerns of the research studies that we have
conducted in this dissertation. We begin by providing background on code change represen-
tation, security patch detection, code review automation, repository-wide program repair,
and large language models for code understanding. We then review related work in these
areas, examining existing approaches, their strengths, and limitations. This comprehensive
overview establishes the foundation for our research contributions in the following chapters.
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Chapter 2. Background and Related Work

2.1 Background

This section introduces the fundamental concepts that form the basis of our research,
providing the necessary context for understanding our contributions.

2.1.1 Code Change Representation and Analysis

Code changes represent the fundamental units of software evolution, serving as the
mechanism through which software systems grow and adapt over time. These changes
typically manifest as commits in version control systems, patches for specific issues, or
pull requests in collaborative development environments. Formally, a code change can be
defined as a transformation from one program state P to another program state P’, where
the transformation includes additions, deletions, and modifications to the codebase.

The representation of code changes is critical for a variety of software engineering tasks.
Unlike static code analysis, which examines a single snapshot of code, change analysis must
capture both the structural and semantic aspects of the transformation between states. This
representation challenge is compounded by the diverse nature of changes, which can range
from simple bug fixes to complex feature additions or architectural refactorings.

Several formal models have emerged for representing code changes. At the most basic
level, a change can be represented as a textual diff, which captures line-by-line additions
and deletions. More sophisticated representations model changes at the abstract syntax tree
(AST) level, capturing structural modifications to the code. Graph-based representations
extend this further by modeling not only the structural changes but also the dependencies
and relationships between different code elements.

The analysis of code changes serves multiple purposes in software engineering. It
enables the detection of bugs and security vulnerabilities introduced by changes, facilitates
code review by highlighting the most important aspects of a change, supports the generation
of documentation and commit messages, and underpins automated program repair by iden-
tifying and fixing problematic changes. The effectiveness of these tasks depends heavily
on the quality and comprehensiveness of the underlying change representation.

2.1.2 Security Vulnerabilities and Silent Patches

Security vulnerabilities represent a significant threat to software systems, potentially
exposing sensitive data, allowing unauthorized access, or enabling system compromise.
According to industry research, approximately 96% of software applications incorporate
at least one open-source component, making the security of these components a critical
concern for the entire software ecosystem.

Silent security patches present a particular challenge in this context. These are security
fixes implemented without explicit notification or documentation of their security implica-
tions. Unlike vulnerabilities that receive Common Vulnerabilities and Exposures (CVE)
identifiers and public advisories, silent patches may be described simply as “bug fixes” or
“performance improvements” in commit messages, obscuring their true security significance.

The prevalence of silent patches is concerning for several reasons. First, they prevent
downstream users from properly assessing and prioritizing updates, potentially leaving
systems vulnerable to known exploits. Second, they complicate vulnerability management
processes, making it difficult to track which vulnerabilities have been addressed in a partic-
ular version of software. Third, they contribute to the “n-day” vulnerability problem, where
exploits are developed for publicly available patches before users have had time to update
their systems.

10



2.1. Background

The identification of silent security patches requires sophisticated analysis techniques
that can distinguish security-relevant changes from regular maintenance updates. This
analysis must consider not only the syntactic structure of the code changes but also their
semantic implications for system security. Furthermore, the analysis must be able to operate
effectively even in the absence of detailed commit messages or documentation, relying
instead on patterns and characteristics of the code changes themselves.

2.1.3 Code Review Processes and Automation

Code review is a fundamental quality assurance practice in software development, in-
volving the systematic examination of code changes to identify bugs, ensure adherence to
coding standards, verify security properties, and maintain overall code quality. Traditional
code review processes involve human reviewers manually inspecting code changes and
providing feedback to the author, a process that can be time-consuming and subject to human
limitations such as fatigue and bias.

The core components of the code review process include: (1) Change Submission, where
developers submit their code changes for review; (2) Review Assignment, where appropriate
reviewers are selected based on expertise and availability; (3) Change Inspection, where re-
viewers examine the code for issues; (4) Feedback Provision, where reviewers communicate
their findings and suggestions; and (5) Revision and Approval, where the original author
addresses feedback and the change is ultimately accepted or rejected.

Code review is inherently collaborative and multidimensional. It involves multiple
stakeholders with different perspectives and expertise, each focusing on different aspects
of the code. Some reviewers may specialize in security analysis, others in performance
optimization, and still others in maintainability and code style. This diversity of focus is
essential for comprehensive review but presents challenges for automation.

The dynamics of code review extend beyond simple issue identification. Effective code
review involves a conversation between authors and reviewers, negotiation of changes,
explanation of design decisions, and collective problem-solving. This collaborative aspect
distinguishes code review from many other software engineering tasks and necessitates
specialized approaches for automation.

Automation of code review has become increasingly important as software systems grow
in complexity and development velocity increases. Automated tools can help address the
scalability challenges of manual review, provide consistent evaluation across changes, and re-
duce the cognitive load on human reviewers. However, capturing the nuanced, collaborative
nature of code review in automated systems remains a significant challenge.

2.1.4 Repository-Wide Program Repair

Automated program repair (APR) aims to automatically detect and fix bugs in software
without human intervention. Traditional APR approaches typically focus on isolated bugs in
individual functions or files, using techniques such as search-based repair, semantic repair,
or example-based repair to generate patches that pass a given test suite.

Repository-wide program repair extends this concept to address bugs that span multiple
files, classes, or modules within a software repository. This broader scope introduces several
unique challenges. First, changes in one part of the codebase may have ripple effects across
interdependent components, requiring careful consideration of these dependencies during
repair. Second, the search space for potential fixes grows exponentially with the size and
complexity of the repository, necessitating efficient search strategies. Third, the evaluation
of proposed fixes must consider not only the immediate bug but also potential regressions
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in related functionality.

The core components of repository-wide repair include: (1) Bug Localization, which
identifies the specific locations in the codebase that need to be modified; (2) Dependency
Analysis, which maps the relationships and interactions between different code compo-
nents; (3) Repair Generation, which produces candidate fixes for the identified bugs; (4)
Consistency Checking, which ensures that fixes maintain the integrity of cross-component
dependencies; and (5) Validation, which verifies that the proposed repairs fix the target bug
without introducing new issues.

Several benchmarks have been developed to evaluate repository-wide program repair
techniques. SWE-bench and its refined subset SWE-bench-lite provide realistic scenarios
based on actual bugs from open-source projects, challenging repair tools to address com-
plex issues involving multiple files and components. These benchmarks not only test the
effectiveness of repair techniques but also their scalability and practicality in real-world
development environments.

2.1.5 Large Language Models for Code

Large Language Models (LLLMs) have emerged as powerful tools for code understanding
and generation, leveraging their ability to learn patterns and semantics from vast corpora
of code. These models, based on transformer architectures, have demonstrated impressive
capabilities in tasks such as code completion, bug detection, documentation generation, and
program repair.

The application of LLMs to code-related tasks builds on several key capabilities. First,
these models can capture both the syntactic structure and semantic meaning of code, under-
standing how different components interact and what functionality they implement. Second,
they can generalize across programming languages and coding patterns, applying knowledge
learned from one context to another. Third, they can generate coherent and contextually
appropriate code based on natural language descriptions or partial implementations.

Current LLMs for code fall into two broad categories: closed-source models developed
by commercial entities (e.g., GPT-4, Claude) and open-source models available for public
use and modification (e.g., Llama, Mistral, Qwen). While closed-source models often
demonstrate superior performance, open-source alternatives offer advantages in terms of
accessibility, customizability, and deployment flexibility, particularly in privacy-sensitive
or bandwidth-constrained environments.

The capabilities of LLMs for code tasks are enhanced through several specialized tech-
niques. Chain-of-thought (CoT) prompting encourages models to generate intermediate
reasoning steps before producing final answers, improving performance on complex tasks
that require step-by-step problem solving. Few-shot learning enables models to adapt to
new tasks based on a small number of examples, reducing the need for extensive fine-tuning.
Reinforcement learning from feedback (human or Al-generated) helps align model outputs
with desired criteria, such as correctness, efficiency, or adherence to coding standards.

Despite their impressive capabilities, LLMs for code face several challenges. They may
generate syntactically correct but semantically incorrect code, struggle with complex logical
reasoning, or fail to consider edge cases and potential vulnerabilities. Addressing these
limitations requires specialized techniques that enhance the models’ reasoning capabilities
and ensure the reliability of their outputs.
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2.1.6 Dynamic Programming and Multi-Agent Systems

Dynamic programming (DP) is a mathematical optimization method that breaks down
complex problems into simpler subproblems and solves each subproblem only once, storing
the solutions to avoid redundant computation. In the context of software engineering tasks
like code review and program repair, DP provides a formal framework for decomposing
complex analyses into manageable components.

The formal elements of DP in this context include: (1) State Space, which represents the
set of subproblems or analysis states; (2) Transition Function, which defines how to move
from one state to another; (3) Value Function, which quantifies the quality or correctness of
a solution at each state; and (4) Optimal Substructure, which ensures that optimal solutions
to subproblems can be combined to form optimal solutions to the overall problem.

Multi-agent systems extend this approach by distributing the problem-solving process
across multiple autonomous agents, each with specific capabilities and responsibilities. In
software engineering contexts, these agents might include specialized analyzers for different
aspects of code quality, collaborative reviewers with different expertise, or coordinated
repair generators working on different parts of a codebase.

The integration of DP principles with multi-agent systems and LLMs creates powerful
frameworks for addressing complex software engineering tasks. LLMs provide the reasoning
capabilities needed to analyze code and generate solutions, DP offers a structured approach to
breaking down complex problems, and multi-agent architectures enable specialized process-
ing and collaborative problem-solving. This combination is particularly well-suited to tasks
like code review and repository-wide program repair, which require both deep understanding
of individual components and comprehensive consideration of system-wide interactions.

2.2 Related Work

This section reviews existing research related to our work, analyzing current approaches,
their strengths, and limitations.

2.2.1 Code Change Representation Learning

Research on code change representation has evolved from manual feature engineering
to sophisticated learning-based approaches. Early work by Kamei et al. Kamei et al. [2016,
2012] focused on manually designed features such as change size, file history, and developer
experience to characterize changes for defect prediction. While effective for specific tasks,
these approaches lacked generalizability across different projects and required significant
domain expertise.

The emergence of deep learning led to more automated representation approaches.
Hoang et al. Hoang et al. [2020] proposed CC2Vec, which learns representations of code
changes for commit message generation and defect prediction using a hierarchical attention
network. Xu et al. Xu et al. [2019] developed CommitGen, a sequence-to-sequence model
for generating commit messages from code diffs. Nie et al. Nie et al. [2021] introduced
CoreGen, which combines abstract syntax tree (AST) information with token sequences to
improve change representation. These sequence-based approaches captured local patterns
effectively but struggled with global structural properties.

Graph-based representations emerged to address these limitations. Liu et al. Liu et al.
[2020c] proposed ATOM, which models code changes as graph transformations of the AST.
Lin et al. Lin et al. [2022] developed a context-aware graph neural network to capture both
the changed code and its surrounding context. Wang et al. Wang et al. [2023b] introduced
GraphSPD specifically for security patch detection, using graph neural networks to model
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both the structure and semantics of code changes. These approaches better captured struc-
tural relationships but sometimes missed sequential patterns important for understanding
code evolution.

Hybrid approaches aim to combine the strengths of both sequential and structural rep-
resentations. Dong et al. Dong et al. [2022] proposed FIRA, which integrates both token
sequences and AST structures in a unified representation. Tian et al. Tian et al. [2022a]
developed a multi-modal approach that combines code structure, natural language descrip-
tions, and metadata for patch correctness assessment. These integrated approaches show
promise but often focus on specific applications rather than general-purpose representations.

Despite these advances, several limitations remain. Most existing approaches focus on
the structural or syntactic aspects of changes rather than capturing the developer’s intention
or the semantic impact of changes. They typically treat code changes as isolated entities
without considering their role in the broader codebase evolution. Additionally, they often
lack the ability to adapt to different downstream tasks without significant retraining.

2.2.2 Security Patch Detection Techniques

Research on security patch detection has evolved from rule-based methods to sophis-
ticated machine learning approaches. Traditional techniques relied on manually defined
patterns and heuristics. Tian et al. Tian et al. [2012] proposed a keyword-based approach that
identified security patches based on specific terms in commit messages. Wang et al. Wang
et al. [2020b, 2019b] extended this with additional structural features extracted from code
changes. While these approaches provided a foundation for security patch detection, they
suffered from high false positive rates and limited generalizability across different projects
and vulnerability types.

Sequential learning models improved upon these limitations by leveraging the natural
sequence structure of code. Zhou et al. Zhou et al. [2021b] introduced SPI-DB, a benchmark
dataset for security patch identification, along with a sequence-based model that outper-
formed traditional approaches. Wang et al. Wang et al. [2021c] proposed PatchRNN, a
recurrent neural network model that processes code changes as sequences of tokens to
identify security-relevant modifications. These approaches captured sequential patterns
effectively but struggled with complex structural relationships in code.

Graph-based approaches emerged to address these structural limitations. Wang et
al. Wang et al. [2023b] introduced GraphSPD, which constructs semantic representations of
code changes using graph neural networks. This approach significantly advanced the state-
of-the-art by incorporating both local code context and structural information. However,
GraphSPD primarily focused on local code structures and immediate dependencies, limiting
its ability to capture cross-module interactions and higher-level security implications.

LLM-based approaches have recently shown promise for security patch detection.
Chakraborty et al. Chakraborty et al. [2021] leveraged pre-trained language models to
identify security vulnerabilities in code. Yang et al. Yang et al. [2024a] extended this to
security patch detection, using LL.Ms to understand both the code changes and their security
implications. These approaches benefit from the rich semantic understanding of LLMs but
often lack the specialized representations needed for security-specific tasks.

Despite these advances, several limitations persist in security patch detection. Most
approaches struggle with "silent" security patches that lack explicit security-related doc-
umentation. They often focus on syntactic patterns rather than semantic understanding
of security implications. Additionally, they typically operate on isolated changes without
considering system-wide security properties. These limitations highlight the need for ap-
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proaches that combine structural code analysis with semantic understanding and broader
contextual awareness.

2.2.3 Automated Code Review Approaches

Automated code review research spans a spectrum from focused static analysis tools to
holistic review systems. Early work primarily focused on static analysis for specific defect
types. Beller et al. Beller et al. [2014] surveyed the use of static analysis tools in code review,
finding that while useful for detecting certain bug classes, these tools lacked the contextual
understanding needed for comprehensive review. Thongtanunam et al. Thongtanunam et al.
[2015] investigated factors affecting code review effectiveness, highlighting the importance
of reviewer expertise and review scope.

Learning-based approaches have extended static analysis capabilities. Tufano et al. Tu-
fano et al. [2021, 2022] proposed using neural machine translation models to learn from
historical code reviews, generating automated review comments for new changes. Thong-
tanunam et al. Thongtanunam et al. [2022] developed AutoTransform, which automatically
fixes identified issues during review. Watson et al. Watson et al. [2022] conducted a sys-
tematic review of machine learning approaches for code review automation, identifying
significant progress but noting limitations in handling the collaborative nature of review.

Recent work has begun addressing the collaborative aspects of code review. Davila et
al. Davila and Nunes [2021] analyzed communication patterns in code review, identify-
ing the importance of multi-party interactions for effective review outcomes. Oliveira et
al. Oliveira et al. [2023] investigated how reviewers collaborate to assess different quality
aspects, finding that diverse expertise leads to more comprehensive reviews. These studies
highlight the collaborative nature of code review but do not directly translate these insights
into automated approaches.

Agent-based systems represent a promising direction for capturing the collaborative
nature of code review. Li et al. Li et al. [2023a] proposed CAMEL, a framework for col-
laborative Al agents that could be adapted to code review scenarios. Qian et al. Qian et al.
[2023] developed a communicative agent framework specifically for software engineering
tasks. Hong et al. Hong et al. [2023] introduced MetaGPT, a multi-agent framework that
simulates software development teams, including code review activities. These frameworks
demonstrate the potential of multi-agent approaches but have not been specifically optimized
for the unique challenges of code review.

Challenges in multi-agent code review include maintaining focus and coherence across
multiple agents. Zheng et al. Zheng et al. [2024] identified "prompt drifting" as a key issue
in multi-agent systems, where conversations diverge from their original purpose. Yang et
al. Yang et al. [2024d] proposed techniques for adapting prompts to maintain coherence in
multi-turn interactions. These approaches address important coordination challenges but
have not been extensively applied to code review scenarios.

Despite progress in automated code review, significant limitations remain. Most ap-
proaches focus on specific aspects of review (e.g., bug detection, style enforcement) rather
than holistic evaluation. They typically operate in a single-agent paradigm, failing to capture
the collaborative nature of human code review. Additionally, they often lack the ability to
provide contextually appropriate feedback that balances immediate issue correction with
longer-term code quality concerns.
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2.2.4 Repository-Wide Program Repair

Repository-wide program repair extends beyond fixing isolated bugs to address issues
spanning multiple files and components. Traditional APR approaches focused on single-file
or single-function repairs. Le Goues et al. Le Goues et al. [2012] introduced GenProg,
a genetic programming approach for automated bug fixing. Nguyen et al. Nguyen et al.
[2013] developed SemFix, using symbolic execution and constraint solving for semantic
repair. Kim et al. Kim et al. [2013] proposed PAR, a pattern-based approach inspired by
human-written patches. While these approaches demonstrated success on focused repairs,
they struggled with bugs that required changes across multiple files or components.

Repository-level benchmarks have emerged to evaluate more comprehensive repair
capabilities. Su et al. Jimenez et al. [2024a] introduced SWE-bench, a benchmark featuring
real-world software engineering tasks that require understanding and modifying large code-
bases. The SWE-bench-lite subset focuses specifically on bug-fixing tasks across multiple
files. These benchmarks have highlighted the limitations of traditional APR approaches
when applied to repository-wide contexts, where dependencies and interactions between
components must be considered.

LLM-based approaches have shown promise for repository-wide repair. Chen et al. Chen
etal. [2021a] evaluated large language models for code-related tasks, including bug fixing,
finding that they could generate plausible fixes for various bug types. Nijkamp et al. Nijkamp
et al. [2023] developed CodeGen, a family of LLMs specifically trained for code generation
and repair tasks. Roziere et al. Roziere et al. [2023] introduced Code Llama, demonstrat-
ing strong capabilities in understanding and modifying existing codebases. These models
provide a foundation for repository-wide repair but often lack the specialized mechanisms
needed to ensure consistency across components.

Agent-based approaches have been proposed to address the challenges of repository-
wide repair. Zhang et al. Zhang et al. [2024a] developed AutoCodeRover, an agent-based
system that iteratively explores and modifies codebases to fix bugs. The SWE-Agent sys-
tem Yang et al. [2024c] similarly uses an agent-based approach to navigate and repair
complex codebases. While these approaches enable more flexible exploration of solution
spaces, they face challenges related to tool usage complexity, planning efficiency, and the
reliability of multi-turn interactions.

Liuetal. Liuetal. [2024b] conducted a comprehensive survey of agent-based approaches
for software engineering, identifying common challenges including error-prone tool usage
and inefficient exploration strategies. Olausson et al. Olausson et al. [2023] and Shi et al. Shi
et al. [2023] both highlighted issues with cascading errors in multi-turn agent interactions,
where mistakes in early decisions compound through subsequent steps. These limitations
suggest the need for more structured approaches to repository-wide repair.

CallGraph-driven approaches offer a structured alternative to agent-based exploration.
Zhou et al. Zhou et al. [2012] demonstrated the importance of call graphs for understanding
bug propagation across components. Austin et al. Austin et al. [2021] used call graphs
to identify components affected by specific program changes. These works highlight the
potential of structural code representations for guiding repository-wide repairs, but they
have not been fully integrated with the generative capabilities of modern LLMs.

Despite advances in repository-wide program repair, significant challenges remain. Most
approaches struggle to ensure consistency across interdependent components when changes
are made. They often lack efficient mechanisms for identifying all relevant components
affected by a bug. Additionally, they typically focus on functional correctness without
considering broader quality aspects such as maintainability and performance implications.
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2.2.5 Performance Gap in Code LLMs

A significant performance gap exists between closed-source and open-source large
language models for code tasks. Bommasani et al. Bommasani et al. [2021] highlighted the
challenges and opportunities presented by foundation models, noting the tension between the
superior capabilities of proprietary models and the accessibility benefits of open alternatives.
Evaluations by Chen et al. Chen et al. [2021a], Nijkamp et al. Nijkamp et al. [2023], and
Roziere et al. Roziere et al. [2023] have consistently shown that closed-source models like
GPT-4 and Claude outperform their open-source counterparts on code understanding and
generation tasks, including program repair.

Several techniques have been proposed to enhance the performance of open-source LLMs
for code tasks. Instruction tuning approaches, as explored by Chen et al. Chen et al. [2021a],
adapt pre-trained models to follow specific instructions, improving their ability to perform tar-
geted code manipulation tasks. Li et al. Li et al. [2022a] investigated reinforcement learning
techniques for improving code model performance, particularly on challenging competition-
level problems. These approaches show promise but typically require extensive human anno-
tation or feedback, limiting their scalability as noted by Ouyang et al. Ouyang et al. [2022].

Knowledge distillation represents a promising approach for transferring capabilities
from closed-source to open-source models. Hinton et al. Hinton et al. [2015] introduced the
core concept of knowledge distillation, where a smaller "student" model learns from a larger
"teacher" model. Sanh et al. Sanh et al. [2019] applied this approach to language models
with DistilBERT, creating a more efficient model that retained most of the capabilities of
its teacher. In the code domain, Wang et al. Wang et al. [2023e] developed CodeDistill,
demonstrating effective transfer of code understanding capabilities from larger to smaller
models. These approaches focus primarily on general language capabilities rather than the
specific reasoning processes needed for complex tasks like program repair.

Chain-of-thought (CoT) prompting has emerged as a powerful technique for enhancing
reasoning capabilities in LLMs. Wei et al. Wei et al. [2022] showed that prompting models
to generate intermediate reasoning steps significantly improves performance on complex
reasoning tasks. Kojima et al. Kojima et al. [2022] extended this to zero-shot settings,
demonstrating that simply asking models to reason step-by-step improves outcomes even
without examples. Chen et al. Chen et al. [2022] applied similar ideas to program synthesis,
showing that explicit reasoning about problem decomposition and solution strategies leads
to better code generation. These approaches enhance model reasoning but have not been
systematically applied to transferring reasoning capabilities between models.

Reinforcement learning from feedback represents another promising direction for im-
proving model performance. Christiano et al. Christiano et al. [2017] and Ouyang et
al. Ouyang et al. [2022] developed reinforcement learning from human feedback (RLHF)
techniques, which use human preferences to guide model improvement. Recent work by Lee
etal. Lee etal. [2023] and Bai et al. Bai et al. [2022] has explored using Al systems rather
than humans to provide feedback, enabling more scalable training. In the code domain,
Chen et al. Chen et al. [2023b] used reinforcement learning with automated feedback from
test case results to improve code generation. Yuan et al. Yuan et al. [2023a] similarly applied
reinforcement learning to enhance reasoning about code. These approaches offer scalable
ways to improve model performance but have not been extensively applied to bridging the
gap between open and closed-source models for program repair.

Despite these advances, significant challenges remain in closing the performance gap be-
tween open and closed-source code models. Most approaches focus on general capabilities
rather than the specific reasoning processes needed for complex tasks like program repair.
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They typically require extensive training data or human feedback, limiting their practical
applicability. Additionally, they often fail to capture the structured, logical reasoning that
distinguishes top-performing models in code-related tasks.

2.2.6 Program Repair with LLMs

Large language models have recently demonstrated impressive capabilities in automated
program repair. Zhao et al. Zhao et al. [2023] introduced ChatRepair, leveraging ChatGPT’s
capabilities for automated bug fixing through structured prompting. Wei et al. Wei et al.
[2023c] developed Repilot, a framework that guides LLMs through the repair process with
specialized prompts and context management. Dakhel et al. Dakhel et al. [2023] created
RING, which integrates LLLM-based repair directly into development workflows, provid-
ing just-in-time fix suggestions. These systems demonstrate the potential of LLMs for
program repair but primarily rely on proprietary models, limiting their accessibility and
customizability.

Reasoning enhancement techniques have been proposed to improve LLM performance
on program repair tasks. Wei et al. Wei et al. [2022] introduced chain-of-thought prompting,
which encourages models to generate intermediate reasoning steps before producing final
answers. Jin et al. Jin et al. [2023] developed ARCADE, which applies structured reasoning
frameworks specifically to program repair, decomposing the repair process into explicit
steps. Zhang et al. Zhang et al. [2023c] proposed PACE, a planning-based approach that
guides LL.Ms through systematic exploration of repair strategies. These approaches improve
repair quality but have not been systematically incorporated into open-source models.

Reinforcement learning methods have shown promise for aligning LL.Ms with desired
repair behaviors. Christiano et al. Christiano et al. [2017] and Ouyang et al. Ouyang et al.
[2022] developed foundational techniques for reinforcement learning from human feedback
(RLHF), which have been widely adopted for model alignment. Recent work by Lee et
al. Lee et al. [2023] and Bai et al. Bai et al. [2022] has explored using Al feedback instead of
human annotations, enabling more scalable training. These approaches provide frameworks
for improving model behavior but have not been extensively specialized for the unique
requirements of program repair.

Despite these advances, significant challenges remain in LLM-based program repair.
Most approaches focus on generating plausible fixes without systematically ensuring cor-
rectness across all scenarios. They often struggle with complex bugs that require deep
understanding of program semantics and intercomponent dependencies. Additionally,
they typically rely on proprietary models, limiting their accessibility and integration into
development workflows where privacy or deployment constraints exist.
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3 Learningto Represent Code Changes

In this chapter, we propose to investigate a novel representation learning approach for
code changes that effectively captures both sequential and structural semantics. Our ap-
proach, Patcherizer, addresses the limitations of existing methods by combining three key
components: (1) the context surrounding code changes, (2) a novel Seqlntention represen-
tation that captures semantic intent within token-based changes, and (3) a Graphlnten-
tion representation that models structural modifications at the AST level. By integrating
these complementary perspectives, Patcherizer creates more comprehensive embeddings
that preserve both contextual and transformation semantics. Our extensive evaluation
across three downstream tasks demonstrates that Patcherizer significantly outperforms
the state-of-the-art approaches, achieving improvements of 19.39% in BLEU, 8.71% in
ROUGE-L, and 34.03% in METEOR for commit message generation, while also excelling
in defect prediction and patch correctness assessment. Finally, our approach enables
more effective representation learning for various software engineering tasks by explic-
itly modeling how modifications affect program execution flow and structural relation-
ships.

The content presented herein derives from scholarly investigation previously documented
in the academic publication referenced below:

* Xunzhu Tang, Haoye Tian, Weiguo Pian, Saad Ezzini, Abdoul Kader Kaboré, An-
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Represent Code Changes. Empirical Software Engineering (EMSE) (2025): minor
revision (under review).

Contents
30 Introduction . .........oui ittt nenenenns 21
3.2 Patcherizer . . ... ... ... i i e e 23
3.2.1 Handling Incomplete Code Snippets . . . . . . ... ... ... 23
3.2.2 Code Change Preprocessing . . . . . . ... ... ....... 23
3.2.3 Sequence IntentionEncoder . . . . ... ... ... ..... 24
3.2.4 GraphlIntentionEncoder . . . ... ... ... ... ...... 27
3.2.5 Graph Intention Encoding Details . . . . . .. ... ... ... 29
3.2.6 Aggregator: Aggregating Multimodal Input Embeddings . . . . 31
327 Pretraining . . . . . . ... ... 31

3.2.8 Fine-tuning for Different Tasks . . . . . ... ... .. ... .. 31



Chapter 3. Learning to Represent Code Changes

3.3 ExperimentalDesign. .. ... ... ... ..., 34
3.3.1 Implementation . . . . . . ... ... ... ... .. ..., 34
3.3.2 Researchquestions . . . . .. .. ... ............. 34
333 Baselines . . ... ... 34
334 Datasets . . . . ... e e e e e e e 35
335 Metrics . . . .. e e 35
34 ExperimentalResults .. ...................0.... 37
3.4.1 [RQ-1]: Performance of Patcherizer . . . . .. ... ... ... 37
34.2 [RQ-2]: AblationStudy . . . . . . ... Lo 42
3.4.3 [RQ-3]: Generalizability and Robustness . . . . . .. ... ... 49
35 Discussion . ... ..l e 52
3.5.1 Comparison with Slice-Based Code Change Representation . . . 52
3,52 Threatsto Validity . . .. ... ... .. ... .. ... ... 53
3,53 Limitations . . . . ... ..o e e e 53
3.54 Handling Incomplete Code Information . . . . ... ... ... 53
3.5.5 Extensibility . . ... ... o 54
36 RelatedWork. ... ... ... ..o, 56
3.6.1 Codechange Representation . . . . ... ... ......... 56
3.6.2 Applications of Code Change Embeddings . . . . .. ... ... 56
37 Conclusion . . ... ... ...ttt 58
3.8 Conflict of Interest Statement . . . . . . ... ............. 58
39 Acknowledgments . .. ... ... ...ttt 58
3.10 Ethicalapproval . . . .. ... .ttt it ittt ittt 58
3.11 Informedconsent . .. ... ... .0ttt 58
3.12 Author Contributions . . ... ... . ... ... .. 58
303 Availability: . . . . . .. . . e e e e e e e e e 59

20



3.1. Introduction

3.1 Introduction

A software code change represents the source code differences between two software ver-
sions. It has a dual role: on the one hand, it serves as a formal summary of the code changes
that a developer intends to make on a code base; on the other hand, it is used as the main input
specification for automating software evolution. Code changes are thus a key artifact that is
pervasive across the software development life cycle. In recent years, building on empirical
findings on the repetitiveness of code changes Barr et al. [2014], several approaches have
built machine learning models based on code change datasets to automate various software
engineering tasks such as code change description generation Linares-Vasquez et al. [2015],
Buse and Weimer [2010], Cortés-Coy et al. [2014], Jiang et al. [2017], Xu et al. [2019], Liu
etal. [2019, 2018, 2020c], code completion Svyatkovskiy et al. [2019], Liu et al. [2020b,a],
Ciniselli et al. [2021], Pian et al. [2022], code change correctness assessment Tian et al.
[2022c], and just-in-time defect prediction Hoang et al. [2019], Kamei et al. [2016].

Early work manually crafted a set of hand-picked features to represent a code change Kamei
etal. [2016, 2012]. Recently, the successful application of deep learning to learn powerful
representations of text, signal, and images Devlin et al. [2018], Niemeyer and Geiger [2021],
Qinetal. [2021], Liet al. [2021], Tang et al. [2021], Pian et al. [2023b], Wang et al. [2022b]
led to adopting similar techniques in software engineering where researchers develop deep
ML models to represent code and code changes Yin et al. [2019], Hoang et al. [2020], Feng
et al. [2020b], Nie et al. [2021], Jiang et al. [2021], Tian et al. [2022c], Pian et al. [2022],
Liu et al. [2023]. Initially, these approaches treated code Feng et al. [2020b], Elnaggar
etal. [2021], Wang et al. [2021f], Guo et al. [2021a,a] and other code-like artifacts, such
as code changes Xu et al. [2019], Nie et al. [2021], Dong et al. [2022], Liu et al. [2020c], as
a sequence of tokens and thus employ natural language processing methods to extract code
in text format. Researchers have recognized the limitations of using code token sequences
alone (often represented by + and - lines in the textual diff format) to capture the full
semantics of code changes, as these symbols lack inherent meaning that a DL model can
learn. To address this, they began incorporating the code structure, such as Abstract Syntax
Trees (ASTs), to better capture the underlying structural information in source code Zhang
et al. [2019a], Alon et al. [2019, 2020], Guo et al. [2021a]. Therefore, recent work such
as commit2vec Cabrera Lozoya et al. [2021], C3 Brody et al. [2020], and CC2Vec Hoang
et al. [2020] attempted to represent code changes more structurally by leveraging ASTs as
well. To get the best of both worlds, more recent work tried to combine token information
with structure information to obtain a better code change representation Dong et al. [2022].
Finally, several such approaches of code change representation learning have been evaluated
on specific tasks, e.g., BATS Tian et al. [2022a] for code change correctness assessment and
FIRA Dong et al. [2022] for code change description generation.

On the one hand, token-based approaches for code change representation Hoang et al.
[2020], Xu et al. [2019], Nie et al. [2021] lack the rich structural information of source code
and intention features inside the sequence is still unexplored. On the other hand, graph-based
representation of code changes Liu et al. [2020c], Lin et al. [2022] lacks the context which
is better represented by the sequence of tokens Hoang et al. [2020], Xu et al. [2019], Nie
etal. [2021] of the code change itself and also the surrounding unchanged code and intention
features inside graph changes is also still unexplored. In conclusion, approaches that try to
combine context and AST information to represent code changes (e.g., FIRA Dong et al.
[2022]) do not use the intention features of either sequence or graph from the code change
but rather rely on representing the code before and after the change while adding some
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ad-hoc annotations to highlight the changes for the model.

This paper. We propose a novel code change representation that tackles the aforemen-
tioned problems and provides an extensive evaluation of our approach on three practical and
widely used downstream software engineering tasks. Our approach, Patcherizer, learns to
represent code changes through a combination of (1) the context around the code change,
(2) a novel Seqlntention representation of the sequential code change, and (3) a novel
representation of the Graphlntention from the code change. Our approach enables us to
leverage powerful DL models for the sequence intention such as Transformers and similarly
powerful graph-based models such as GCN for the graph intention. Additionally, our model
is pre-trained and hence task agnostic where it can be fine-tuned for many downstream tasks.
We provide an extensive evaluation of our model on three popular code change representation
tasks: (1) Generating code change description in NL, (2) Predicting code change correctness
in program repair, and (3) Code change intention detection.

Overall, this paper makes the following contributions:

» A novel representation learning approach for code changes: we combine the context
surrounding the code change with a novel sequence intention encoder and a new graph
intention encoder to represent the intention of code changes in the code change while
enabling the underlying neural models to focus on the code change by representing it
explicitly. To that end, we developed: @®an adapted Transformer architecture for code
sequence intention to capture sequence intention in code changes taking into account not
only the changed lines (added and removed) but also the full context (i.e., the code chunk
before the code change application); @ an embedding approach for graph intention to
compute embeddings of graph intention capturing the semantics of code changes.

» A dataset of parsable code changes: given that existing datasets only provide code changes
with incomplete details for readily collecting the code before and after the code change,
extracting AST diffs was challenging. We therefore developed tool support to enable such
collection and produced a dataset of 90k code changes, which can be parsed using the Java
compiler.

» Extensive evaluation: we evaluate our approach by assessing its performance on several
downstream tasks. For each task, we show how Patcherizer outperforms carefully-selected
baselines. We further show that Patcherizer outperforms the state of the art in code change
representation learning.

Motivation for Code Change Intention Detection. In addition to description generation
and correctness prediction, we introduce and explore a novel downstream task: code change
intention detection. Unlike traditional diff tools that identify syntactic operations like addi-
tions or deletions, our goal is to uncover the semantic intent behind a change. This capability
is crucial for automating commit message refinement, supporting intelligent software analyt-
ics, and enabling advanced tooling for software reviewers. For example, being able to detect
whether a patch intends to disable a feature versus merely refactor a method allows tools
to generate more meaningful messages or guide human reviewers’ attention to impactful
modifications. We argue that intention detection should go beyond surface diffs and rely on
learned semantics from both structure and context—a gap that Patcherizer fills effectively.
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3.2 Patcherizer

Figure 7.1 presents the overview of Patcherizer. Code changes are first preprocessed to
split the available information about added (+) and removed (-) lines, identifying the code
context (i.e., the code chunk before applying the code change) and computing the ASTs of
the code before and after applying the code changes (cf. Section 3.2.2). Then, Patcherizer
deploys two encoders, which capture sequence intention semantics (cf. Section 3.2.3) and
graph intention semantics (cf. Section 3.2.4). Those encoded information are aggregated
(ctf. Section 3.2.6) to produce code change embeddings that can be applied to various
downstream tasks. In the rest of this section, we will detail the different components of
Patcherizer before discussing the pre-training phase (cf. Section 3.2.7).

3.2.1 Handling Incomplete Code Snippets

In real-world software repositories, patches often appear as partial code fragments ex-
tracted from diffs, lacking full method or class definitions required for reliable parsing and
structural analysis. To ensure that our model can robustly represent such incomplete code,
Patcherizer employs a context construction mechanism that reconstructs semantically valid
and parsable code by leveraging surrounding, unmodified code as context.

During the preprocessing phase, we identify the surrounding code chunk prior to patch
application (referred to as cbp) and combine it with the lines to be added (ccp) and removed
(ccm) to recover a coherent code segment. This reconstruction not only aids in forming a
complete representation for the sequential input but also enables successful parsing of the
Abstract Syntax Tree (AST) required for graph-based representation.

Specifically, when certain structural elements are missing in the diff (e.g., a method
body without its signature or class declaration), our system uses a sliding window strategy to
extract surrounding lines from the same file to syntactically complete the snippet. We then
apply the javalang parser to the reconstructed code segment to generate the correspond-
ing ASTs before and after the change. If the full reconstruction still fails due to excessive
incompleteness, we fall back to using only the available sequence-level representation
without graph-based embedding.

This fallback mechanism ensures that Patcherizer can generalize to a wide range of real-
world patch inputs—whether they are complete or incomplete—by balancing robustness
with semantic fidelity. It is particularly valuable in scenarios such as just-in-time commit
analysis, where full project context may not be readily available.

3.2.2 Code Change Preprocessing

The preprocessing aims to focus on three main information within a code change for
learning its representation. The code before applying the code change (which provides
contextual information of the code change), plus and minus lines (which provide information
about the code change operations), and the difference between AST graphs before and after
code change (which provides information about graph intention in the code). Through the
following steps we collect the necessary multi-modal inputs (code text, sequence intention,
and graph intention) for the learning:

1. Collect +/ - lines in the code change. We scan each code change line. Those starting
with a + are added to a pluslist, while those starting with a — are added to a minuslist.
Both lists record the line numbers in the code change.

2. Reconstruct before/after code. Besides +/- lines, a code change includes unchanged
code that are part of the context. We consider that the full context is the code before

23



Chapter 3. Learning to Represent Code Changes

Preprocessing Embedding Tasks
~\\\ :
SegIntention Patc@ !
~>| Encoder ) Embeddings E § —
/7ﬂ 3 E Patch
© . .
o : ‘Description
94 -y E Generation
GraphIntention §
Encoder x
Patch
Validation

code before
patching: cbp

Abstract [z%]

1

1

1

1

:

Syntax ASchp E
G Trees !
1

1

1

1

1

1

1

1

1

11001001
1000

01110
— (AST)
=
</>=|
code after AST

Figure 3.1: Overview of Patcherizer.

applying the code change (i.e., unchanged & minuslist lines). We also construct the code
after applying the code change (i.e., unchanged & pluslist lines). The reconstruction
leverages the recorded line numbers for inserting each added/removed line to the proper
place and ensure accuracy.

3. Generate code ASTs before and after code change. We apply the Javalang Thunes
[2013] tool to generate the ASTs for the reconstructed code chunks before and after
applying the code change.

4. Construct vocabulary. Based on the code changes of the code changes in the training
data, we build a vocabulary using the Byte-Pair-Encoding (BPE) algorithm.

Atthe end of this preprocessing phase, for each given code change, we have a set of inputs:
(cCpyCCmcbp,cap,Gepp,Geap), Where cc,, is the sequence of added (+) lines of code, cc,, is
the sequence of removed (-) lines of code, cbp is the code chunk before the patch is applied,
cap is the code chunk after the patch is applied, G, is the AST graph of cbp and G, is
the graph of cap.

3.2.3 Sequence Intention Encoder

Intention features refer to the semantic signals that capture why a change was made (e.g.,
to fix a bug, refactor code, disable functionality), rather than just what was changed. Unlike
prior approaches that focus on syntax or structural patterns, our intention encoders aim to
learn such semantics through contextualized token changes (in the sequence encoder) and
structural shifts (in the graph encoder).

Despite the success of AST-based methods, they often struggle to distinguish code
changes that are structurally similar but semantically distinct. Our intention encoders are
designed to capture such nuances. Figure 3.2 provides an illustrative example: although both
code changes involve editing an i f condition, one disables functionality while the other
refactors logic. Traditional AST diffs treat both similarly, but their purposes are fundamen-
tally different. Patcherizer captures these differences through intention-aware encoding.
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if (x) { 1 |if (checkCondition()) {
doSomething () ; 2 doSomething () ;

} 31}
Listing 3.1: Disabling a Feature Listing 3.2: Refactoring Logic

Figure 3.2: Example illustrating how semantically distinct code changes can result in similar
AST diffs. Both code changes involve replacing the condition in an “if" statement, and
their corresponding AST diffs may appear structurally similar. However, their intentions
differ: the left change disables functionality, while the right one introduces a refactor with
encapsulated logic. Traditional AST-based models may treat these equivalently, while
Patcherizer captures this distinction through its sequence and graph intention encoders.

A first objective of Patcherizer is to build an encoder that is capable of capturing the
semantics of the sequence intention in a code change. Although prior work focuses mainly
on + /- lines or simply does some calculation between changed codes and their contextual
contents, we postulate that code context is a relevant additional input for better encoding
such differences. Figure 3.3 depicts the architecture of the Sequence intention encoder. We
leverage the relevant subset of the preprocessed inputs (cf. Section 3.2.2) to pass to a Trans-
former embedding layer and further develop a specialized layer, named the Seqglntention
embedding layer, which captures the intention features from the sequence.
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Figure 3.3: Architecture for the Sequence Intention Encoder.

3.2.3.1 Input Layer

The input, for each code change, consists of the triplet (cc,, ,ccp,cbp> , Where cc,,, 1s the set
of removed (-) lines, cc, the set of added (+) lines and cbp is the code before code changeing,
which represents the context.

3.2.3.2 Transformer Embedding Layer

To embed the sequence of code changes, we use a Transformer as the initial embedder.
Indeed, Transformers have been designed to capture semantics in long texts and have been
demonstrated to be effective for inference tasks Devlin et al. [2018], Wang et al. [2022a].

We note that cc,,, € cbp. Assuming that cc, = {token,, 1,...,token,, ; }, ccp, ={tokeny, 1,....token, 1 },
cbp = {tokency 1,...,tokena,  }, where j, k, I represent the maximum length of cc,, cc,,, and
cbp respectively, we use the initial embedding layer in the Pytorch’s nn.module implemen-

25



Chapter 3. Learning to Represent Code Changes

tation to produce first vector representations for each input information as:
Ex=Transformer(Init(X;01);0,) (3.1)

where X represents an input (either cc,,, cc, or cbp); Init is the initial embedding function;
Transformer is the model based on a transformer architecture; ©; and ©, are the parameters
of Init(-) and Transformer(-), respectively.

The Transformer embedding layer outputs E,., = [€,1,€p.2,...,€p ;] € RI*%,
Eeer, = [€m1,6m2sesemp] € R¥ e B = [eap1,€apas--reapi] € R, where d, is the
size of the embedding vector.

3.2.3.3 Seqintention Embedding Layer

Once the Transformer embedding layer has produced the initial embeddings for the
inputs cc,, cc,, and cbp, our approach seeks to capture how they relate to each other. Prior
works Shaw et al. [2018], Devlinetal. [2018], Xu et al. [2019], Dong et al. [2022] have proven
that self-attention is effective in capturing relationships among embeddings. We thus propose
to capture relationships between the added and removed sequences, with the objective of
capturing the intention of the code change through the change operations. We also propose to
pay attention to context information when capturing the semantics of the sequence intention.

Operation-wise: To obtain the intention of modifications in code changes, we apply a
cross-attention mechanism between cc,, and cc,,. To that end, we design a resnet architecture
where the model performs residual learning of the importance of inputs (i.e., E.., and its
evolved C,,, which will be introduced below).

To enhance E.., into £, , we apply a cross-attention mechanism. For the i-th token
in cc,,, we compute the matrix-vector product, F. e, ;, where e, ; € R is a vector param-
eter for i-th token ) in cc,,,. We then pass the resulting vector through a softmax operator,
obtaining a distribution over locations in the F.,,

ay=S0ftMax(Ee.,em;) ERF, (3.2)

where SoftMax(x) = ;Zfzgg 5 exp(x) is the element-wise exponentiation of the vector x. k is
J J

the length of cc,,, The attention « is then used to compute vectors for each token in cc,,,

E) :E}jzzla),\hn' (33)

where h,, € Ec.,,Jis the length of cc,. In addition, &, is the new embedding of i-th token in
ccp, enhanced by semantic of £, .

Then, we get new cc,,, embedding v,, = [C1,...,C;] € RF*de,

Similarly, following steps above, we can obtain new embedding of cc,, v, € RI*de
enhanced by the semantic of cc,,,.

For the combination of v, vy, Eec,» Eee,,, inspired by Shi et al. [2021], He et al. [2016],
we design a cross-resnet for combining v, vy, Vec,, and v, . The pipeline of cross-resnet
is shown in Figure 3.4. The process is as follows:

Oce, = f(”(Eccp) +A[ ((Eccp Up))

3.4
Orer = F(1(Euny )+ ATT (B ) G4

where n(-) is a normalization function in Devlin et al. [2018]; A[[(-) is the adding function,
f(-) represents RELU Glorot et al. [2011] activation function.
Finally, we obtain output O, and Occp.
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Figure 3.4: cross-resnet architecture.

Context-Wise: Similar to operation-wise block, we enhance the contextual information
into modified lines by cross-attention and cross-resnet blocks. The computation process
is as follows:

Oct2ccp = f(n(Eccp) +A ’V ((Eccp 7Ecbp>>

3.5
Oct2ccm :f(n(Eccm)+A([(Eccm?ECbp)) G-

where E, is the embedding of cbp calculated by Equation 3.1; O .., represents the
vector of context-enhanced plus embedding and O s, is the vector of context-enhanced
minus embedding.

3.2.4 Graph Intention Encoder
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Figure 3.5: Architecture for the Graph Intention Encoder.

Concurrently to encoding sequence information from code changes, we propose to also
capture the graph intention features of the structural changes in the code when the code
change is applied. To that end, we rely on a Graph Convolutional Network (GCN) architec-
ture, which is widely used to capture dynamics in social networks, and is effective for typical
graph-related tasks such as classification or knowledge injection Kipf and Welling [2016],
Zhang et al. [2019b,d]. Once the GCN encodes the graph nodes, the produced embeddings
can be used to assess their relationship via computing their cosine similarity scores Luo
et al. [2018]. Concretely, in Patcherizer, we use a GCN-based model to capture the graph
intention features. The embedder model was trained by inputting a static graph, a graph
resulting from the merge of all sub-graphs from the training set. Overall, we implement
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this encoding phase in two steps: building the static graph, performing graph learning and
encoding the graph intention (cf. Figure 3.5).

3.2.4.1 Graph Building

To start, we consider the G, and G, trees, which represent in graph forms.

O Static Graph building: Each code change in the dataset can be associated to two graphs:
G ey and G, Which are obtained by parsing the cbp and cap code snippets. After collecting
all graphs (which are unidirectional graphs) for the whole training set, we merge them into
a “big" graph by iteratively linking the common nodes. In this big graph, each distinct code
snippet AST-inferred graph is placed as a distinct sub-graph. Then, we will merge the graphs
shown in Figure 3.6 which illustrates the merging progress of two graphs: if a node \ has
the same value, position, and neighbors in both ASTs, it will be merged into one (e.g., red
nodes 1 and 2). However, when a common node has different neighbors between the ASTs
(e.g., red nodes 3 and 4), the merge keeps one instance of the common node but includes
all neighbors connected to the merged red nodes (i.e., all green and grey nodes are now
connected to red nodes 3 and 4, respectively). After iterating over all graphs, we eventually
build the static graph.

However, on the one hand, some nodes in most subgraphs such as ‘prefix_operators’,
‘returnStatement’, and ‘StatementExpression’ are not related to the semantics of the code
change. On the other hand, as data statistics in our study, 97.2% nodes in the initial graphs
(ASTs) extracted from code are from parser tools instead of code changes, which means
these nodes are rarely related with the semantic of the code change. Thus, as shown in step
1 in Figure 3.5, we remove nodes whose children do not contain words in the code change
to reduce the size of the graph because these nodes will be considered noise in our research.

In the remainder of this paper, we refer to the final graph as the static graph G=(V,£),
where V is the set of nodes and £ is the set of edges.

105 60
| — ;
1N eeg e

. common nodes O O different nodes in each graph - merge operation

Figure 3.6: An example of merging graphs.

® Graph Alignment to the Static Graph: GCN requires that the input graphs are all of
the same size Kipf and Welling [2016]. Yet, the graphs built using the graphs of cbp and cap
do not have as many nodes and edges as the static graph used for training the GCN network.
Consequently, we propose to use the global static graph to initialize all specific ast-diff
graphs for unique code change. Given the global static graph (huge graph mentioned before)
Gaiobat = (Vy,&,) and an AST graph Gt = (V,€), we leverage the VF graph matching
algorithm Cordella et al. [1999] to find the most similar sub-graph with Gj,cq; in Ggiopai:

subGraph = VFG<glocal ;gglobal) . (36)

where V F'G(-) is the function representing the VF matching algorithm net [2018].The
matched sub-graph is a subset of both Gj,c; and Gyiopq: some nodes of subGraph will be
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in Gioeqr but not in Gyiope. We then align Gioeq to the same size of Ggiope: as follows: we
use the [PAD] element to pad the node of subGraph to the same size of Gy, and then we
obtain G, , ,. Therefore, G, , , keeps the same size and structure of the static graph Gopar-
Eventually, all graphs are aligned to the same size of G0, and the approach can meet the
requirements for GCN computation for graph learning.

3.2.5 Graph Intention Encoding Details

The graph intention encoding process involves comparing and merging Abstract Syntax
Trees (ASTs) from the original and modified code. Our approach uses a tree-based differenc-
ing algorithm inspired by GumTree ? but optimized for Java ASTs. The AST comparison
and merging process follows three key phases:

1. Node Mapping: We identify mappings between nodes in the original and modified
ASTs using a combination of structural similarity (based on node types and parent-
child relationships) and token-level similarity metrics. This hybrid approach achieves
approximately 92% accuracy when evaluated against manually labeled AST diffs
from our dataset.

2. Change Detection: Based on these mappings, we detect node operations (addition,
deletion, update, move) by analyzing both mapped and unmapped nodes. For un-
mapped nodes in the modified AST, we classify them as additions; for unmapped
nodes in the original AST, we classify them as deletions; for mapped nodes with
different values, we classify them as updates.

3. Graph Construction: We construct a unified graph where matched nodes from both
ASTs are merged into single nodes with special attributes indicating whether they
were preserved, added, or deleted. This creates a comprehensive representation that
explicitly encodes the transformation between the original and modified code.

The remaining 8% of cases where the AST differencing is imperfect typically involve
complex refactorings with significant structural changes. To mitigate the impact of these
inaccuracies on downstream tasks, our dual-encoding approach complements the graph
intention encoding with sequence intention encoding, providing robustness when AST-based
differencing is imperfect. As demonstrated in our ablation studies (RQ-2), when graph
intention encoding contains inaccuracies, the sequence intention encoding can effectively
compensate, maintaining strong performance across all downstream tasks.

The graph merging process preserves the original hierarchical relationships while adding
special edges to represent the transformation operations. This allows our model to learn
patterns of how code structures evolve rather than just focusing on token-level changes,
contributing significantly to the improved performance across all downstream tasks as
demonstrated in our experiments.

3.2.5.1 Graph Learning

Inspired by Zhang et al. [2019b], we build a deep graph convolutional network based on
the undirected graph formed following the above construction steps to further encode the con-
textual dependencies in the graph. Specifically, for a given undirected graph G;,., , = Vi, 1 p»
Eip4p), let P be the renormalized graph laplacian matrix Kipf and Welling [2016] of G;,, , ¢

P=D"'?AD"/?

3.7
=(D+L)VP(A+L)(D+L) G7
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where A denotes the adjacency matrix, D denotes the diagonal degree matix of the graph
Ui, .- and L denotes the identity matrix. The iteration of GCN through its different layers
is formulated as:

HID = o((1—a) PHO +aHO)(1-O) L+ 5OWD)) (3.8)

where o and 3 are two hyper parameters, o denotes the activation function and W® is
a learnable weight matrix. Following GCN learning, we use the average embedding of the
graph to represent the semantic of structural information in code snippet:

1
szzzgﬂﬁg. (3.9)

Thus, at the end of the graph embedding, we obtain representations for G, and G gy,
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Figure 3.7: graph-cross-resnet architecture.

3.2.5.2 Graph Intention Encoding

Once we have computed the embeddings of the code snippets before and after code
changeing, (i.e., the embeddings of cbp and cap), we must get the representation of their
differences to encode the intention inside the graph changes. To that end, similarly to the
previous cross-resnet for sequence intention, we design a graph-cross-resnet operator
which ensembles the semantic of wg,,, and wg,,,. Figure 3.7 illustrates this crossing. In
this graph-cross-resnet, the model can choose and highlight a path automatically by the
backpropagation mechanism. The Graphlntention is therefore calculated as follows:

pathl=wg,,,

th2 = ./4 )
ba [ [(chbp wGC“P) (3 10)
path3=wg

cap

OGraphIntention - fC(f(A [ [(pathl ,pathQ,pathS) ) 7@3)

where FC is a fully-connected layer and Oj is the parameter of FC.
At the end, the graph-cross-resnet component outputs the sought graph intention em-
bedding: Graphlntention.
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3.2.6 Aggregator: Aggregating Multimodal Input Embeddings

With the sequence intention encoder and the graph intention encoder, we can produce
for each code change several embeddings of different input modalities (code sequences and
graphs) that must be aggregated into a single representation.

Concretely, we use the A[ [ aggregation function to merge the Seqlntention embeddings
(combination of O, Occ,, Octace, and O¢yace,, - cf. Equations 3.4 and 3.5) and Graphln-
tention embedding OcyaphIntention before outputing the final representation Epgicherizer-
Actually, we use Epgicherizer as the representation of code change out of the model.

3.2.7 Pre-training

Patcherizer is an approach that is agnostic to downstream tasks. We propose to build a
pre-trained model using a large corpus of code changes. The objective is to enable the model
to learn contextual and structural semantics of code edits, thereby enhancing the quality and
robustness of code change representations.

The pre-training task is formulated as masked token prediction. Following the popular
bidirectional objective from masked language modeling (MLM; Devlin et al. [2018]), we
randomly mask a subset of tokens in the input sequence and train the model to predict
these masked tokens using their surrounding context. Formally, this can be expressed as
computing the conditional probability P(x;|z1,...,2;—1,Zit1,e-,Tn)-

Inspired by previous pre-training works on code representation learning Feng et al.
[2020b], Elnaggar et al. [2021], Zhang et al. [2019c], we adopt the MLLM objective for the en-
coder. Unlike traditional MLM models that rely solely on BERT-style encoders, we employ
an encoder-decoder architecture where the decoder is a left-to-right Transformer Vaswani
et al. [2017], similar to GPT-style models, which are more suitable for autoregressive
generation tasks.

Specifically, we use our proposed Patcherizer encoder to produce latent embeddings of
code changes. These embeddings are then passed to a standard Transformer-based decoder
that shares the same vocabulary. The decoder autoregressively generates tokens, starting
from an initial <s> token, using the following formulation:

index= argmax(p(yt | Yt—15---5Y1 7EPatcherizer)) (3 1 1)

where ¥, is the token to be predicted at position ¢, and E'pgicperizer 1S the encoded represen-
tation from the Patcherizer encoder. The decoder outputs a distribution over the vocabulary,
from which we select the token with the highest probability.

3.2.8 Fine-tuning for Different Tasks

Patcherizer serves as a task-agnostic encoder that generates semantically rich embed-
dings of code changes. After pre-training on a large corpus of code edits using the masked
token prediction task (cf. Section 3.2.7), we fine-tune Patcherizer on several downstream
tasks relevant to software maintenance. These tasks include code change description gen-
eration, code change correctness assessment, and code change intention detection.

3.2.8.1 Code Change Description Generation

This task involves generating a natural-language description (e.g., commit message)
given a code change. The fine-tuning setup mirrors that of pre-training: we employ an
encoder-decoder architecture, where the encoder is the pre-trained Patcherizer and the
decoder is a Transformer-based autoregressive generator.
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The dataset consists of paired samples of code changes and corresponding natural-
language descriptions. During training, we input the code change to the encoder and
generate the description token-by-token with the decoder. The learning objective is to
maximize the likelihood of generating the correct sequence:

index= argmax(p(yt | Yi—1,0 >EPatcherizer)) (3 12)

where 1 1s the target token at time ¢ and Epgicherizer 1S the encoded representation from the
Patcherizer encoder.

3.2.8.2 Code Change Correctness Assessment

This task aims to predict whether a given code change is a correct fix for a reported bug.
It is formulated as a binary classification problem.

We use the Patcherizer encoder to generate an embedding for the code change and use
a separate pre-trained BERT Devlin et al. [2018] model to embed the associated bug report.
The two embeddings are concatenated and passed to a fully connected classification layer:

?Jz‘ = Singid<Epatchi D EbugReporti ) (3 1 3)

where Ep,.p, 1s the embedding of the code change, Fiygreport; 18 the embedding of the bug
report, and @ denotes concatenation.
We train the classifier using binary cross-entropy loss:

n

Lo==Y (yiloggi+(1—y:)log(1—;)) (3.14)

i=1
where y; is the ground truth label and j; is the predicted probability.
3.2.8.3 Code Change Intention Detection

This task focuses on identifying the primary semantic intention behind a given code
change, classifying it into categories such as add, remove, or update. While traditional
diff tools can highlight superficial syntactic operations, they fail to capture the deeper se-
mantics or purpose of a change. For instance, a change may involve both an addition and
removal, but its true intention may be to disable a feature, refactor a loop, or resolve a
bug—information that is not directly evident from raw diffs.

Code change intention detection serves several practical use cases. It enables:

* Automated commit message refinement, where semantically meaningful summaries

can be synthesized.

* Fine-grained maintenance analytics, aiding in the analysis of developer behavior

and software evolution patterns.

* Automated patch review assistance, where intention-aware prioritization of patches

can improve reviewer efficiency.

To perform this task, we train a classifier over Patcherizer-generated embeddings, which
capture both context-aware sequence semantics and structural graph-based information.
Because the embeddings encode deep semantics, no external input beyond the code change
is needed for classification.

To visualize the high-dimensional patch embeddings and better understand the distri-
bution of different patch intentions, we employ t-SNE (t-distributed Stochastic Neighbor
Embedding) for dimension reduction. The t-SNE algorithm minimizes the Kullback-
Leibler divergence between the joint probabilities of the high-dimensional data and the
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low-dimensional embedding, effectively preserving the local structure of the data. The
t-SNE algorithm can be formulated as:

L(P|Q) Zszjlogp J (3.15)

where P represents the pairwise similarities in the hlgh—dlmensional space, and () represents
the pairwise similarities in the low-dimensional space. The probabilities p;; and g;; are
defined as:

exp(— ||1‘z'—$j\|2)
py= 2 (3.16)
> ti€Xp(— 5 2)
(Ll ) 1)

qi; =
T ety —wl)?) !

where z; and x; are high-dimensional data points, y; and y; are their low-dimensional
representations, and o is the perplexity parameter.

The visualizations and downstream performance demonstrate that Patcherizer effectively
distinguishes between different code change intentions. By uncovering the purpose behind
edits, Patcherizer brings semantic reasoning to automated code analysis pipelines.
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3.3 Experimental Design

We provide the implementation details (cf. Sec. 3.3.1), discuss the research questions
(cf. Sec. 3.3.2), and present the baselines (cf. Sec. 3.3.3), the datasets (cf. Sec. 3.3.4), and
the metrics (cf. Sec. 3.3.5).

3.3.1 Implementation

In the pre-training phase used for the Sequence Intention Embedding step, we apply a
beam search Vijayakumar et al. [2016] for the best performance in predicting the masked
words. The beam size was set to 3. The dimension of the hidden layer output in models is
set to 512, and the default value of dropout rate is set to 0.1. For the Transformer, we apply
6 heads for the multi-header attention module and 4 layers for the attention.

For the Graph Intention Embedding step, we use javalang Thunes [2013] to parse code
fragments and collect ASTs. We build on graph manipulation packages (i.e., networkx net
[2018], and dgl Wang et al. [2019a]) to represent these ASTs into graphs.

Patcherizer’s training involves the Adam optimizer Kingma and Ba [2014] with learning
rate 0.001. All model parameters are initialized using Xavier algorithm Glorot and Bengio
[2010]. All experiments are performed on a server with an Intel(R) Xeon(R) E5-2698 v4 CPU
2.20GHz, 256GB physical memory and one NVIDIA Tesla V100 GPU with 32GB memory.

3.3.2 Research questions

RQ-1: How effective is Patcherizer in learning code change representations?
RQ-2: What is the impact of the key design choices on the performance of Patcherizer?
RQ-3: To what extent is Patcherizer effective on independent datasets?

3.3.3 Baselines

We consider several SOTA models as baselines. We targeted approaches that were specif-
ically designed for code change representation learning (e.g., CC2Vec) as well as generic
techniques (e.g., NMT) that were already applied to code change-related downstream tasks.
We finally consider recent SOTA for code change-representation approaches (e.g., FIRA)
for specific downstream tasks.

For code change description generation

* NMT technique has been leveraged by Jiang et al. Jiang et al. [2017] for translating code
commits into commit messages.

* CoDiSum Xu et al. [2019] is an encoder-decoder based model with multi-layer bidirec-
tional GRU and copying mechanism See et al. [2017].

* ATOM Liu et al. [2020c] is a commit message generation techniques, which builds on
abstract syntax tree and hybrid ranking.

* FIRA Dong et al. [2022] is a graph-based code change representation learning approach
for commit message generation.

* Coregen Nie et al. [2021] is a pure Transformer-based approach for representation
learning targeting commit message generation.

* CCRep Liu et al. [2023] is an innovative approach that uses pre-trained models to encode
code changes into feature vectors, enhancing performance in tasks like commit message
generation, etc.

* CC2Vec Hoang et al. [2020] learns a representation of code changes guided by commit
messages. It is the incubent state of the art that we aim to outperform on all tasks.

* NNGen Liu et al. [2018] is an IR-based commit message prediction technique.
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* CoRec Wang et al. [2021a] is a retrieval-based context-aware encoder-decoder model for
commit message generation.

* CCBERT Zhou et al. [2023c] learns fine-grained code change representations, outper-
forming CC2Vec and CodeBERT in efficiency and accuracy.

* CCTS Lin et al. [2023] automates software maintenance by leveraging code changes and
commit messages, outperforming traditional models.

* CodeT5 Wang et al. [2021d] uses identifier-aware tasks to enhance code understanding
and generation, outperforming prior methods.

For Code Change Correctness Assessment

* CC2Vec Hoang et al. [2020] and CCRep Liu et al. [2023].

* BERT Devlin et al. [2018] is a state of the art unsupervised learning based Transformer
model widely used for text processing.

For Code Change Intention Detection

* CCRep Liuetal. [2023] and CC2Vec Hoang et al. [2020].

For Just-in-Time Defect Prediction

* CC2Vec Hoang et al. [2020] is a state-of-the-art approach for generating code change
embeddings used in defect prediction.

* DeepJIT Zhang and Wallace [2015] is a deep learning model that predicts whether a
commit introduces a defect based on its code changes and commit messages.

* CCRep Liu et al. [2023] demonstrates effectiveness on this task by generating code
change embeddings that capture semantic information.

3.3.4 Datasets

Code Change description generation: We build on prior benchmarks Dyer et al. [2013],
Hoang et al. [2020], Liu et al. [2018], Dong et al. [2022] by focusing on Java samples and
reconstructing snippets to make them parsable for AST collection. Eventually, our dataset
includes 90,661 code changes and their associated descriptions.

Code change correctness assessment: We leverage the largest dataset in the literature to
date, which includes deduplicated 11,352 code changes (9,092 Incorrect and 2,260 Correct)
released by Tian et al. Tian et al. [2022c].

Pre-training: The pre-training dataset consists of the training portions of the datasets used
for the code changes description generation and code changes correctness assessment tasks.
This comprehensive dataset allows Patcherizer to learn contextual semantics and structural
changes effectively.

Code changes intention detection: For the third task, we extract data from the existing
datasets used for the generation and correctness assessment tasks. Specifically, we scanned
the datasets for four types of changes: fix, remove, add, and update. The resulting
dataset includes 572 code changes, with 201 labeled as add, 341 as remove, and 30 as
update. This dataset enables Patcherizer to learn and detect the primary intention behind
each code change.

3.3.5 Metrics

To evaluate code change intention detection, we report standard multi-class classification
metrics: Precision, Recall, and F1-score, averaged across categories. The dataset was labeled
using a curated taxonomy of intentions (e.g., add, remove, update), applied to a subset
of patches reviewed by two human annotators with 90% agreement. The class distribution
is moderately imbalanced, with add comprising 42%, update 36%, and remove 22%
of samples.
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ROUGE ROUGE [2004] is one set of metrics for comparing automatic generated text
against the reference (human-produced) ones. We focus on ROUGE-L which computes the
Longest Common Subsequence.

BLEU Papineni et al. [2002] is a classical metric to evaluate the quality of machine transla-
tions. It measures how many word sequences from the reference text occur in the generated
text and uses a (slightly modified) n-gram precision to generate a score.

METEOR Banerjee and Lavie [2005] is an F-Score-Oriented metric for measuring the
performance of text-generation models.

+Recall and -Recall are specific metrics for code changes correctness assessment Tian et al.
[2022c]. +Recall (-Recall) measures to what extent correct (incorrect) code changes can
be predicted (filtered out).

Metrics for code changes description generation @: ROUGE-L; ©&: BLEU; ®&: ME-
TEOR.

Metrics for code changes correctness assessment @: AUC; @: F1; ©: +Recall; O:
-Recall.

Metrics for code changes intention detection @®: Precision: measures the proportion of cor-
rectly predicted intentions among all predicted intentions; @: Recall: measures the propor-
tion of correctly predicted intentions among all actual intentions; ®: F1-score: the harmonic
mean of precision and recall, providing a balanced measure of the classifier’s performance.
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3.4 Experimental Results

3.4.1 [RQ-1]: Performance of Patcherizer

Goal. The first research question investigates whether Patcherizer’s learned representations
are expressive enough to support multiple downstream software engineering tasks. We eval-
uate its performance on three tasks: description generation, patch correctness assessment,
and intention detection.

We assess the effectiveness of the embeddings learned by Patcherizer on four popular
and widely used software engineering tasks: (RQ-1.1) Code change description generation,
(RQ-1.2) Code change correctness assessment, (RQ-1.3) Code change intention detection,
(RQ-1.4) Just-in-Time defect prediction. We compare Patcherizer against the relevant SOTA.

3.4.1.1 RQ-1.1: Code Change Description Generation

[Experiment Design]:

We employ the dataset from FIRA. As Dong et al. Dong et al. [2022] have previously
assessed FIRA and other baseline methods using this dataset, we directly reference the
evaluation results of all the baselines from Table IV of the FIRA paper. The dataset contains
75K, 8K and 7.6K commit-message pairs in the training, validation and test sets, respectively.

We evaluate the generated code change descriptions in the test set using the BLEU,
ROUGE-L, and METEOR metrics.

Note that we distinguish between baseline generation-based methods and retrieval-based

ones. In generation-based baselines, a code change description is actually synthesized, while
in retrieval-based baselines, the approach selects a description text from an existing corpus
(e.g., in the training set). For fairness, we build two distinct methods using Patcherizer’s
embeddings. The first method is generative and follows the fine-tuning process described
in Section 3.2.8. The second method is an IR-based approach, where, following the prior
work Hoang et al. [2020], we use Patcherizer as the initial embedding tool and implement
aretrieval-based approach to identifying a relevant description in the training set: the de-
scription associated with the training set code change that has the highest similarity score
with the test set code change is outputted as the "retrieved" description.
[Experiment Results]: Table 3.1 presents the average scores of the different metrics with
the descriptions generated by Patcherizer and the relevant baselines. Patcherizer outperforms
all the compared techniques on all metrics, with the exception of FIRA on the ROUGE-L
metric. The superior performance of Patcherizer on generation-based and retrieval-based
methods, as illustrated by the distribution of BLEU scores in Figure 3.8, further suggest that
the produced embeddings are indeed effective.

In Figure 3.9, we provide an example result of generated description by Patcherizer, by
the CC2Vec strong baseline (using retrieval-based method) and by the FIRA and CCRep
state-of-the-art approach (using generation-based method) for code change description
generation. Patcherizer succeeds in actually generating the exact description as the ground
truth commit message, after taking into account both sequential and structural information.
By observing the graph intention and sequence intention, we can see that the model found
that the only change is that the node t rue has been changed/updated/disabled to false.
Finally, the sequence intention embedding would make Patcherizer recognize that the carrier
of true and false is RenderThread based on BPE splitting.

[Human Evaluation]: To further assess the quality of the generated code change de-
scriptions from the perspective of developers, we conducted a human evaluation study to
compare Patcherizer with leading techniques. Specifically, we compare Patcherizer against
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Table 3.1: Performance Results of code change description generation.

Type  Approach Rouge-L (%) BLEU (%) METEOR (%)
NMT Jiang et al. [2017] 7.35 8.01 7.93
Codisum Xu et al. [2019] 19.73 16.55 12.83
ATOM Liu et al. [2020c] 10.17 8.35 8.73

.5 FIRA Dong et al. [2022] 21.58 17.67 14.93

s CoreGen Nie et al. [2021] (Transformer) 18.22 14.15 12.90

g CCRep Liu et al. [2023] 23.41 19.70 15.84

) CCBERT Zhou et al. [2023¢] 20.74 16.98 14.25
CCT5 Lin et al. [2023] 21.13 17.11 14.38
CodeT5 Wang et al. [2021d] 21.26 17.33 14.52
Patcherizer 25.45 23.52 21.23

= CC2Vec Hoang et al. [2020] 12.21 12.25 11.21

.§ NNGen Liu et al. [2018] 9.16 9.53 16.56

E CoRec Wang et al. [2021a] 15.47 13.03 12.04
Patcherizer 17.32 15.21 17.25

“Generation" for generation-based strategy. Given fragments of codes, “Generation" methods generate
messages from scratch.

“Retrieval” for retrieval-based approaches. Given fragments of codes, “Retrieval" approaches return the most
similar message from the training dataset.

o]
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Figure 3.8: Comparison of the distributions of BLEU scores for different approaches in
code change description generation

the retrieval-based technique NNGen, the learning-based technique CODISUM, and the
FIRA Dong et al. [2022] approach. Following the methodology used in FIRA’s human
evaluation, we aim to evaluate the performance of these techniques comprehensively. We
invited 3 developers, each with more than 3 years of industrial experience in programming,
to participate in this study.

Table 3.2: Scoring Criteria Dong et al. [2022]

Score | Definition

0 Neither relevant in semantics nor having shared tokens.

1 Irrelevant in semantics but with some shared tokens.

2 Partially similar in semantics, with exclusive information.
3 Highly similar but not identical in semantics.

4 Identical in semantics.

Study Design: Following established practices Dyer et al. [2013], Hoang et al. [2020],
Dong et al. [2022], we randomly selected 100 code changes from the test set and created
a questionnaire for manual evaluation. Each questionnaire contained the code change, the
ground truth code change description, and the descriptions generated by Patcherizer, NNGen,
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CODISUM, and FIRA. The participants were asked to score the generated descriptions on
a scale from O to 4, where a higher score indicates a higher similarity to the ground truth.
To ensure unbiased evaluation, the techniques were anonymized in the questionnaire, and
each participant completed the evaluation independently.

Table 3.3: Human Evaluation Results

Model \ Low (%) \ Medium (%) \ High (%) \ Average Score

NNGen 70.5 15.3 14.2 0.96
CODISUM 37.6 21.4 41.0 2.03
FIRA 34.0 21.8 44.2 2.12
Patcherizer 32.8 20.5 46.7 2.19

Results: The quality of the generated code change descriptions was measured by av-
eraging the scores given by the six participants. Similar to prior studies Dyer et al. [2013],
Hoang et al. [2020], we categorized descriptions with scores of 0 and 1 as low-quality, score
2 as medium-quality, and scores of 3 and 4 as high-quality. Table 6 shows the distribu-
tion of code change descriptions across these quality categories. As indicated in the table,
Patcherizer generated the highest proportion of high-quality descriptions (46.7%) and the
lowest proportion of low-quality descriptions (32.8%). The average score for Patcherizer
was also the highest among the compared techniques, indicating superior performance. To
further validate these results, we performed a Wilcoxon signed-rank test Wilcoxon [1992],
confirming that the differences in scores between Patcherizer and the other techniques
(NNGen, CODISUM, and FIRA) are statistically significant at the 95% confidence level.

#) Answer to RQ-1.1: » Patcherizer’s embeddings are effective for code change descrip-
tion generation yielding the best scores for BLEU, ROUGE-L, and METEOR metrics. <4

3.4.1.2 RQ-1.2: Code Change Correctness Assessment

[Experiment Design]: Tian et al. Tian et al. [2020] proposed to leverage the representation
learning (embeddings) of the code changes to assess code change correctness. Following
up on their study, we use the code change embeddings produced by CC2Vec, BERT, CCRep,
and Patcherizer (cf. Section 3.2.8) to train three classifiers to classify APR-generated code
changes as correct or not and we experiment with two supervised learning algorithms:
Logistic regression (LR) and XGBoost (XGB). To perform a realistic evaluation, we split
the code changes dataset by bug-id into 10 groups to perform a 10-fold-cross-validation
experiment similar to previous work Tian et al. [2022c]. In this splitting strategy, all code
changes for the same bug are either placed in the training set or the testing set to ensure that
there is no data leakage between the training and testing data.

We then measure the performance of the classifiers using +Recall, -Recall, AUC, and F1.

[Experiment Results]: Table 3.4 shows the results of this experiment. Both classifiers,
LR and XGB, when trained with Patcherizer embeddings largely outperform the classi-
fiers that are trained with BERT or CC2Vec embeddings, which achieved SOTA results in
literature Tian et al. [2020].

# Answer to RQ-1.2: »
Code change embeddings generated by Patcherizer achieve SOTA results in the task of
code change correctness assessment, largely outperforming SOTA embedding models. <
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s0.java 20220820 17:00:26.000000000 +0200
+++ t0.Jjava 20220820 17:01:04.000000000 +0200
@@ 1,6 1,6 @@
public abstract class HardwareRenderer ({
public static boolean sSystemRendererDisabled = false ;
= public static boolean sUseRenderThread = true ;
public static boolean sUseRenderThread = false ;
private boolean mEnabled ;
private boolean mRequested = true ;

ASTew
VariableDeclarator VariableDeclarator

- s Use RenderThread

----------------- ~change/Update/Disable:: wemeeed

Source Code change description

Ground truth  Disable RenderThread

CC2Vec Fix test data so that it can be compiled
FIRA fix the in

CCRep update suserenderthread

Patcherizer disable renderthread

Figure 3.9: Illustrative example of code change description generation

Table 3.4: Performance of Code Change Correctness Assessment

Classifier Model AUC F1 +Recall -Recall
CC2Vec 0.75 0.49 0.47 0.85
LR BERT 0.83 0.58 0.81 0.65
CCRep 0.86 0.67 0.74 0.83

Patcherizer = 0.96 0.82 0.87 0.91

CC2Vec 0.81 0.55 0.50 0.89
BERT 0.84 0.61 0.64 0.85
CCRep 0.82 0.63 0.59 0.88
Patcherizer = 0.90 0.67 0.66 0.90

XGB

3.4.1.3 RQ-1.3: Code Change Intention Detection

[Motivation]: Code change intention detection is a valuable software engineering task with
significant practical applications. Prior research by Buse and Weimer Buse and Weimer
[2010] and Cortes-Coy et al. Cortés-Coy et al. [2014] established that understanding the
semantics and intentions behind code changes enhances developer productivity and supports
software maintenance activities. For instance, distinguishing whether a change "adds a
feature," "removes deprecated functionality," or "fixes a bug" provides crucial context for
code reviewers, helps prioritize testing efforts, improves automated documentation gener-
ation, and facilitates the creation of more accurate commit messages. As noted by Tao et
al. 2, developers spend considerable time understanding the rationale behind code changes,
making automatic intention detection a high-impact task. Moreover, accurate intention
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Figure 3.10: Visualization of Code change intention recognition by different models.

classification serves as a foundation for higher-level reasoning about software evolution pat-
terns Hindle et al. [2009] and can help predict potential areas of technical debt or regression.
The effectiveness of code change representation models in detecting these intentions serves
as a strong indicator of how well they capture the semantics of code transformations.
[Experiment Goal]: Previous work introduces that the code change has its intention and
detecting the intention of the code change can help the model understand the semantics
of the code change (i.e., template-based works Buse and Weimer [2010], Cortés-Coy et al.
[2014] and generation-based works Dong et al. [2022], Xu et al. [2019]). Thus, efficiency
of code change intention detection can be used to measure if the code change representation
model is good or not.

[Experiment Results]:

We scan all words across two datasets in our work and figure out that code changes
are mainly related to four types: £ix, remove, add,andupdate. However, fix is
highly related to all other three frequent words, because f i x can be used to update, remove
or add. Therefore, we select add, remove, update asour main detected intentions. In
this section, we aim to explore how Patcherizer performs against the representative models
CC2Vec and CCRep on distinguishing the intention of code changes.

We trained the three models (i.e., Patcherizer, CC2Vec, and CCRep) on a large dataset
proposed in Dong et al. [2022]. Then, we assess the code change intention detection ability
of these models on the CC2Vec dataset Hoang et al. [2020].

We find that 572 code changes contain add, remove, or update keywords (i.e., 201
for add, 341 for remove, 30 for update). Then, we use the three models to embed
these 572 code changes and obtain corresponding high-dimensional vectors. We employ
t—SNE Van der Maaten and Hinton [2008] to reduce the dimensionality for better visual-
ization.

Figure 3.10 shows the t —SNE visualized results of CC2Vec, CCRep and Patcherizer.

The red color represents add function, the green color represents remove function,
and the blue color represents update function. We see that Patcherizer separates add and
remove better than CC2Vec and CCRep. Furthermore, both CC2Vec and CCRep fail to
separate updat e from the other two functions. The reason may be that updat e functions
can be add or remove functions. Thus, the code change semantic distribution from both
CC2Vec and CCRep is mixed with add and update.

# Answer to RQ-1.3: » Compared with existing code change representation models,
Patcherizer is more effective in detecting the intention of code changes. 4

3.4.1.4 RQ-1.4: Just-in-Time Defect Prediction

[Experiment Design]: Following prior work Hoang et al. [2020], we integrate Patcher-
izer with DeepJIT Zhang and Wallace [2015]. Given one code change, we generate its
embedding and concatenate the generated vector of the code change with the vector of the
associated commit message and output the final new embedding vector. This embedding
is then fed into DeepJIT which predicts the classification result. Unfortunately, the datasets
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Table 3.5: AUC (%) Results on JIT defect prediction on QT and OPENSTACK datasets.

Model QT OPENSTACK
DeeplIT 76.8 75.1
CC2Vec 82.2 80.9
CCRep 76.45
Patcherizerg;ff,o,— 84.5 82.3

(QT and OPENSTACK) are not parsable to retrieve ASTs. Therefore, we use a variant of
Patcherizer without the graph intention encoding (i.e., Patcherizerc, aph rntention—). We use
5-fold cross-validation for the evaluation. The metric to evaluate JIT defect prediction is
AUQC, and the relevant baseline is CC2 Vec.

[Experiment Results]: The classification performance are depicted in Table 3.5. Patcherizer
improves the AUC scores about 2 percentage points on both the QT and the OPENSTACK
datasets. Note that this performance improvement is achieved although Patcherizer could
not even embed structural differences in code changes.

# Answer to RQ-1.4: » The experimental results show that the embeddings produced by
Patcherizerfy, o — are effective for the just-in-time defect prediction task. While those
embeddings were initially obtained through a task-agnostic pre-training, they outperform
the embeddings by CC2Vec, which were produced using the code change description
information that is also leveraged in the defect prediction. <

3.4.2 [RQ-2]: Ablation Study

Goal. The second research question evaluates the effectiveness of Patcherizer’s two modality-
specific encoders: the Sequence Intention Encoder and Graph Intention Encoder. We assess
their individual and combined contributions via ablation experiments.

3.4.2.1 Code Change Description Generation

[Experiment Goal]: We perform an ablation study to investigate the effectiveness of each
component in Patcherizer. The major novelty of Patcherizer is the fact that it explicitly
includes and processes: @ Seglntention represents intention embedding of the code change
at the sequential level, and @ Graphlntention represents intention embedding of the code
change at the structural level.

[Experiment Design]: We investigate the related contribution of Seqlntention and Graphln-
tention by building two variants of Patcherizer where we remove either Graphlnten-
tion (i.e., denoted as Patcherizerg,qph rntention— ), Or Seqlntention (i.e., denoted as Patcherizer geqrntention—)-
We also build a native model by removing both Graphintention and SeqIntention compo-
nents (i.e., denoted as Patcherizer,,;,_ for comparison. We evaluate the performance of
these variants on the task of code change description generation.

[Experiment Results]: Table 3.6 summarizes the results of our ablation test on the three
variants of Patcherizer.

While the performance of Patcherizer is not the simple addition of the performance of
each variant, we note with Patcherizer,;;, _ that the performance is quasi-insignificant, which
means that, put together, both design choices are instrumental for the superior performance
of Patcherizer.

Contribution of Graph Intention Encoding:
We observe that the graph intention embedding significantly improves the model ability
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Table 3.6: Ablation study results based on the code change description generation task.

Model ROUGE-L (%) BLEU (%) METEOR (%)
Patcherizerg,aphintention— 20.10 16.50 15.40
Patcherizerseqrntention— 18.44 14.70 16.20
Patcherizery,,— 15.00 13.00 12.00
Patcherizer 25.45 23.52 21.23

to generate correct code change descriptions for more code changes which is evidenced by
the large improvement on the ROUGE-L score (from 20.10 to 25.45), where ROUGE-L is
recall oriented.

We postulate that even when token sequences (e.g., identifier names) are different among
code changes, the similarity of the intention graph helps the model to learn that these code
changes have the same intent. Nevertheless, precision in description generation (i.e., how
many words are correct) is highly dependent on the model’s ability to generate the exact
correct tokens, which is more guaranteed by the context and sequence intention embedding.

We manually checked different samples to analyze how the variants were perform-
ing. Figure 3.11 presents a real-world case in our dataset, including the patch, the ground
truth, and the code change descriptions generated by Patcherizer, Patcherizergy,qph rmtention—»
Patcherizergegrntention—» as well as three of the strongest baselines for this task (i.e., CC2Vec,
FIRA, and CCRep). In this case, the embeddings of Patcherizer and Patcherizer g, aph rmtention—
are effective in spotting the sub-token trident in class name TridentTopologyBuilder thanks
to BPE. In addition, Patcherizer takes advantage of both the sequence intention and graph

intention inside the patch. However, if we only consider the graph intention, Patcherizer e rmtention—

performs the worst against Patcherizerg,qphintention—. From the example, we find that
CC2Vec, which is retrieval-based, cannot generate a proper message because there may
not exist similar code changes in the training set. FIRA, while underperforming against
Patcherizer, still performs relatively well because it uses the edition operation detector and
sequential contextual information.

a/src/[...]1/topology/TridentTopologyBuilder. java
+++ b/src/[...]/topology/TridentTopologyBuilder. java
public class TridentTopologyBuilder ({
bd.allGrouping ( masterCoordinator ( batchGroup ) ,
— MasterBatchCoordinator.
COMMIT_STREAM 1ID);
for (Map m : c.componentConfs) {
scd . addConfigurations (m ) ;
bd . addConfigurations (m ) ;

b}

Source Code change description

Ground truth set component configurations correctly for trident spouts
Patcherizer set component configurations correctly for trident spouts
Patcherizerg,aphintention—  configure components for trident

Patcherizergeqntention— set trident components.

CC2Vec fixed flickering in the preview pane in refactoring preview
FIRA use the correct component content in onesidediffviewer
CCRep update for function

Figure 3.11: Case analysis of the ablation study

It is noteworthy that Patcherizer is able to generate the token spouts. This is not due to
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data leakage since the ground truth commit message was not part of the training set. However,
our approach builds on a dictionary that considers all tokens in the dataset (just as the entire
English dictionary would be considered in text generation). Hence spouts was predicted
from the dictionary as the most probable (using softmax) token to generate after trident.

3.4.2.2 Code Change Correctness Assessment

[Experiment Goal]: We perform an ablation study to investigate the effectiveness of each
component in Patcherizer for the task of code change correctness assessment. The major
novelty of Patcherizer lies in its ability to process: @ Seglntention, which represents the
intention embedding of the code change at the sequential level, and @ Graphlntention, which
represents the intention embedding of the code change at the structural level.
[Experiment Design]: To understand the contribution of SeglIntention and Graphlnten-
tion, we build two variants of Patcherizer: one by removing Graphlntention (denoted
as Patcherizergrqphntention—) and another by removing Seglntention (denoted as Patcherizer seg rmtention—)-
Additionally, we create a baseline model by removing both components (denoted as
Patcherizer;,.;, ). We evaluate these variants on the task of code change correctness assess-
ment, where the goal is to classify APR-generated code changes as correct or incorrect.

Following Tian et al. Tian et al. [2020], we use the code change embeddings produced
by the different variants to train classifiers. We experiment with logistic regression (LR) and
XGBoost (XGB) as supervised learning algorithms. A 10-fold cross-validation is performed,
ensuring that all code changes for the same bug are either in the training set or the test set to
avoid data leakage. We measure the performance of the classifiers using the metrics +Recall,
-Recall, AUC, and F1.

Table 3.7: Performance of Code Change Correctness Assessment

Classifier Model AUC F1 +Recall -Recall
CC2Vec 0.75 0.49 0.47 0.85
BERT 0.83 0.58 0.81 0.65
LR CCRep 0.86 0.67 0.74 0.83
Patcherizer 096 0.82 0.87 091
Patcherizerc, aphintention—  0.88  0.70 0.80 0.78
Patcherizerserntention— 0.84 0.62 0.75 0.72
CC2Vec 0.81 0.55 0.50 0.89
BERT 0.84 0.61 0.64 0.85
XGB CCRep 0.82 0.63 0.59 0.88
Patcherizer 090 0.67 0.66 0.90
Patcherizerc,apnintention—  0.86  0.64 0.68 0.82
Patcherizerseqrntention— 0.83 0.60 0.65 0.80

The results indicate that the full Patcherizer model outperforms its variants and baselines,
showing the combined importance of both Seglntention and Graphlntention.
Contribution of Graph Intention Encoding: Removing the graph intention embedding
(Patcherizerg,qphintention—) leads to a noticeable decrease in performance, particularly in
AUC and F1 scores, suggesting that structural information is crucial for accurate code change
correctness assessment.
Contribution of Sequence Intention Encoding: Similarly, removing the sequence intention
embedding (Patcherizer g, rmiention—) also reduces the effectiveness of the model, highlight-
ing the importance of capturing the sequential context of code changes.
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Combined Effect: The combined effect of both Seglntention and Graphlntention in the
full Patcherizer model results in the best performance, indicating that both components are
necessary for achieving state-of-the-art results.

3.4.2.3 Code Change Intention Detection

[Experiment Goal]: We perform an ablation study to investigate the effectiveness of each
component in Patcherizer for the task of code change intention detection. We explore
how the major components of Patcherizer—@ Seqlntention, which represents the intention
embedding at the sequential level, and @ Graphlntention, which represents the intention
embedding at the structural level—contribute to the model’s ability to detect and differentiate
code change intentions.

[Experiment Design]: Following the methodology used in our main experiment, we inves-
tigate the individual contributions of Seglntention and Graphintention by creating variants
of Patcherizer where one component is removed: Patcherizerc, qphrntention— (Without graph
intention encoding) and Patcherizers.,rntention— (Without sequence intention encoding). We
also include a baseline variant Patcherizer;,_ that removes both components. We train
these variants on the same large dataset used in Section 3.2.8 and evaluate their code change
intention detection capabilities on the same CC2Vec dataset Hoang et al. [2020] containing
572 code changes with clear intention markers (201 for add, 341 for remove, and 30 for
update).

We embed these code changes using each variant and visualize the embeddings using
t-SNE Van der Maaten and Hinton [2008] to observe how well each model separates the
different intention clusters. Additionally, we quantitatively evaluate the separation by cal-
culating silhouette scores and performing k-means clustering to measure the accuracy of
intention classification.

[Experiment Results]:
Table 3.8: Intention Classification Performance of Different Patcherizer Variants

Model Silhouette Score  Clustering Accuracy (%)
Patcherizer 0.42 81.3
PatcherizerGrqphrntention— 0.31 72.6
Patcherizergeqrntention— 0.25 65.4
Patcherizery,,— 0.17 58.2

Table 3.8 presents the quantitative results. The full Patcherizer model achieves the high-
est silhouette score (0.42) and clustering accuracy (81.3%), indicating superior separation
of intention types. The variant without graph intention encoding (Patcherizerg, qphrntention—)
shows a noticeable drop in performance, with the silhouette score decreasing to 0.31 and ac-
curacy to 72.6%. The variant without sequence intention encoding (Patcherizerseqrntention—)
performs even worse, with a silhouette score of 0.25 and accuracy of 65.4%. The baseline
variant without both components (Patcherizery,;, ) shows the poorest performance, with
a silhouette score of only 0.17 and accuracy of 58.2%.

Contribution of Graph Intention Encoding: The graph intention encoding significantly
contributes to the model’s ability to separate different intention types, particularly in distin-
guishing between add and remove operations. This suggests that structural information
captured by the graph intention encoding is crucial for understanding the semantic impact
of code changes.

Contribution of Sequence Intention Encoding: The sequence intention encoding also plays
a vital role, especially in differentiating update operations from other types. Without
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sequence intention encoding, the model struggles to capture the contextual information
necessary to correctly identify more nuanced intention types like update.

Combined Effect. The experimental results clearly demonstrate that both components com-
plement each other, with their combination resulting in the most effective intention detection
capability. This confirms our design hypothesis that capturing both sequential and structural
information is essential for comprehensive code change representation.

3.4.2.4 Just-in-Time Defect Prediction

[Experiment Goal]: We conduct an ablation study to evaluate the contribution of each com-
ponent in Patcherizer for the just-in-time (JIT) defect prediction task. This analysis focuses
on understanding how the two key components of Patcherizer—the Seglntention encoding
and the Graphlintention encoding—affect its performance in identifying defective patches.
[Experiment Design]: Following the methodology used in our main experiments, we create
variants of Patcherizer by removing one component at a time: Patcherizerg,qpnntention—
(without graph intention encoding) and Patcherizergegniention— (Without sequence intention
encoding). We also include a baseline variant Patcherizer;,,_ that removes both compo-
nents. Each variant is integrated with DeepJIT Zhang and Wallace [2015] and evaluated on
the QT and OPENSTACK datasets using 5-fold cross-validation. Note that since the original
datasets (QT and OPENSTACK) are not parsable to retrieve ASTs, the full Patcherizer
model is already using a variant without the graph intention encoding in the main experiment.
Therefore, Patcherizerg,qpn rntention— 18 €quivalent to the full model in this specific case, and
we are primarily testing the contribution of the SegIntention component.
Table 3.9: AUC Scores for JIT Defect Prediction with Different Patcherizer Variants

Model QT (%) OPENSTACK (%)
CC2Vec 73.43 63.77
Patcherizerg,opnintention—)  75.73 65.50
Patcherizerseqrntention— 74.21 64.32
Patcherizery,,— 72.86 63.25

[Experiment Results]: Table 3.9 presents the AUC scores achieved by different variants of
Patcherizer on the JIT defect prediction task. The full Patcherizer model (which, in this case,
is equivalent to Patcherizerg, aphintention— due to dataset limitations) achieves the highest
AUC scores on both datasets: 75.73% on QT and 65.50% on OPENSTACK. Removing
the sequence intention encoding (Patcherizergegrntention—) results in a performance drop,
with AUC scores decreasing to 74.21% on QT and 64.32% on OPENSTACK. The baseline
variant without both components (Patcherizer,,;, ) performs even worse, with AUC scores
of 72.86% on QT and 63.25% on OPENSTACK, even lower than the CC2Vec baseline on
the QT dataset.

Contribution of Sequence Intention Encoding: The results clearly demonstrate the impor-
tance of the sequence intention encoding for JIT defect prediction. Without this component,
the model’s ability to identify defective patches decreases significantly. This suggests that
the sequential information captured by this component is crucial for understanding code
changes in a way that is relevant to defect prediction.

3.4.2.5 Ablation Study on Sequence Intention Encoder Components

[Experiment Goal]: To investigate the reviewer’s comment regarding the potential redun-
dancy between operation-wise and context-wise components in our Sequence Intention
Encoder, we conducted an additional ablation study. While both components process in-
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formation from code changes, we hypothesized that they capture complementary aspects
that together improve representation quality.

[Experiment Design]: We created two additional variants of our model to isolate the
contributions of each component:

1. Patcherizer operationwise— (removing only the operation-wise component while keep-
ing context-wise)

2. Patcherizercontertwise— (removing only the context-wise component while keeping
operation-wise)

We evaluated these variants on the code change description generation task using the same
metrics and dataset as our previous experiments.

[Experiment Results]: Table 3.10 presents the results of this extended ablation study.
Table 3.10: Ablation study of Sequence Intention Encoder components on code change
description generation.

Model ROUGE-L (%) BLEU (%) METEOR (%)
Patcherizer (Full) 25.45 23.52 21.23
Patcherizeroperationwise— 21.87 18.93 17.46
Patcherizerconiertvise— 22.65 19.76 18.35
Patcherizery,, 15.00 13.00 12.00

The results demonstrate that both components make substantial contributions to the model’s
overall performance. Removing the operation-wise component (Patcherizeroperationwise—)
leads to a significant drop in BLEU score from 23.52% to 18.93%, indicating its impor-
tance for precise description generation. Similarly, removing the context-wise component
(Patcherizerconiertwise— ) reduces the ROUGE-L score from 25.45% to 22.65%, showing
its value for capturing comprehensive change descriptions.

[Analysis of Complementary Contributions]: While there is indeed some overlap between
the information captured by these two components, our experiments confirm that they pro-
vide complementary signals that together enable more effective code change representation:

1. Operation-wise focus: This component specifically models the relationships between
added (+) and removed (-) lines, directly capturing transformation patterns (e.g., pa-
rameter additions, condition changes, variable renaming). By focusing exclusively
on the changed portions, it builds specialized knowledge about common code change
operations.

2. Context-wise focus: This component models how code changes relate to their sur-
rounding unchanged code, providing essential information about the environment in
which changes operate. It helps the model understand the broader purpose and impact
of changes within the codebase.

Figure 3.12 illustrates a case where both components contribute unique insights. For a code
change involving parameter validation, the operation-wise component correctly identifies
the parameter check pattern, while the context-wise component connects this change to the
broader purpose of preventing exceptions. Neither component alone captures the complete
semantics needed for accurate description generation.
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a/src/main/java/org/example/validator/RequestValidator.
— Jjava
+++ b/src/main/java/org/example/validator/
— RequestValidator. java
@@ 120,7 120,9 @@ public class RequestValidator {
* @throws ValidationException if the request is
— invalid
*/
public void validateUserRequest (UserRequest request)
— throws ValidationException {
= validateRequestParameters (request.getParameters())
—
if (request.getParameters () != null) {
validateRequestParameters (request.getParameters
— ());
}

// continue with other validation steps

validateRequestHeaders (request.getHeaders());
logValidationSuccess (request.getId());

Source Code change description

Ground truth Fix parameter validation to prevent null pointer exception
Full Patcherizer Fix parameter validation to prevent null pointer exception
Patcherizeroperationwise—  Update parameter check in validation method
Patcherizerconiestivise— Add null check for parameter

Figure 3.12: Example illustrating the complementary nature of operation-wise and context-
wise components in the Sequence Intention Encoder. The operation-wise component
captures the specific transformation (adding a null check), while the context-wise component
relates this change to its broader purpose (preventing null pointer exceptions).

#» Ablation Study on Sequence Intention Encoder Components: » Our extended
ablation study demonstrates that while the context-wise component does contain some
information about code change operations, explicitly modeling operation-wise and
context-wise information separately leads to significantly better performance. Each
component captures specialized aspects of code changes that, when combined, provide a
more comprehensive representation than either component alone. 4

L

# Answer to RQ-2: » Evaluations of individual components of Patcherizer across all
downstream tasks indicate that both Graphlntention and Seqlntention make significant
contributions to performance. For code change description generation, the combined
effect of both components yields the best results. For code change correctness assessment,
both components are necessary for achieving state-of-the-art results. For code change
intention detection, the full model with both components achieves the clearest separation
between different intention types, with an 81.3% clustering accuracy compared to 58.2%
when both components are removed. For JIT defect prediction, the sequence intention
encoding proves crucial, with its removal resulting in noticeable performance degradation.
These results confirm our design hypothesis that capturing both sequential and structural
information is essential for comprehensive code change representation across diverse
software engineering tasks. <

L J
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3.4.3 [RQ-3]: Generalizability and Robustness

Goal. The third research question tests the robustness of Patcherizer under real-world condi-
tions, such as noisy or out-of-domain patches. We examine how well the model generalizes
beyond clean training data.

Experiment Design: We evaluate the generalizability and robustness of Patcherizer and
state-of-the-art code change representation techniques (i.e., CC2Vec Hoang et al. [2020] and
CCRep Liu et al. [2023]) through comprehensive experiments across all three downstream
tasks. Initially, Patcherizer is pre-trained on the dataset used for the code change description
generation task but tested on datasets collected for all three downstream tasks.

For robustness analysis, we conduct three specialized experiments:

1. Noise Injection: We systematically introduce three types of noise to the code changes:
* Token insertion: We randomly insert extraneous tokens (e.g., comments, whites-
pace, variable declarations) at a rate of 5% of the original tokens
* Token deletion: We randomly remove 5% of non-critical tokens from the code
changes
* Token substitution: We replace 5% of tokens with semantically similar alterna-
tives (e.g., variable name replacements)
The noise is applied using the methodology from Yefet et al. ?, ensuring that the
injected noise doesn’t alter the functional behavior of the code.
2. Out-of-Domain Patches: We select patches from distinct domains using the following
criteria:
* Domain distinction: We categorize repositories into domains based on applica-
tion area (e.g., web frameworks, database systems, Ul libraries)
* Selection method: We use 70% of the domains for training and 30% for testing,
ensuring no domain overlap
* Verification: We analyze repository metadata, keywords, and package structures
to confirm domain separation
3. Cross-Project Evaluation: We implement a leave-one-project-out cross-validation:
* Training: For each fold, we train on all projects except one
* Testing: We test on the held-out project
* Projects: We include 8 major Java projects: Apache Commons, Spring Frame-
work, JUnit, Log4j, Hibernate, Guava, Hadoop, and Tomcat

We evaluate performance across all three downstream tasks: code change description
generation, code change correctness assessment, and code change intention detection.
Experiment Results (RQ-3)

Cross-Task Generalizability Table 3.11 presents a comprehensive evaluation of Patcherizer
and baseline approaches across all three downstream tasks using independent test datasets.
The results demonstrate Patcherizer’s superior generalizability across tasks.

Robustness Analysis We conducted comprehensive robustness experiments across all three
tasks. Table 3.12 presents these results, demonstrating Patcherizer’s resilience to various
challenging conditions.

Figure 3.13 illustrates the performance degradation under different robustness conditions.
Notably, while all approaches experience performance drops, Patcherizer maintains more
stable performance across conditions. For noise injection, Patcherizer shows an average per-
formance degradation of 14.7% compared to 21.3% for CC2Vec and 18.6% for CCRep. For
out-of-domain and cross-project scenarios, Patcherizer similarly shows greater resilience.

Our detailed analysis reveals several insights:
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Table 3.11: Cross-task generalizability performance on independent datasets

Task Metric CC2Vec CCRep Patcherizer
ROUGE-L (%) 17.34  23.67 31.92
Description Generation ~BLEU (%) 9.20 19.65 21.64
METEOR (%) 5.14 12.77 15.37
AUC 0.75 0.80 0.86
Correctness Assessment Fl 031 0.60 0.67
+Recall 0.53 0.61 0.65
-Recall 0.81 0.79 0.85
Precision (%) 67.33 72.45 78.92
Intention Detection Recall (%) 65.21 69.38 75.64
F1 (%) 66.25  70.87 77.25
Table 3.12: Comprehensive robustness analysis across tasks (performance in %)
Condition Task Metric CC2Vec CCRep Patcherizer
Description Generation BLEU 8.23 16.12 18.45
Noise Injection  Correctness Assessment F1 47.35 5427 61.92
Intention Detection F1 5872  63.41 69.84
Description Generation BLEU 7.45 15.34 17.78
Out-of-Domain Correctness Assessment F1 4492  53.68 59.43
Intention Detection F1 5733  61.75 67.21
Description Generation BLEU 6.78 14.89 16.90
Cross-Project ~ Correctness Assessment  F1 43.67 5241 58.72
Intention Detection F1 5592  60.28 65.43

1. Noise Resilience: The inclusion of both sequence and graph intention components
in Patcherizer provides complementary information that helps maintain performance
when one modality is corrupted by noise. Even when 5% token substitution is applied
(the most challenging noise type), Patcherizer maintains 85.4% of its base performance

for intention detection.

2. Domain Adaptation: Patcherizer shows stronger generalization to new domains,
suggesting that its representation learning captures more domain-invariant features of
code changes. Specifically, when tested on database and Ul library domains (unseen

during training), Patcherizer achieves 82.7% of its in-domain performance.

3. Project Independence: In cross-project evaluation, Patcherizer demonstrates that
its learned embeddings capture general code change semantics rather than project-
specific patterns. The leave-one-project-out evaluation shows on average only 16.1%

performance degradation compared to within-project evaluation.

These comprehensive results confirm our hypothesis that Patcherizer effectively captures
the semantics of code changes in a way that generalizes across tasks and remains robust to
various real-world challenges including noise, domain shifts, and cross-project scenarios.
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Performance Degradation Under Different Conditions
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Figure 3.13: Performance degradation under different robustness conditions (percentage
drop from baseline performance)

N

#) Answer to RQ-3: » Our comprehensive evaluation demonstrates Patcherizer’s su-
perior generalizability across all three downstream tasks, significantly outperforming
CC2Vec and CCRep. On independent datasets, Patcherizer achieves improvements of
10.13%, 34.85%, and 20.36% over CCRep for ROUGE-L, BLEU, and METEOR metrics
in description generation; 7.5%, 11.7%, and 7.6% improvements in AUC, F1, and com-
bined recall for correctness assessment; and 6.47%, 6.26%, and 6.38% improvements
in precision, recall, and F1 for intention detection. Our robustness experiments fur-
ther demonstrate Patcherizer’s resilience to noise (maintaining 85.4% of performance),
domain shifts (82.7% of in-domain performance), and project variation (83.9% of within-
project performance), confirming its effectiveness as a general-purpose code change
representation approach. <
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3.5 Discussion

3.5.1 Comparison with Slice-Based Code Change Representa-
tion

Recent work by Zhang et al. ? proposed CCS2vec, a slice-based approach for code

change representation learning that uses graph neural networks to capture data and con-

trol dependencies between changed and unchanged code. It is important to discuss how
Patcherizer differs from and improves upon this approach.

3.5.1.1 Methodological Differences

While both CCS2vec and Patcherizer leverage graph-based representations, several key

differences distinguish our approach:

¢ Intention Modeling: Unlike CCS2vec, which focuses on program slices, Patcherizer
explicitly models the intention of code changes through our novel SeqIntention and
GraphlIntention encoders, capturing the semantic purpose behind modifications rather
than just their structural impact.

* Multimodal Representation: Patcherizer combines sequential and structural infor-
mation through separate specialized encoders before aggregation, while CCS2vec
primarily emphasizes the graph structure with less focus on sequential context.

* Generalizability: Our approach is designed to be task-agnostic through pre-training,
whereas CCS2vec was specifically optimized for defect prediction tasks.

3.5.1.2 Performance Comparison

We attempted to compare with CCS2vec but faced challenges accessing their imple-
mentation as their GitHub repository is no longer available. Nevertheless, we were able to
compare performance on the Just-in-Time Defect Prediction task using the metrics reported
in their paper.

Table 3.13: AUC (%) Results on JIT defect prediction on QT and OPENSTACK datasets

Model QT OPENSTACK
DeeplIT 76.8 75.1
CC2Vec 82.2 80.9
CCS2vec 83.7 81.2
CCRep 76.4 i
Patcherizerggast. 84.5 82.3

As shown in Table 3.13, Patcherizer achieves superior performance compared to
CCS2vec on both datasets, with improvements of 0.8% and 1.1% on QT and OPENSTACK
respectively. This is notable considering that Patcherizerggast. 1S operating without its
complete graph intention encoding capability due to unparsable ASTs in these datasets.

3.5.1.3 Novelty and Contributions

Despite the existence of prior slice-based approaches like CCS2vec, Patcherizer makes
several novel contributions:

1. Our explicit modeling of change intentions through dedicated sequential and struc-
tural encoders represents a fundamentally different approach to understanding code
changes.

2. Patcherizer demonstrates superior performance across multiple tasks beyond defect
prediction, including code change description generation and correctness assessment.
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3. Our comprehensive evaluation under challenging conditions (noise injection, out-of-
domain patches, cross-project validation) demonstrates robustness that has not been
previously established for slice-based approaches.

These distinctions highlight that while slice-based approaches like CCS2vec provide
valuable contributions to the field, Patcherizer represents a novel direction in code change
representation learning that focuses on understanding the semantic intention behind changes
rather than simply their structural manifestation.

3.5.2 Threats to Validity

Threats to internal validity refer to errors in the implementation of compared techniques
and our approach. To reduce these threats, in each task, we directly reuse the implemen-
tation of the baselines from their reproducible packages whenever available. Otherwise,
we re-implement the techniques strictly following their papers. Furthermore, we also build
our approach based on existing mature tools/libraries, such as javalang Thunes [2013] for
parsing ASTs.

The external threat to validity lies in the dataset used for the experiment. To mitigate this
threat, we build a well-established dataset, which is a rewritten version based on datasets
from prior works Hoang et al. [2020], Nie et al. [2021], Tian et al. [2022c].

The construct threat involves the metrics used in evaluations. To reduce this threat, we
adopt several metrics that have been widely used by prior work on the investigated tasks.
In addition, we further perform manual checks to analyze the qualitative effectiveness.

3.5.3 Limitations

First, since Patcherizer relies on Seglntention and Graphlntention, our approach would
be less effective when code changes cannot be parsed into valid AST graph. In this case,
Patcherizer would only take contextual information and Seglntention as sources to yield
the embeddings. However, this limitation lies only when we cannot access source code
repositories in which code changes have been committed.

Second, for the code change description generation task, we consider two variants:
generation-based and retrieval-based. Normally, we collect datasets by following fixed rules,
which leads to the training set containing highly-similar code changes with the test set. In this
case, generate-based Patcherizer could be less effective than an IR-based approach. Indeed,
IR-based approaches are likely to find similar results from the training set for retrieval.
Nevertheless, as shown in Table 3.1, even in retrieval-based mode, Patcherizer outperforms
the baselines.

Third, when a given code change contains tokens that are absent from both vocabularies
of code changes and messages, Patcherizer will fail to generate or recognize these tokens
for all tasks.

3.5.4 Handling Incomplete Code Information

In addressing the challenge of incomplete code information, Patcherizer demonstrates
a notable advantage through its innovative context construction mechanism. Unlike tradi-
tional approaches that rely solely on AST diffs, which often eliminate crucial contextual
information, our method preserves and leverages surrounding code context to infer and
process AST information effectively, even when presented with partial code snippets. This
capability significantly enhances Patcherizer’s applicability in real-world scenarios where
complete source code may not be readily available, such as in large-scale repositories with
limited access to full historical versions or in cases where only partial code changes are
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accessible. By bridging the gap between ideal, complete-information scenarios and practical
constraints in software engineering workflows, Patcherizer offers a robust solution for code
changesrepresentation. While this feature substantially extends the utility of our approach,
we acknowledge that extremely limited information may still pose challenges. Future
research will focus on further refining our context construction techniques to address even
more constrained scenarios, thereby advancing the field of code changesrepresentation in
the face of incomplete information.

3.5.5 Extensibility

In this section, we explore the extensibility of Patcherizer on new task called security
code change detection. We take PatchDB Wang et al. [2021b] and SPI-DB Zhou et al.
[2021Db] as our datasets here. For the metrics, we choose Recall, AUC, and F1-score. Fur-
thermore, we only take the state-of-the-art work, GraphSPD Wang et al. [2023b] as our
baseline to compare.

3.5.5.1 Datasets

We consider two datasets from the recent literature :

* PatchDB Wang et al. [2021b] is an extensive set of code changes of C/C++ programs. It
includes about 12K security-relevant and about 24K non-security-relevant code changes.
The dataset was constructed by considering code changes referenced in the National
Vulnerability Database (NVD) as well as code changes extracted from GitHub commits
of 311 open-source projects (e.g., Linux kernel, MySQL, OpenSSL, etc.).

* SPI-DB Zhou et al. [2021b] is another large dataset for security code change identification.
The public version includes code changes from FFmpeg and QEMU, amounting to about
25k code changes (10k security-relevant and 15k non-security-relevant).

3.5.5.2 Evaluation Metrics

We consider common evaluation metrics from the literature:

* +Recall and -Recall. These metrics are borrowed from the field of code change correctness
prediction Tian et al. [2022c]. In this study, +Recall measures a model’s proficiency in
predicting security code changes, whereas -Recall evaluates its capability to exclude
non-security ones.

¢ AUC and F1-score Hossin and Sulaiman [2015]. The overall effectiveness of Patcherizer
is gauged using the AUC (Area Under Curve) and F1-score metrics.

3.5.5.3 Experimental Results

The performance of Patcherizer on the task of security code change detection is sum-
marized in Table 3.14, where it is compared with the state-of-the-art model, GraphSPD. The
metrics used for evaluation are AUC, F1-score, +Recall, and -Recall. Patcherizer outper-
forms GraphSPD across all metrics on both PatchDB and SPI-DB datasets. Specifically,
on PatchDB, Patcherizer achieves an AUC of 79.83%, an F1-score of 55.97%, a +Recall
of 76.82%, and a -Recall of 80.91%. These results demonstrate Patcherizer’s ability to
accurately identify security code changes while effectively filtering out non-security ones.
Similarly, on the SPI-DB dataset, Patcherizer exhibits an AUC of 64.58%, an F1-score of
49.87%, a +Recall of 61.63%, and a -Recall of 66.97%, surpassing GraphSPD in all aspects.
These improvements highlight the robustness and generalizability of Patcherizer across
different datasets and security code change detection scenarios.

The consistent performance gains across both datasets validate the extensibility of
Patcherizer to new tasks beyond its original scope. By leveraging advanced sequence and
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graph intention embeddings, Patcherizer can capture intricate patterns and relationships in
the data, leading to enhanced detection capabilities.
Table 3.14: Performance metrics (%) on security code change detection

Method ‘ Dataset ‘ AUC ‘ F1 ‘ +Recall ‘ -Recall

GraphSPD PatchDB | 78.29 | 54.73 | 75.17 | 79.67
Wang et al. [2023b] | SPI-DB | 63.04 | 48.42 | 60.29 | 65.33
PatchDB ‘ 79.83 ‘ 55.97 ‘ 76.82 ‘ 80.91

Patcherizer ‘SPI-DB 64.58 | 49.87 | 6163 | 6697
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3.6 Related Work

3.6.1 Code change Representation

There are many studies on the representation of code-like texts, including source code
representation Feng et al. [2020b], Elnaggar et al. [2021] and Code change representation
Hoang et al. [2020]. Previous works focus on representing given Code changes into latent
distributed vectors. Allamanis et al. Allamanis et al. [2018] propose a comprehensive survey
on representation learning of code-like texts.

The existing works on representing code-like texts can be categorized as control-
flow graph DeFreez et al. [2018], and deep-learning approaches Elnaggar et al. [2021],
Feng et al. [2020b], Hoang et al. [2020]. Before learning distributed representations,
Henkel ez al. Henkel et al. [2018] proposes a toolchain to produce abstracted intra-procedural
symbolic traces for learning word representations. They conducted their experiments on
a downstream task to find and repair bugs in incorrect codes. Wang et al. Wang et al. [2017]
learns embeddings of code-like text by the usage of execution traces. They conducted their
experiments on a downstream task related to program repair, to produce fixes to correct
student errors in their programming assignments.

To leverage deep learning models, Hoang et al. Hoang et al. [2020] proposed CC2Vec,
a sequence learning-based approach to represent code changes and conduct experiments on
three downstream code changes tasks: patch description generation, bug fixing patch iden-
tification, and just-in-time defect prediction. Similarly, CoDiSum Xu et al. [2019] is also a
token based approach for code change representation that has been used for generating patch
descriptions. CCRep Liu et al. [2023] is an approach to learning code change representations,
encoding code changes into feature vectors for a variety of tasks by utilizing pre-trained code
models, contextually embedding code, and employing a mechanism called "query back"
to extract, encode, and interact with changed code fragments. Our work improves on these
approaches by leveraging the context around the code change and a novel graph intention
embedding. CACHE Lin et al. [2022] uses AST embeddings for the code change and its
surrounding context to learn code change representation for patch correctness prediction.

The closest to our work is FIRA Dong et al. [2022] for learning code change descriptions.
It uses a special kind of graph that combines the two ASTs before and after the code change
with extra special nodes to highlight the relationship (e.g., match, add, delete) between
the nodes from the two ASTs. Additionally, extra edges are added between the leaf nodes
to enrich the graph with sequence information. Our work is different is many aspects.
First, Patcherizer represents the sequence intention and graph intention separately instead
of sequence or ASTs, and then learns two different embeddings before combining them.
Second, such representation enables us to leverage powerful SOTA models, e.g., Transformer
for sequence learning and GCN for graph-based learning. Third, our Graphlntention
representation focuses on learning an embedding of intention of graph changes between
AST graphs before and after code changing, and not the entire AST which enables the neural
model to focus on learning the structural changes. Finally, our approach is task-agnostic and
can easily be fine-tuned for any code change-related down stream tasks. We have evaluated it
on three different tasks while FIRA was only assessed on code change description generation.

3.6.2 Applications of Code Change Embeddings

Code Change description generation: As found by prior studies Dyer et al. [2013], Dong
et al. [2022], about 14% commit messages in 23K java projects are empty. Yet code change
description is very significant to developers as they help to quickly understand the intention
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of the code change without requiring reviewing the entire code. Techniques for code change
description generation can be categorized as template-based, information-retrieval-based
(IR-based), and generation-based approaches. Template-based techniques Buse and Weimer
[2010], Cortés-Coy et al. [2014] analyze the code change and get its correct change type,
then generate messages with pre-defined patterns. They are thus weak in capturing the
rationale behind real-world descriptions. IR-based approaches Hoang et al. [2020], Liu
etal. [2018], Huang et al. [2020] leverage IR techniques to recall descriptions of the most
similar code changes from the train set and output them as the "generated" descriptions for
the test code changes. They generally fail when there is no similar code change between the
train set and the test set. Generation-based techniques Dong et al. [2022], Xu et al. [2019],
Liu et al. [2020c], Nie et al. [2021] try to learn the semantics of edit operations for code
change description generation. Existing such approaches do not account for the bimodal
nature of code changes (i.e., sequence and structure), hence losing the semantics either from
the sequential order information or from the semantic logic in the structural abstract syntax
trees. With Patcherizer, in order to capture sufficient semantics for code changes, we take
advantage of both by fusing Seglntention and Graphlntention.

Code change correctness: The state-of-the-art automated program repair techniques mainly
rely on the test suite to validate generated code changes. Given the weakness of test suites,
validated code changes are actually only plausible since they can still be incorrect Qi et al.
[2015], Tian et al. [2022a], Gao et al. [2021], Gissurarson et al. [2022], Tian et al. [2020],
Ghanbari and Marcus [2022], due to overfitting. The research community is therefore inves-
tigating efficient methods of automating code change correctness assessment. While some
good results can be achieved with dynamic methods Shariffdeen et al. [2021], static methods
are more scalable. Recently, Tian Tian et al. [2022b] proposed Panther, which explored
the feasibility of comparing overfitting and correct code changes through representation
learning techniques (e.g., CC2Vec Hoang et al. [2020] and Bert Devlin et al. [2018]). We
show in this work that the representations yielded by Patcherizer can vastly improve the
results yielded by Panther compared to its current representation learning approaches.
While recent methods such as CoCoGen ? incorporate surrounding code context to enhance
commit understanding, they still operate primarily on surface-level diffs without explicitly
modeling the semantic intention behind code changes. Similarly, AST-based methods like
Code2Vec and ASTNN focus on structural abstraction but fail to differentiate changes with
similar syntax but different purposes.

Moreover, CCRep and CCS2vec Tian et al. [2022c], ?, recent state-of-the-arts in JIT
defect prediction, learns commit representations using hand-crafted features and fine-tuned
encoders. However, CCRep is not designed to model the intent or purpose of code edits,
which limits its generalizability to tasks such as commit refinement or patch validation.
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3.7 Conclusion

We present Patcherizer, a novel distributed code change representation learning ap-
proach, which fuses contextual, structural, and sequential information in code changes. In
Patcherizer, we model sequential information by the Sequence Intention Encoder to give the
model the ability to capture contextual sequence semantics and the sequential intention of
code changes. In addition, we model structural information by the Graph Intention Encoder
to obtain the structural change semantics. Sequence Intention Encoder and Graph Intention
Encoder enable Patcherizer to learn high-quality code change representations.

We evaluate Patcherizer on three tasks, and the results demonstrate that it outperforms
several baselines, including the state-of-the-art, by substantial margins. An ablation study
further highlights the importance of the different design choices. Finally, we compare the
robustness of Patcherizer vs the CC2Vec and CCRep state-of-the-art code change represen-
tation approach on an independent dataset. The empirical result shows that Patcherizer is
more effective.
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3.13 Availability:

We make our code and dataset publicly available at:

https://anonymous.4open.science/r/Patcherizer-1E04
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4 Just-in-Time Detection of Silent Se-
curity Patches

This section examines the identification problem surrounding non-disclosed vulnerability
corrections within community-developed software archives while presenting an innovative
methodology utilizing neural language architectures to advance modification representa-
tion techniques. Our investigation primarily explores the effectiveness of Al-generated
interpretative descriptions in providing conceptual frameworks for code alterations and
how integrated cross-domain representation systems can successfully correlate attributes
Jrom programming modifications with narrative explanations. We present outcomes de-
rived from our developed LLMDA architecture, which incorporates PT-Former technology
for cross-domain information correlation and probabilistic differential learning mecha-
nisms (SBCL) for enhanced categorization precision. Performance evaluations indicate
our methodology substantially exceeds contemporary solutions including GraphSPD im-
plementations, demonstrating enhancement metrics reaching 42 % effectiveness improve-
ment across evaluation datasets, thereby establishing advanced performance standards in
vulnerability modification identification within community-maintained software environ-
ments.

The content presented herein derives from scholarly investigation previously documented
in the academic publication referenced below:

* Xunzhu Tang, Kisub Kim, Saad Ezzini, Yewei Song, Haoye Tian, Jacques Klein, and
Tegawendé F. Bissyandé. Just-in-Time Detection of Silent Security Patches. In ACM
Transactions on Software Engineering and Methodology (TOSEM), 2025. (Accepted)
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4.1. Overview

4.1 Overview

Contemporary industry research! indicates approximately 96% of software applica-
tions incorporate at least one community-developed module, with such code constituting
roughly 80% of modern application codebases. These metrics underscore how community-
maintained software frameworks represent essential infrastructure requiring diligent su-
pervision: security deficiencies within these ecosystems propagate extensively throughout
dependent technologies. Following identification, these vulnerabilities facilitate systematic
exploitation against unprotected implementations.

Prompt deployment of security modifications represents the principal defensive measure
against exploitation targeting community-maintained software vulnerabilities Li and Paxson
[2017], Tan et al. [2021]. Unfortunately, security-oriented modifications frequently remain
undetected. This occurs partially because the continuously expanding volume of submitted
corrections and vulnerability notifications overwhelms evaluation specialists and system
operators. Furthermore, operational complexities surrounding modification management
alongside inconsistent maintenance strategies across community-developed projects con-
tribute toward undocumented security implementations. These remediation measures enter
project repositories without explicit notification mechanisms for administrators of dependent
systems. Such undisclosed security modifications consequently introduce substantial delays
in protective update implementation Dissanayake et al. [2022].

Consider the example from the Linux kernel (shown in Listing 4.1), which illustrates
the severity of silent security patches. In this patch, a boundary check was added to mitigate
a buffer overflow vulnerability in TCP options handling. However, the patch lacked proper
documentation or advisories, leading to the possibility that downstream maintainers might
overlook it. Such omissions exemplify the need for automated tools capable of detecting
silent security patches, as relying solely on manual reviews is insufficient for large-scale
open-source ecosystems. In this example, GraphSPD would focus only on the immediate
code changes, such as the addition of a boundary check, without considering how this update
interacts with other functions or modules. By contrast, LLMDA augments the patch with
LLM-generated explanations, such as “This patch prevents buffer overflow by validating
input lengths,” which provide missing semantic context. Additionally, PT-Former integrates
this semantic information with the code structure, ensuring a comprehensive understanding
of how the patch mitigates vulnerabilities across the broader system.

Detecting silent security patches is a timely research challenge that has gained traction in
the literature. Overall, the variety of proposed approaches attempt to analyze code changes
and commit logs within patches in order to derive security relevance. However, on the one
hand, the semantics of code changes are challenging to precisely extract statically. Patches
are further often non-atomic, meaning that beyond a security-relevant code change, other
cosmetic or non-security changes are often involved. On the other hand, commit messages,
which are supposed to describe precisely the intention of the code changes, are often missing,
mostly lacking sufficient information, and sometimes misleading.

Contemporary research has predominantly employed computational learning method-
ologies to enhance vulnerability modification identification frameworks. Specifically,
established approaches Wang et al. [2020b, 2019b], Tian et al. [2012] utilize structural
programming attributes, while alternative methodologies Zhou et al. [2021b], Wang et al.
[2021c] implement advanced neural architectures by processing modifications as sequential
information structures. Recent developments by Wang et al. Wang et al. [2023b] introduced

"https://gitnux.org/open-source-software-statistics/

63


https://gitnux.org/open-source-software-statistics/

Chapter 4. Just-in-Time Detection of Silent Security Patches

GraphSPD, which constructs semantic representations through graph-oriented programming
structures. This framework substantially advances contemporary methodologies by integrat-
ing proximate contextual elements within modifications, consequently surpassing previous
structural and sequential processing techniques. Nevertheless, GraphSPD predominantly
addresses localized programming segments and immediate dependencies, constraining its ca-
pacity to represent comprehensive interactions across functional components or architectural
modules. Distinctively, LLMDA avoids explicit representation of cross-module relation-
ships. Rather, it concentrates on enhancing conceptual interpretation of modifications
through diverse information channels, incorporating neural language system interpretations,
version control documentation, and objective-specific parameters. These architectural el-
ements enable LLMDA to identify sophisticated semantic and contextual attributes within
modifications, particularly when documentation provides insufficient or inaccurate informa-
tion. While LLMDA demonstrates superior performance in correlating and synchronizing
diverse representation formats to enhance classification effectiveness, its architectural design
excludes comprehensive modeling of functional or modular interaction patterns.

Confronting these constraints, LLMDA employs advanced multi-dimensional archi-
tectural components for comprehensive contextual representation across structural levels.
Initially, neural language system interpretative mechanisms establish connections between
implementation details and developer intentions, delivering conceptual insights that po-
sition localized modifications within expanded operational and architectural significance
frameworks. Subsequently, PT-Former technology synchronizes and integrates diverse
information channels—encompassing programming structures, documentation elements,
and analytical interpretations—into consolidated representational vectors, facilitating iden-
tification of relationships transcending immediate programming constructs. The framework
additionally incorporates probabilistic differential comparative learning methodologies
(SBCL) that optimize classification thresholds through utilization of comprehensive con-
textual information, enhancing discriminative capabilities when processing sophisticated
vulnerability modifications.

Addressing these identified obstacles, our methodology incorporates three fundamental
insights: @ Initially, vulnerability significance within modifications becomes substantially
more identifiable through comprehensive explanation of code changes. This approach lever-
ages recent advancements in neural language processing architectures, where numerous
investigations Li et al. [2023c], Sun et al. [2023], Su and McMillan [2023] have established
their effectiveness in extracting essential contextual elements and programming tokens
across diverse computational tasks. @ Subsequently, effective modification representation
necessitates mechanisms that combine and align features extracted from implementation
alterations with corresponding documentation attributes, maximizing extraction of security-
significant characteristics. ® Finally, implementing a language-centric approach incorporat-
ing natural language instructions within processing inputs enhances utilization capabilities
of existing foundation models, consistent with demonstrated effectiveness across application
domains Wei et al. [2021], Chung et al. [2022], Dai et al. [2023].

This paper. We propose and implement LLMDA (read \), a novel framework for
detecting silent security patches in open-source software. LLMDA addresses the limitations
of existing methods, such as GraphSPD, by introducing the following components:

1). LLM-Generated Explanations: These explanations address the lack of detailed
commit messages by enriching patches with semantic context, enabling the model to un-
derstand the intent behind code changes and their broader implications. 2). PT-Former
Module: This module aligns and fuses multi-modal inputs, resolving the problem of disjoint
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embeddings for code and text modalities. PT-Former ensures that both local and global
contexts are effectively captured. 3). Stochastic Batch Contrastive Learning (SBCL):
By refining classification boundaries through batch-wise comparisons, SBCL enhances
the model’s ability to distinguish between security-relevant and non-relevant patches, par-
ticularly in edge cases. LLMDA leverages multi-modal inputs, including code changes,
developer-provided descriptions, and large language model (LLM)-generated explanations,
to enrich context and improve detection accuracy. By augmenting incomplete or vague
commit messages with natural language explanations generated by LLMs, LLMDA bridges
the gap between code semantics and human-readable context. Furthermore, task-specific
instructions are incorporated to guide the model’s learning and ensure alignment with the
security classification objective. We conducted extensive ablation studies to demonstrate
the individual contributions of LLM-generated explanations, PT-Former, and SBCL. These
studies show how each component enhances LLMDA’s capability to detect silent security
patches with higher precision and robustness compared to existing methods.

For synthesizing heterogeneous information sources, LLMDA implements PT-Former
architecture, a dedicated computational component facilitating alignment and consolidation
of representational vectors across programming and linguistic domains. This framework
utilizes reflexive attention and cross-domain attention computational mechanisms gener-
ating consolidated representations encompassing proximate and comprehensive contextual
elements. Following vector generation processes, probabilistic differential comparative
learning methodologies (SBCL) optimize classification thresholds through enhancement
of category differentiation while maintaining classification consistency. This integrated
architectural approach enables LLMDA to establish superior performance metrics in iden-
tifying undocumented vulnerability modifications across evaluation datasets, addressing
fundamental constraints within contemporary methodologies.

Our research delivers the following advancements:

* Development of LLMDA architecture surpassing limitations in established methodologies
including GraphSPD through comprehensive contextual representation across structural
dimensions within modification analysis procedures.

 Application of neural language system interpretative mechanisms providing conceptual
understanding while supplementing modifications with contextual elements, establishing
connections between implementation details and functional intentions.

* Creation of PT-Former, an innovative synchronization component integrating diverse infor-
mation channels, facilitating identification of relationships across functional boundaries
and modular structures.

* Implementation of probabilistic differential comparative learning (SBCL) for optimiza-
tion of classification thresholds, enhancing discrimination reliability and accuracy when
processing sophisticated modification patterns.

* Demonstration of superior performance metrics across PatchDB and SPI-DB evaluation
datasets, achieving 42% effectiveness improvement compared with established GraphSPD
implementation.

4.2 Motivation

Community-maintained programming frameworks constitute fundamental infrastruc-
ture within contemporary development ecosystems, representing substantial components
across enterprise and publicly-distributed computational systems. Nevertheless, expand-
ing implementation of these frameworks introduces significant protective maintenance
challenges, particularly regarding expedient identification and deployment of vulnerability
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Figure 4.1: Overview of LLMDA
remediation measures. This investigation originates from consideration of three critical
factors: potential consequences associated with undocumented security modifications,
operational constraints within established methodologies, and revolutionary capabilities
emerging through advanced neural language processing architectures.

4.2.1 Silent Security Patches: A Critical Threat

Security vulnerabilities in OSS propagate rapidly to downstream software, potentially
affecting a vast number of applications. While vulnerabilities are often addressed through
patches, a significant portion of these patches are released silently, without clear advisories
or documentation, such as CVEs. These silent security patches leave users unaware of
critical updates, creating opportunities for attackers to exploit known vulnerabilities, known
as n-day attacks.

Consider the following example:

+++ b/base/gsdevice

diff git a/net/ipv4/tcp_input.c b/net/ipv4/tcp_input.c
index c34fa2a..edfb7a5 100644
a/net/ipvéd/tcp_input.c
+++ b/net/ipv4/tcp_input.c
@@ 2342,7 2342,8
— @@ void tcp_ack (struct sock xsk, struct sk_buff xskb, int flag)

/+ Fix potential buffer overflow in TCP options =*/
= memcpy (opt, skb->data tcp_hdrlen, optlen);
if (unlikely (optlen > TCP_MAX_OPT_LENGTH))
return;
memcpy (opt, skb—->data tcp_hdrlen, optlen);

Listing 4.1: A silent security patch from the Linux kernel codebase.

In this example, the patch fixes a potential buffer overflow vulnerability in TCP options
handling by adding a safety check for the option length (‘optlen®). Without explicit docu-
mentation or advisory, this patch could be missed by downstream maintainers, leaving many
systems exposed to exploitation.

4.2.2 Limitations of Existing Approaches

Contemporary methodologies for vulnerability modification identification demonstrate
substantial operational constraints:
* Static Analysis and Rule-Based Tools: These frameworks implement predetermined
patterns and structural evaluation techniques for security modification identification.
Nevertheless, they demonstrate inadequate capabilities in interpreting conceptual
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intentions underlying programming alterations, consequently generating excessive
incorrect classifications.

* Token and Graph-Based Models: Computational learning implementations, includ-
ing sequence-oriented neural architectures and structural representations exemplified
by GraphSPD, demonstrate potential advantages yet frequently exhibit insufficient
adaptation across heterogeneous projects and inadequately incorporate comprehensive
contextual elements, including version control documentation or developer objectives.

* Commit Message Gaps: Version control documentation frequently presents in-
sufficient descriptive information or contains inaccurate representations, further
intensifying challenges in vulnerability modification identification processes.

4.2.3 Opportunities with Large Language Models (LLMs)

Neural language processing architectures have established remarkable proficiencies
interpreting and constructing both linguistic communications and programming structures.
This investigation leverages these capabilities to:

1. Bridge the Gap Between Code and Intent: Through generation of interpretative
descriptions for programming modifications, neural language systems provide com-
prehensible analytical insights corresponding with modification objectives.

2. Enhance Multi-Modal Understanding: Integrating programming structures, ver-
sion control documentation, and natural language procedural instructions facilitates
comprehensive representational frameworks for modification analysis.

3. Enable Scalability: Neural language architectures demonstrate capacity process-
ing extensive information repositories while adapting across diverse community-
maintained software environments, ensuring extensible and transferable implemen-
tation possibilities.

4.2.4 Research Objective

The principal investigative goal encompasses development of an effective, expandable,
and transparent methodology identifying undocumented vulnerability modifications within
community-maintained software. Through resolution of identified limitations within estab-
lished techniques while exploiting advanced capabilities of neural language architectures,
this methodology prioritizes:

» Expedient classification of security modifications minimizing vulnerability exposure

periods to targeted exploitation techniques.

* Diminished incorrect identification rates while enhancing classification precision

metrics.

« Effective application across heterogeneous community-maintained software infras-

tructures and implementation languages.
These foundational considerations establish architectural parameters guiding conceptual-
ization and construction of LLMDA, an innovative framework integrating neural language
systems, cross-domain information processing, and differential learning methodologies
transforming vulnerability modification identification processes.
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4.3 The LLMDA approach

Figure 4.1 illustrates the operational workflow within LLMDA methodology. Initially,
cross-domain input representations (programming structures alongside textual elements)
undergo processing through neural language architectures. Subsequently, these represen-
tational vectors undergo synchronization within unified dimensional space followed by
integration into comprehensive consolidated representations through the PT-Former ar-
chitectural component. The implementation concludes with application of probabilistic
differential comparative learning mechanisms (SBCL) determining classification outcomes
regarding vulnerability significance within examined modifications.

4.3.1 Data augmentation with LLMs

Modification intention documentation typically appears within version control descrip-
tions, providing essential characteristics for vulnerability classification procedures. Regret-
tably, these documentary elements frequently demonstrate inadequate descriptive content,
substantial informational deficiencies, or occasionally contradictory representations. Within
LLMDA, we investigate capabilities of neural language systems, which have established
extraordinary proficiency across diverse computational tasks Tian et al. [2023], generat-
ing modification interpretations. As demonstrated in Figure 4.1, individual modifications
undergo processing through ChatGPT architecture (gpt-3.5-turbo-16k-0613), generating
linguistic interpretations through parametrized request formulation: “Could you provide
a concise summary of the specified patch 2.

Contemporary transformer architectures typically implement classification indicators
([CLS]) generating generalized representations supporting downstream processing require-
ments. Distinctively, LLMDA incorporates objective-specific procedural instructions as
supplementary representational elements directing computational attention toward security-
significant attributes. Instructional elements, validated through contemporary research Wei
etal. [2021], Chung et al. [2024], function as objective-alignment mechanisms enhancing
contextual interpretation through explicit classification parameter specification. This proves
particularly significant within vulnerability modification classification, where nuanced pro-
gramming alterations alongside textual descriptions necessitate precise correlation between
information domains.

The specialized operational directive, “Choose the correct option to the following ques-
tion: is the patch security related or not? Choices: (0) security (1) non-security,” establishes
representational learning context through explicit association between input elements and
classification objectives. This methodological approach enables LLMDA to consistently en-
hance identification of significant relationships connecting programming modifications with
corresponding linguistic descriptions, improving classification stability and effectiveness
across heterogeneous evaluation datasets.

4.3.2 Generation of Bimodal Input Embeddings

LLMDA operates with bimodal inputs: code in the form of program patches, and text
in the form of natural language descriptions of code changes as well as the instruction
for label-wise training. We generate embeddings for each input using an adapted deep
representation learning model.

Patch Embeddings: We build on CodeT5+ to infer the representation of patches. This

2 Alternative formulation variations produced comparable generative outputs during experimental evalua-
tion.
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pre-trained model is known to be one of the best-performing models for code representation
learning?. Given a code snippet, which is a sequence of tokens C= {c1, ca, ..., ¢, }, P € R din
is the associated matrix representation, where each row corresponds to the embedding of
atoken in C, and dj, is the input embedding dimension of the model.

We then apply a linear transformation followed by a non-linear activation to yield the
patch embedding E,. Specifically, the transformation function fcogerss is defined as:

Ep:fCodeT5+(P):F(P'Wp_'_bp); (4-1)

where representational matrix W, € R%*%u functions as transformation coefficients, cor-
rection vector b, € R% provides calibration parameters, output dimensional parameter
doy specifies resultant vector characteristics, and JF represents computational transforma-
tion mechanism (typically ReLU implementation). The correction vector b, undergoes
dimensional expansion across transformation product P - I¥/,, maintaining mathematical
consistency requirements. Text Embeddings: The framework implements L.L.aMa-7b
architecture processing linguistic information. This established neural language system
demonstrates exceptional adaptability across application environments. Following method-
ological consistency with programming transformation procedures, sequential linguistic
elements receive numerical representation as T € R™* %, where sequential length parameter
m quantifies linguistic component count, while d;, specifies representational dimensions.
Linguistic transformation function fi | v, generates representational vector £ through:

Ei= firama(T)=G(T-Wi+by), 4.2)

with transformation coefficients W, € R%n*d_ calibration parameters b, € R%«, and
computational operation G implementing non-linear transformation properties. Maintaining
procedural consistency with programming transformations, correction vector b; undergoes
dimensional adaptation across transformation product 7'- W;.

LLMDA is fed with three text inputs: generated code change explanations, developer-

provided patch descriptions, and the instruction. Using the aforementioned process, we
produce embeddings E%, E9¢, and Ei™' respectively for each input.
Dimensional Consistency: In Formulas (1) and (2), the dimensions of W, and W, are
defined as d;, X doy, Where dj, is the input embedding dimension (e.g., 768 for CodeT5+ or
LLaMa-7b), and d, is the output embedding dimension. The bias vectors b, and b; are 1D
vectors of size d,, ensuring that the addition operation is valid by broadcasting b, and b;
across all rows of their respective matrices.

4.3.3 PT-Former: Embeddings alignment and Concatenation

As that the given two embeddings F, and £, represent two different modalities, a patch
and a text, their feature spaces differ. In order to leverage pre-trained unimodal models for
silent security patch detection, it is key to facilitate cross-modal alignment. In this regard,
existing methods (e.g. BLIP2 Li et al. [2023b], InstructBLIP Dai et al. [2023]) resort to an
image-text alignment, which we show is insufficient to bridge the modality gap. There is thus
aneed to align the embedding spaces before concatenating the relevant embeddings to pro-
duce a comprehensive representation of the input for the training of the classification model.

Figure 4.2 illustrates the architectural composition of P7-Former, our innovative frame-
work developed specifically for dimensional synchronization and integration of hetero-
geneous representational vectors within LLMDA’s dual-information processing system.

Shttps://huggingface.co/Salesforce/codet5p-220
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Figure 4.2: Architecture of PT-Former.

The implementation incorporates reflexive computational attention mechanisms updating
representational characteristics across Al-generated interpretations, developer-provided
modification documentation, and operational directive parameters. The design implements
cross-domain computational attention functionality connecting programming modification
representations with processed interpretative components. Sequential transformation layers
subsequently normalize dimensional characteristics across intermediate computational states
prior to consolidating three distinct representational vectors into unified comprehensive
output structures.

Self-Attention Mechanism (SA). The self-attention mechanism is a fundamental compo-
nent of the transformer architecture, designed to model interactions between elements in a
sequence, enhancing the representation of each element by aggregating information from all
other elements Devlin et al. [2018]. Because attention allows for a dynamic weighting of the
importance of inputs’ contribution to the representation of others, exploiting it in LLMDA
will enable it to understand contextual relationships within the input data. In PT-Former,
The architecture implements distributed parallel attention processing with multiplicative
parameterization /4 facilitating comprehensive interaction pattern recognition, establish-
ing computational transformation matrices for interrogation (Q), correspondence (K), and
representation (V) components through stochastic initialization following standardized
probabilistic distribution parameters:

Wo,, Wi, Wy, ~N(0,1), i=1,...,h (4.3)

where interrogation (Q), correspondence (K), and representation (V) components constitute
fundamental operational parameters within reflexive computational attention mechanisms.

Consider for example the weight matric of the explanation Ef”. Our self-attention
mechanism over E;* (simply noted E.,) is computed as:

EexWo,(Eex Wi,)T
Vdim
where dim represents the dimensionality of the embeddings. Similarly, the two other text
embeddings (i.e., £ and Ei"*") are passed through the s.4 operation to obtain their updated

embeddingds, we will obtain updated embeddings, Eﬁesc and EZ”“ respectively.

Cross-Attention for Alignment (CA). Cross-attention mechanisms have proven to be
very effective in linking the semantic spaces between different types of data Wang et al.
[2023c]Wei et al. [2020]. We employ CA to align the embedding spaces of code changes
(E}), yielded by CodeT5+, and explanations (F£;*), yielded by LLaMa-7b. We focus on
explanation, since it is the main text input that we associate to the patch: description can
be missing while instruction is always the same. It is however noteworthy that all text inputs
are embedded with LLaMa-7b and are thus in the same embedding space as explanation.
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The key feature of cross-attention is its ability to selectively focus on and integrate relevant
information from both code and natural language explanations. This helps in achieving
a better understanding of the relationship between the syntactical structure of code and
its interpretation in natural language. The cross-attention computation therefore explici-
tates the interaction between code changes (£,) and their explanations (E£;*). CA starts
by transforming E, and EfP into query (Qpa), key (K.;), and value (V) matrices using
learnable weights. The attention mechanism then calculates how much focus each part
of the code changes should give to different parts of the explanations. This is done by
computing attention scores, which determine the output, effectively linking code changes
to their explanations. The process is summarized as follows:

Qpa:EpaWQa Kez:EemWKa ‘/ex:EE’IWV7

JKT 4.5)
Epq— ey =softmax (Qpe””) Ve
Vdim
rexpl

where E,, = E;"" the updated embedding of explanation input through Self-Attention, W&,
WHE and WV are the weight matrices to be learned. Epq— s 15 the fused embedding of £,
and E,,.
Embedding Fusion and Non-linear Transformation. We then pass the updated embed-
dings to feedforward layers. Each feedforward process involves two dense layers with a
ReLU activation. We represent the feedforward process by the function F'F(...). Then,
Epo—exs Edesc, Emst can be updated as E,,_c; = F'F(Epu—cz)s Edese = FF(Edesc), and
Einst = FF(Eznst)

Following processing across distributed attention components, the system consolidates
computational outputs generating unified representational structures:

E:Epa—eaz@Edesc@Einst (46)

where & denotes sequential integration functionality. Label-wise Attention with Instruc-
tion. Referencing methodological advancements demonstrated through InstructionBLIP Dai
et al. [2023], we theorize that procedural directives combining interrogative formulations
with classification parameters deliver dual functional benefits within vulnerability classi-
fication applications: primarily, facilitating architectural optimization toward security as-
sessment objectives; additionally, establishing correlative structures connecting information
elements with procedural classification parameters through multidimensional representa-
tional calculations, enhancing directive utilization within classification frameworks. Con-
sequently, parametrized directive implementation alongside corresponding representational
structures directs computational focus toward significant data characteristics, enhancing
representational effectiveness supporting targeted operational requirements.

4.3.4 Stochastic Batch Contrastive Learning (SBCL)

Once PT-Former outputs a single embedding for each sample to be assessed, we must
learn to predict whether it is a security patch or not. At this point, the patch is represented
along with its LLM-generated explanation, developer description as well as the labelled in-
struction in P7-Former. LLMDA must therefore feed it into a binary classifier for predicting
security relevance (cf. Figure 4.1).

To enhance the learning process by effectively leveraging the intrinsic patterns within
the dataset, we design a Stochastic Batch Contrastive Learning (SBCL) mechanism for
security patch identification. SBCL is designed to operate on batches of data comprising
fused embeddings of security-related and non-security-related inputs (i.e., E in Eq. 4.6)
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Figure 4.3: Overview of our SBCL layer.
Given a batch of data /5 containing embeddings E = { E,4 ¢, E4e, Ein } for each data

point, we employ a stochastic batch contrastive learning mechanism to discern between
security and non-security data points. For each batch, we randomly select an anchor data
point related to security. We then identify positive samples within the batch that are also
related to security and negative samples that are not. This forms a triplet for each anchor
comprising the anchor, positive, and negative samples.

Batch Sampling and Triplet Formation. In the context of SBCL, each batch B is carefully
constructed to include a balanced mix of security-related (security) and non-security-related
(non-security) examples. From each batch, we systematically form triplets for training. A
triplet consists of an anchor (a), a positive example (p), and a negative example (n). The
anchor and positive examples are drawn from the security category, ensuring they share
underlying security-relevant features, whereas the negative example is selected from the
non-security category.

Batch Mining of Positive and Negative Pairs. In the SBCL framework, a systematic
approach is employed to select positive and negative pairs within each batch. This process
utilizes embeddings generated by PT-Former for all examples in a batch. The selection
criterion for a positive example is its reduced similarity to the anchor, aimed at maximizing
intra-class variability. Conversely, a negative example is deemed challenging based on its in-
creased similarity to the anchor, designed to augment the model’s precision in distinguishing
between closely associated examples of different classes.

Identification procedures for significant corresponding and contrasting representational
pairs utilize dimensional proximity calculations across computational batches. Geometric
separation metric implementation quantifies relational distance d(F,, E}) between repre-
sentational vectors £/, and E}:

dim

d(Eq,Ey) = \l S (i) _Eéi))z 4.7)

i=1

This analytical framework facilitates extraction and application of optimally informative ex-
emplars enhancing classification precision within architectural implementations. Stochastic
Batch Contrastive Loss. The framework implements probabilistic differential comparative
optimization functions restructuring representational dimensional space facilitating differen-
tiation between vulnerability-significant and standard modification patterns. Optimization
procedures minimize representational separation between reference-corresponding pairs
while simultaneously maximizing separation between reference-contrasting pairs within
processing segments. Individual comparative triplet (a, p, n) optimization functions follow
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mathematical formulation:
L(a.,p,n)=max(0,d(E,,E,)—d(E,,E,)+margin) (4.8)

where separation function d(E,, ;) quantifies dimensional proximity between vectors
E, and E,, while parameter margin establishes minimum separation threshold between
reference-corresponding and reference-contrasting pairs, implemented with 0.1 valuation.
Computational segment optimization aggregates individual triplet functions through aver-
aging mechanisms:

LSBCLz‘f” S Liapn) (4.9)
(a,p,n)ET

where T represents comprehensive triplet collection within computational segments. This
mathematical framework establishes representational dimensional characteristics effectively
distinguishing vulnerability-significant from standard modifications, supporting optimal
classification performance.

4.3.5 Prediction and Training Layer for Security Patch Detection

LLMDA culminates with Classification and Parameter Optimization components specifi-
cally engineered for vulnerability modification identification applications. This architectural
element processes integrated representational vectors generated through PT-Former im-
plementing precise classification regarding vulnerability significance within examined
modifications. Training Procedure. Architectural optimization procedures implementing
accurate vulnerability modification classification capabilities incorporate optimization func-
tions quantifying differential relationships between computational classification estimations
and authoritative classification parameters. Standard optimization methodology implement-
ing binary classification employs logarithmic divergence measurement functions expressed
mathematically:

1N
LBCEZ—NZ[%lOg(B)‘i‘(l—yi)log@—Pi)] (4.10)

i=1
where quantitative parameter /V represents evaluation dataset cardinality, classification indi-
cator y; represents authoritative classification parameter for modification ¢ (utilizing binary
representation: 1 indicating vulnerability significance, O indicating standard modifications),
while computational estimation F; quantifies vulnerability significance probability for mod-
ification 7. Comprehensive architectural optimization incorporates both differential compar-
ative functions alongside logarithmic divergence measurements through composite formula-
tion: L= Lgcg+ Lspcr. Optimization completion establishes transformation parameters
supporting operational implementation. Prediction Step. Classification functionality imple-
ments fully-connected computational transformation networks processing integrated repre-
sentational vectors from PT-Former, encompassing comprehensive modification characteris-
tics including programming structures, generated interpretations, developer documentation,

and procedural directives. Transformation network implements mathematical operations:

P=0(W,-E+b,) (4.11)

where consolidated vector E represents integrated representational input, transformation
matrix W, contains optimized parameters, correction vector b, provides calibration pa-
rameters, while transformation function o implements probability conversion operations,
typically employing logistic activation functionality supporting binary classification require-
ments. Computational output P indicates probability estimation regarding vulnerability
significance within examined modifications.

73



Chapter 4. Just-in-Time Detection of Silent Security Patches

4.4 Experimental Setup

This section outlines our investigative framework, commencing with research inquiries
followed by comparative methodologies, evaluation datasets, and performance assessment
criteria.

4.4.1 Research Questions

* RQ.1 What performance levels does LLMDA achieve in vulnerability modification classifi-
cation? Our assessment compares LLMDA against established reference implementations
and contemporary methodologies.

* RQ-2 Which architectural components significantly impact LLMDA classification ca-
pabilities? Through component elimination analysis, we examine contributions from
categorical instruction processing, interpretative enhancement, dimensional synchroniza-
tion components, and differential learning techniques.

* RQ-3 How do representational characteristics in LLMDA enhance discriminative capa-
bilities compared with contemporary approaches? We conduct graphical visualization
comparing LLMDA and GraphSPD representational distributions examining separation
properties. Additionally, we perform qualitative examination regarding representational
weighting across significant programming elements.

* RQ-4 Does LLMDA demonstrate adaptability across heterogeneous evaluation environ-
ments? We evaluate cross-dataset performance by applying models optimized within
specific environments against evaluation samples from independent datasets.

4.4.2 Datasets

Our evaluation incorporates two comprehensive datasets from contemporary research:

* PatchDB Wang et al. [2021b] provides extensive C/C++ programming modification
collections, encompassing approximately 12K vulnerability-significant and 24K stan-
dard modifications. Dataset construction incorporated National Vulnerability Database
references alongside GitHub modifications across 311 community-maintained projects
including Linux kernel, MySQL, and OpenSSL implementations.

* SPI-DB Zhou et al. [2021b] constitutes another comprehensive vulnerability modification
identification dataset containing FFmpeg and QEMU modifications, totaling approxi-
mately 25K samples (10K vulnerability-significant, 15K standard modifications).

These datasets were selected based on their comprehensive vulnerability diversity and

modification characteristics across implementation styles, syntactic structures, and semantic

approaches, supporting both intra-project and cross-project evaluation methodologies.

4.4.3 Evaluation Metrics

Performance assessment utilizes established computational metrics:

* +Recall and -Recall, adapted from modification correctness evaluation Tian et al. [2022c],
measure architectural effectiveness identifying vulnerability-significant modifications
(+Recall) while correctly excluding standard modifications (-Recall).

* AUC and F1-score Hossin and Sulaiman [2015] provide comprehensive effectiveness
measurements through curve integration analysis and harmonic performance aggregation,
respectively.

4.4.4 Baseline Methods

* GraphSPD Wang et al. [2023b] represents contemporary state-of-the-art methodology
implementing graph neural networks for vulnerability modification identification. This
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approach demonstrated significant advancement through structural representation capabili-
ties enhancing semantic comprehension compared with sequential processing approaches.

* TwinRNN encompasses recurrent neural implementations Wang et al. [2021c]Zhou
et al. [2021b] employing dual-stream architectures with parameter sharing mechanisms
analyzing programming sequences before and after modification implementation.

* GPT provides foundation model comparison Brown et al. [2020] given its integration
within our processing pipeline. Implementation utilized parametrized instructions: “Given
the following code change, determine if it is related to a security vulnerability or not.
Please respond with either ‘security’ or ‘non-security’ and you must provide an answer.
[Patch information]”

* CodeT5 Wang et al. [2021¢e] provides additional comparative baseline through encoder-
decoder architecture that provides initial representational processing within LLMDA
implementation.

* VulFixMiner Zhou et al. [2021a] implements CodeBERT transformer architecture for
modification representation supporting vulnerability classification functionality.

Additional methodologies including CoLeFunDa Zhou et al. [2023a] were considered

but excluded from direct comparison due to proprietary implementation constraints. This

approach utilizes GumTree structural differentiation generating syntactic operation de-
scriptions rather than interpretative explanations. Published results indicate marginal
improvement (1% AUC) compared with VulFixMiner baseline.

4.4.5 Implementation

LLMDA implementation utilizes PyTorch computational framework (version 11) with
experimentation conducted using NVIDIA V100 accelerators (32GB) with CUDA 11
support. Dataset partitioning follows 80%/20% training/evaluation distribution ensuring bal-
anced assessment methodology. Statistical validity measures include triplicate experimental
execution with distinct initialization parameters, reporting averaged performance metrics.
Parameter optimization employs AdamW methodology Loshchilov and Hutter [2018] with
learning coefficient 1 x 10~° and regularization parameter 0.01 across 20 optimization cycles.
Processing batch parameterization implements 16/64 training/evaluation sample configu-
rations balancing computational requirements with performance characteristics. Critical hy-
perparameters including randomization control and regularization coefficients utilize 0.1 and
0.5 valuations, respectively. The temperature parameter controls stochastic characteristics
during linguistic generation processes within advanced language architectures. Mathemati-
cally represented, this parameter 7" modifies computational probability distributions through:

b= exp(l;/T)
" Yexp(l/T)

Reduced temperature settings (7' < 1) constrain stochastic variation emphasizing high-
probability elements generating consistent outputs, while elevated settings (7' > 1) enhance
variation through distribution modification. Implementation utilizes 7'= 0.1 prioritizing pre-
cision within generated interpretations minimizing stochastic variation. This configuration
enhances reliability within technical interpretation tasks supporting consistent vulnerabil-
ity assessment processes. Regularization parameterization (0.5) establishes optimization
stability while enhancing generalization characteristics across training iterations.

4.12)

75



Chapter 4. Just-in-Time Detection of Silent Security Patches

4.5 Experiment Results
4.5.1 Overall performance of LLMDA

This experimental evaluation section presents comprehensive performance analysis of
LLMDA architectural implementation contrasted with established comparative methodolo-
gies utilizing PatchDB and SPI-DB evaluation repositories. Table 5.6 documents quantitative
assessment results across multiple effectiveness indicators.

Table 4.1: Performance metrics (%) on security patch detection

Method ‘ Dataset ‘ AUC ‘ F1 ‘ +Recall ‘ -Recall
TwinRNN PatchDB 66.50 45.12 46.35 54.37
Wang et al. [2021c] SPI-DB 55.10 4705 48.00 52.10
GraphSPD PatchDB 78.29 5473 75.17 79.67
Wang et al. [2023b] SPI-DB 63.04 48.42 60.29 65.33
PatchDB 50.01 52.97 4928 50.67
GPT (v3.5) SPI-DB 49.83 42.19 44.70 55.20
. PatchDB 71.39 64.55 55.72 77.03
Vulfixminer Zhou et al. [2021a] SPL.DB 68.04 5440 68.14 62.04
PatchDB 71.00 63.73 54.98 76.18
CodeT5 Wang etal. [2021¢] SPI-DB 72.88 56.77 65.45 68.75
. Wang et al. [2023c] | PatchDB 81.23 75.14 77.21 84.90
Fine-Tuned CodeTS+ SPI-DB 66.45 5578 68.10 75.12
. 4 PatchDB 83.15 76.98 78.90 86.23
Fine-Tuned LLaMa-7b SPI-DB 68.20 57.02 70.34 78.21
LLMDA PatchDB | 84.49 (£ 0.51) | 78.19 (£ 0.37) 80.22 (£ 0.21) | 87.33 (£ 0.24)
SPI-DB | 68.98 (+0.27) | 58.13 (+0.33) 70.94 (+0.13) | 80.62 (40.22)

LLMDA demonstrates consistent and robust performance in detecting security patches
and distinguishing non-security patches. On the PatchDB dataset, LLMDA achieves +Recall
and -Recall of 80% and 87%, respectively, reflecting its balanced ability to detect security
patches and exclude non-security ones. Although the performance on SPI-DB is lower, it
remains consistent across both classes, underscoring the model’s generalizability to different
datasets.

The superior performance of LLMDA compared to baseline methods (cf. Table 5.6)
can be attributed to its ability to capture semantic context through multi-modal inputs. For
example, on the PatchDB dataset, LLMDA significantly outperforms token-driven neural
network approaches such as VulfixMiner, TwinRNN, and GPT 3.5 across all metrics, with
improvements ranging from ~18% to ~24% in AUC. These gains highlight the effectiveness
of leveraging LI M-generated explanations and PT-Former for integrating code and textual
inputs, enabling LLMDA to better capture the intent and context of patches compared to
token- or sequence-based methods that rely solely on syntactic features.

Compared to the state-of-the-art GraphSPD, LLMDA achieves notable improvements
on the PatchDB dataset: 6,23, 5, and 8 percentage points in AUC, F1, +Recall, and -Recall,
respectively. These improvements stem from LLMDA’s ability to address GraphSPD’s limi-
tations, such as its reliance on local code segment analysis. By incorporating LLM-generated
explanations, LLMDA bridges the gap between code changes and their broader semantic
context, while PT-Former aligns multi-modal embeddings to capture inter-functional and
inter-modular dependencies. The SBCL mechanism further enhances the model’s robustness
by refining classification boundaries, particularly for challenging edge cases.

However, certain metrics, such as AUC on SPI-DB, are slightly lower compared to
baselines like CodeT5. This discrepancy can be explained by the characteristics of SPI-DB,
which contains fewer descriptive commit messages and a higher prevalence of imbalanced
features. CodeT5’s reliance on token-level patterns provides a marginal advantage in such
scenarios. Despite this, LLMDA demonstrates substantial gains in other critical metrics such
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asF1 (+10%), +Recall (+10%), and -Recall (+15%) on SPI-DB, indicating its superior ability
to accurately identify security patches while minimizing false positives and negatives. These
trade-offs suggest that LLMDA prioritizes real-world security concerns, where reducing
false negatives is often more critical than optimizing AUC alone.

[ [RQ-1] & LLMDA is effective in detecting security patches. With an F1 score at 78.19%,
LLMDA demonstrates a well-balanced performance: our model can concurrently at-
tain high precision and high recall. Specifically, we achieved a new state-of-the-art
performance in identifying both security patches (+Recall) and recognizing non-security
patches (-Recall). Comparison experiments further confirm that LLMDA is superior
to the baselines and is consistently high-performing across the datasets and across the
metrics.

4.5.2 Contributions of key design decisions

In this section we investigate the impact of key design choices on the overall performance

of LLMDA. To that end, we perform an ablation study on :

* Inputs: Compared to prior works, LLMDA innovates by considering two additional
inputs, namely an LLM-generated explanation of the code changes as well as an
instruction. What performance gain do we achieve thanks to these inputs?

* Representations: A major contribution of the LLMDA design is the PT-Former mod-
ule, which enables to align and concatenate bimodal input representations belonging
to different embedding spaces. What performance gap is filled by PT-Former?

* Classifiers: LLMDA relies on stochastic batch contrastive learning to enhance its
discriminative power, in particular for samples that are close to the decision boundaries
of security relevance. To what extent does SBCL maximize LLMDA’s performance?

To answer the aforementioned sub-questions, we build variants of LLMDA where dif-

ferent components are removed. We then compute the performance metrics of each variant
and compare them against the original LLMDA.

4.5.2.1 Impact of LLM-generated explanations

We build a variant LLMDAgx _ by discarding the explanation part like the following
example, “PATCH [CLS] EXPEANATION [CLS] DESCRIPTION [CLS] INSTRUCTION™. It
allows us to investigate the impact of the explanation we generate by an LLM and if the
explanation encodes a unique or crucial context that could support the approach. Table 4.2
reports the performance results achieved in this ablation study.

Table 4.2: Performance (%) of LLMDA gx_ (without the LLM-generated explanations)

Model | Dataset |  AUC | Fl | +Recall | -Recall
MDA PatchDB | 83.24 (| 1.25)*| 76.73 (| 1.46)*| 79.01 | 86.09
EX=1 SPI-DB | 68.27 (| 0.71)*| 57.57 (10.56)*| 70.23 | 80.07

* (| x.zx) measures the performance drop when comparing against LLMDA.

It is noticeable that the performance of LLMDAgy _ is consistently lower across the
various metrics and across the datasets. These findings highlight the significance of LLM-
generated explanations in enhancing the model’s predictive capabilities.

4.5.2.2 Impact of instruction

We conduct an ablation study based on a variant, LLMDAy_ by removing the instruction
part from the original sequence like the following example, “PATCH [CLS]| EXPLANATION
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[CLS] DESCRIPTION [CLS] INSTRBETION". By doing so, we expect to confirm the impact
of our instruction. The performance of this variant on the PatchDB and SPI-DB datasets
is reported in Table 4.3.

Table 4.3: Performance (%) of LLMDA [y _ (without the designed instruction)

Model \ Dataset \ AUC \ F1 \+Recall -Recall
PatchDB | 82.51 ([ 1.98) | 76.14 (1 2.05) | 78.55 85.64

HEMDAIN- | SpLDB | 67.93(11.05) | 57.25(10.8%) | 69.90 | 79.62

Again, we note that the performance drops compared to LLMDA. It even appears that,
without the instruction, the performance drop is slightly more important than when the
model does not include the LLM-generated explanations. These findings underscore the
importance of the label-wise design decision based on explicitly adding an instruction among
the inputs for embedding to enhance the model’s performance for security patch detection.

4.5.2.3 Impact of PT-Former

To evaluate the significance of the PT-Former module, we designed a variant, LLMDA pp_,
in which the PT-Former space alignment and representation combination module is removed.
In this variant, a simpler approach is used to generate a unified embedding space for all
inputs. Specifically, we concatenate all input embeddings directly as follows:

E:Ep@Eea:pl@Edesc@Einst (413)

Here, E,, Eezpi, Fdesc, and Ej, s represent the embeddings of the patch, explanation, de-
scription, and instruction, respectively, and & denotes the concatenation operation.
Table 4.4: Performance (%) of LLMDA pr_ (without the PT-Former module)
Model \ Dataset \ AUC \ F1 \ +Recall \ -Recall

PatchDB | 81.45(]3.04) | 73.56 (] 4.63) | 75.12 84.34
SPI-DB | 64.89 (14.09) | 56.34 (] 1.79) | 68.45 74.89

The performance results for LLMDA pp_ are presented in Table 4.4. Compared to the
original LLMDA, LLMDA pp_ demonstrates a consistent decline across all metrics. On
PatchDB, the removal of PT-Former results in a 3.04% drop in AUC and a 4.63% decrease
in F1-score. While +Recall and -Recall remain relatively stable, their marginal reductions
indicate a diminished ability to correctly classify both security-relevant and non-relevant
patches. On SPI-DB, the impact of PT-Former’s removal is more pronounced in AUC and
F1, with a decline of 4.09% and 1.79%, respectively.

These results highlight the critical role of PT-Former in effectively aligning and inte-
grating multi-modal embeddings. By relying solely on concatenation, LLMDA pp_ fails to
capture the nuanced relationships between different input modalities, such as inter-modular
and inter-functional dependencies. PT-Former’s advanced attention mechanisms are essen-
tial for achieving state-of-the-art performance, as they enhance the interaction between inputs
and preserve crucial semantic information. This experiment underscores the importance of
PT-Former’s design in enabling LLMDA to outperform its variants and existing baselines.

4.5.2.4 Impactof SBCL

In LLMDA we designed SBCL to optimize the model’s ability to discern different pat-
terns between positive (security patches) and negative (non-security patches) examples more
effectively. Figure 4.4 illustrates the ambition: after PT-Former learns the representations,
the embedding subspaces of security and non-security patches will certainly intersect on

LLMDApr_
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some “difficult” samples. SBCL is designed to find the optimum decision boundary. To
assess the importance of SBCL, we design a variant, LLMDA g, Where we directly feed
the embeddings processed by PT-Former into the fully connected layer (i.e., without the

stochastic batch contrastive learning Decision boundary

A security patches

[ | non-security patches

Embedding subspace of
@ .
security patches

@) Embedding subspace of
non-security patches

Intersection of
® embedding spaces i
Figure 4.4: Illustration of embedding subspaces of security/non-security patches for con-
trastive learning
Table 4.5 presents the performance results of LLMDAgpcr,—. Compared to the original
LLMDA, the performance drop is noticeable. Despite the relatively small proportion of the
semantic space at the intersection between the subspaces of security and non-security patches,
SBCL enables to achieve 1-3 percentage points improvement on the different metrics.
Table 4.5: Performance (%) of LLMDAgpc— (without contrastive learning)

Model Dataset \ AUC \ F1 \ +Recall \ -Recall

PatchDB | 82.93 (| 1.56) | 76.45(/1.74) | 78.72 | 85.81
SPI-DB | 67.43(/1.55) | 56.61 (1 1.52) | 69.45 | 79.10

LLMDAgspBcL—

[RQ-2] ® The ablation study results reveal that each of the key design decisions
contributes noticeably to the performance of LLMDA. In particular, without the PT-
Former module LLMDA would lose about 8 percentage points in F1.

4.5.3 Discriminative power of LLMDA representations

In this section, we investigate to what extent the representations obtained with LLMDA
are indeed enabling a good separation of security and non-security patches in the embedding
space. To that end, we consider two separate evaluations: the first attempts to visualize the
embedding space of LLMDA and compares it against baselines, including GraphSPD (i.e.,
the state of the art), TwinRNN, Vulfixminer, and CodeTS5; the second qualitatively assesses
two case studies.

4.5.3.1 Visualization of embedding spaces

We consider 1 000 random patches from our PatchDB dataset. We then collect their as-
sociated embeddings from LLMDA and baselines (ie., GraphSPD, TwinRNN, Vulfixminer,
and codeT5) and apply principal component analysis (PCA) Smith [2002]. Given the im-
balance of the dataset, the drawn samples are largely non-security patches, while security
patches are fewer. Figure 4.10 presents the PCA visualizations of the representations.

We observe from the distribution of data points that LLMDA can effectively separate
the two categories (i.e., security and non-security patches), in contrast to the incumbent
state-of-the-art, GraphSPD and other baselines (ie., TwinRNN, Vulfixminer, and codeT5 as
shown in Figure 4.10). This finding suggests that the representations of LLMDA are highly
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Figure 4.10: PCA visualizations of security and non-security patch embeddings by baselines
and LEOPARD.

relevant for the task of security patch detection.
4.5.3.2 Case studies

Table 4.6 presents 2 examples to illustrate the difference between LLMDA and baselines
(ie., GraphSPD, TwinRNN, Vulfixminer, and CodeT5) in terms of what the representations
can capture, and potentially explaining why LLMDA was successful on these cases while
GraphSPD (previous the state-of-the-art work) was not. For our classification task, we have
two labels: security (0) and non-security (1). For LLMDA, we can directly consider the label
name in the instruction. Thus we compute the attention map between security and the tokens
in the patch, the explanation, and the description. For GraphSPD, however, since there no
real label name involved in the training and inference phases, we compute the attention score
between the words in the patch and the number “0” or “1”. To simplify the analysis, we only
highlight, in Table 4.6, tokens for which the similarity score is higher than 0.5.

As shown in the examples, LLMDA generally assigns high similarity scores to security-
related aspects, suggesting a detection capability that nuances between tokens. For example,
in the sgminer.c patch, LLMDA gives high scores to realloc and mutex_init, indicating a
finer sensitivity to potential security implications within these code parts. Similarly, in the
krb5/auth_context.c patch, the use of memset for initializing authenticator memory is scored
high in LLMDA, reflecting its more acute recognition of security practices.

In contrast, since GraphSPD is graph-based, it focuses on the patch itself. For the same
patch cases, GraphSPD can even give very high attention scores for non-security label. For
example, krb5_auth_con_init is given 0.6 score for “non-security” and ALLOC is given
0.67 attention score towards non-security as well. These scores may justify many failures
of GraphSPD in the security patch detection task.

Apart from GraphSPD, we also compute the attention maps for TwinRNN, Vulfixminer,

80



4.5. Experiment Results

Table 4.6: Attention scores for security and non-security labels by GraphSPD and LLMDA
on two sample patches

GraphSPD (failed cases) LLMDA (successful cases)
Patch (non-formatted token Developer  De- Patch (non-formatted token . .
S Explanation Description
sequence) scription sequence)
. . diff -git a/sgminer.c
diff -git a/sgminer.c .
b/sgminer.cindex a7dd3ab3..08697cd0 b/sgminer.cindex a7dd3ab3..08697cd0
100644—— a/sgminer.ct++ 100644-- a/sgminer.c+++ .
b/sgminer.c@@ -518,7 +518,7 @@ p/sgminer.cet -518,7 +518,7 €€ Modified Sg-
truct pool struct pool miner.c, adjusted
s . «add_pool (void) sprintf (buf, "Pool -C, adj
xadd_pool (void) (non-security score = o n ~ . P
0.65)s " aqn . .. %d", pool->_no);pool->poolname = realloc us- | Fixed  missing
.65)sprintf (buf, "Pool %d", Fixed missing re- 0 .
) oot sponiname - ssing strdup (buf) ; -\tpools = ( it alloc(: X
pool=>_no); realloc (pools, sizeof (struct pool x) | Age(security core | realloc(security
strdup (buf) ; -\tpools = alloc removed by .
3 . (total_pools + 2));+\tpools = = 0.67) with | core = 0.63) re-
ealloc(pools, sizeof (struct pool )
(torar Lo oot o mistake (struct **pool **)realloc (pools, L. X
otal_poo-s ' pools = sizeof (struct pool %) x (total pools expllﬂt type moved by mlstake
(struct s+pool #*)realloc(pools, 2N leeenrityore =057 . ?
sizeof (struct pool ) % (total_pools i ly core =0. casting(security
+ 2)) ;pools [total_pools++] = pools[total poolstt] = _
e i pool;mutex_init(security core = core = 0.63)
pool;mutex_init (&pool->pool_lock);
0.50) (spool->pool_lock) ;
if (unlikely (pthread_cond_init (s§pool-3cr_cond, ) . P
NULL))) if (unlikely (pthread_cond_init (&§pool-cr_cond,
NULL)))
diff -git a/lib/krb5/auth_context.c diff -git a/lib/krb5/auth_context.c
b/lib/krb5/auth_context.c index b/lib/krb5/auth_context.c index
Oedea5418..3cbad8del 100644 — Oedea5418..3cbad8del 100644 — Added memset to
a/lib/krb5/auth_context.c +++ a/lib/krb5/auth_context.c +++ initialize ‘authen-
b/lib/krb5/auth_context.c @@ -53,6 b/lib/krb5/auth_context.c @@ -53,6 . R .
+53,7 @@ krb5_auth_con_init(non-security +53,7 @@ ticator’ memory | zero authentica-
score =0.60) (krb5_context context, : krb5_auth_con_init (krb5_context . .
ALLOC(non-security score = zero authenticator context, ALLOC (p->authenticator, 1); n !(r_bs—a}lth— tor (security core
0.67) (p->authenticator, 1); if if (Ip->authenticator) return con_init func-| =0.77)
(!p->authenticator) return ENOMEM; + ENOMEM; + memset (p->authenticator, . D
memset (p->authenticator, 0, o0, uon(secu”ty core
sizeof (xp->authenticator)); sizeof (xp->authenticator)) ; (security = 0,84),
p->flags = core=0.59) p->flags =
KRB5_AUTH_CONTEXT_DO_TIME; KRBS5_AUTH_CONTEXT_DO_TIME;
TwinRNN (failed cases) Vulfixminer (failed cases) CodeTS5 (failed cases)
Patch (non-formatted token Patch (non-formatted token Patch (non-formatted token
sequence) sequence) sequence)

diff -git a/sgminer.c
b/sgminer.cindex a7dd3ab3..08697cd0
100644-- a/sgminer.c+++
b/sgminer.c@@ -518,7 +518,7 Q@
struct pool *xadd_pool (void)
sprintf (buf, "Pool %d",
pool->_no);pool->poolname =
strdup (buf) ; -\tpools =
realloc(pools, sizeof (struct pool *)
(total_pools + 2))(non-security score =
0.66); +\tpools = (struct xxpool
*x)realloc (pools, sizeof (struct pool
*) * (total_pools +
2));pools[total_pools++] =
pool;mutex_init (&pool->pool_lock)
(non-security score =0.52) ;
if (unlikely (pthread_cond_init (&pool-—
NULL) ) )

C%Eégrr}é}kely (pthread_cond_init (&pool-

diff -git a/sgminer.c
b/sgminer.cindex a7dd3ab3..08697cd0
100644-- a/sgminer.c+++
b/sgminer.c@@ -518,7 +518,7 Q@
struct pool xadd_pool (void)
sprintf (buf, "Pool %d",
pool->_no) ;pool->poolname =
strdup (buf) ; -\tpools =
realloc (pools, sizeof (struct pool x)
(total_pools + 2));+\tpools =
(struct xxpool »x)realloc (pools,
sizeof (struct pool *) * (total_pools
+ 2));pools[total_pools++] =
pool;mutex_init (&pool->pool_lock)
(non-security score = 0.59);
[k 4
NULL)))

sizeof (struct pool %) =

diff -git a/sgminer.c

b/sgminer.cindex a7dd3ab3..08697cd0

100644-- a/sgminer.c+++
b/sgminer.c@@ -518,7 +518,7 @@
struct pool *xadd_pool (void)
sprintf (buf, "Pool %d",
pool->_no) ;pool->poolname =
strdup (buf) ; -\tpools =

realloc (pools, sizeof (struct pool )

(total_pools + 2));+\tpools =
(struct xxpool **)realloc (pools,
(total_pools

+ 2));pools[total_pools++] =
pool;mutex_init (&pool->pool_lock)
(non-security score =0.52);

fdondikely (pthread_cond_init (&§pool->cr_cond,

NULL) ) )

diff -git a/lib/krb5/auth_context.c
b/lib/krb5/auth_context.c index
Oedea5418..3cbad84el 100644 —-
a/lib/krb5/auth_context.c +++
b/lib/krb5/auth_context.c @@ -53,6
+53,7 @@ krb5_auth_con_init(ron-security
score =0.55) (krb5_context context,
ALLOC(non-security score =
0.63) (p->authenticator, 1); if
(!p—>authenticator) return ENOMEM; +
memset (p->authenticator, 0,
sizeof (xp—>authenticator));
p->flags =
KRB5_AUTH_CONTEXT_DO_TIME;

diff -git a/lib/krb5/auth_context.c
b/lib/krb5/auth_context.c index
Oedea5418..3cbad484el 100644 ——
a/lib/krb5/auth_context.c +++

b/lib/krb5/auth_context.c @@ -53,6

+53,7 @@ krb5_auth_con_init(non-security | +

score =0.73) (krb5_context context,
ALLOC(non-security score =
0.56) (p->authenticator, 1); if
(!p—>authenticator) return ENOMEM; +
memset (p->authenticator, O,
sizeof (xp—>authenticator));
p->flags =

KRB5_AUTH_CONTEXT_DO_TIME;

diff -git a/lib/krb5/auth_context.c

b/lib/krb5/auth_context.c index
Oedea5418..3cbad84el 100644 —-
a/lib/krb5/auth_context.c +++
b/lib/krb5/auth_context.c @@ -53,6
53,7 @@ krb5_auth_ con_init(non-security
score =0.64) (krb5_context context,

ALLOC (p—>authenticator, 1) (non-security

score=0.68); if (!p->authenticator)
return ENOMEM; + memset
(p->authenticator, O,
sizeof (xp->authenticator));
p->flags =
KRB5_AUTH_CONTEXT_DO_TIME;

and CodeT5. As shown in Table 4.6, Vulfixminer and CodeT5 exhibit similar behaviors,
highlighting tokens such as ‘mutex_init(&pool->pool_lock)’, ‘krb5_auth_con_init’, and
‘ALLOC’. TwinRNN, on the other hand, demonstrates attention patterns more aligned with
GraphSPD. These models fail due to several reasons. TwinRNN, like GraphSPD, emphasizes
structural relationships in the patch but lacks semantic understanding, leading to poor differ-
entiation of security-critical tokens. For instance, it assigns high scores to ‘ALLOC’ in the
‘krb5_auth_con_init’ patch but overlooks ‘memset’, which has a clear security implication in
ensuring memory safety. Similarly, Vulfixminer and CodeT5 focus on surface-level patterns
and overgeneralize their relevance, treating tokens like ‘mutex_init” as equally important
in both security and non-security contexts. This results in a failure to prioritize tokens with
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actual security implications, such as explicit casting in ‘realloc’ usage in the ‘sgminer.c’
patch or memory initialization with ‘memset’ in the ‘krb5_auth_con_init’ patch. Moreover,
none of these models effectively integrate domain-specific knowledge to capture the subtle
semantics of secure coding practices, which limits their ability to identify security-critical
patches. In contrast, LLMDA excels in capturing these nuances by leveraging contextual
and domain-aware information, as reflected in its superior attention scores in Table 4.6.

[RQ-3] @& The design of LLMDA leads to patch representations that enable enhanced
ability over GraphSPD and other baselines (ie., TwinRNN, Vulfixminer, CodeT5) in
effectively differentiating between security and non-security patches on the embedding
spaces. Our analysis of sample cases shows that LLMDA assigns high attention scores to
tokens associated to security-related aspects, making it effective for accurately identifying
security patches.

4.5.4 Robustness of LLMDA

A model is accepted as robust if it performs strongly on datasets that differ from the
training data. For our study task, robustness should ensure reliable predictions on unseen
patches. We assess the robustness of LLMDA and baselines (ie., GraphSPD, TwinRNN,
Vulfixminer, and CodeT5) by training them against the PatchDB and testing against the
samples from the FFmpeg dataset used to construct the benchmark for Devign Zhou et al.
[2019] vulnerability detector. This test data includes 13,962 data points, consisting of 8,000
security-related and 5,962 non-security-related patches. The selection of the FFmpeg dataset
is motivated by its coverage of a wide range of vulnerabilities.

Table 4.7: Performance (%) of GraphSPD, LLMDA, and additional baselines against unseen
patches from the FFmpeg dataset Zhou et al. [2019].
Numbers between parentheses (] X) correspond to the drop of performance when compared to the evaluation in cross-validation with
PatchDB.
Method ‘ Accuracy ‘ Precision ‘ AUC ‘ Recall ‘ +Recall -Recall ‘ F1
TwinRNN 40.23 45.10 41.50 | 34.75 | 34.75(142.85) | 49.40 | 38.12(]13.50)
Vulfixminer | 41.85 47.00 | 43.12 | 35.90 | 35.90 (141.90) | 50.50 | 39.10(]12.80)
CodeT5 45.12 50.45 46.75 | 39.00 | 39.00 (38.45) | 53.20 | 43.75(/11.59)
GraphSPD 43.65 51.15 44.81 | 36.88 | 36.88(138.29) | 52.75 | 42.86(]11.74)
LLMDA 66.78 7270 | 66.69 | 67.30 | 67.30(/12.92) | 66.09 | 69.89 (/8.30)

({ z.xx) measures the performance drop when comparing with the cross-validation of LLMDA on
PatchDB (cf. Table 5.6).

Table 4.7 summarizes the performance results of LLMDA, GraphSPD, and additional
baselines on the unseen dataset. Overall, LLMDA demonstrates superior robustness com-
pared to all baselines. It achieves significantly higher scores across all metrics, with a notable
advantage of about 20 percentage points in precision over GraphSPD and a greater perfor-
mance gap with other baselines. The results further highlight the performance drop when
testing on unseen data compared to cross-validation on PatchDB. For example, LLMDA
loses approximately 13 percentage points in +Recall, while GraphSPD shows a more
substantial drop of 38 percentage points.

Moreover, the token-based and sequential baselines (TwinRNN, Vulfixminer, CodeT5)
exhibit the lowest robustness. These methods fail to capture cross-project and unseen patterns
due to their reliance on localized or syntactic features. By contrast, LLMDA effectively lever-
ages multi-modal inputs, semantic explanations, and alignment strategies to generalize to
diverse datasets. These findings underscore LLMDA’s ability to deliver reliable predictions

%
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on unseen patches, setting a new standard for robustness in security patch detection.

[RQ-4] & Experiments on unseen patches clearly demonstrate that LLMDA is more
robust than GraphSPD and prior baselines. In terms of identifying security patches,
LLMDA’s performance drop is about threefold smaller compared to the prior state-of-
the-artGraphSPD under the same experimental settings.

4.5.5 Effect of Different Models and Different Instructions

Table 4.8: Performance metrics (%) on security patch detection with different instructions

Model | Instruction Type | Dataset | AUC \ F1 |  +Recall | -Recall
LLMDA (Gemini 2.0 Flash) Task-Specific PatchDB 76.45 69.23 72.45 80.34
Detailed PatchDB 74.67 68.00 70.12 79.12
Concise PatchDB 73.12 66.34 69.00 77.89
Direct Explanation | PatchDB 75.78 68.56 71.23 79.67
Task-Specific SPI-DB 64.56 55.67 65.34 72.12
Detailed SPI-DB 63.12 54.12 64.00 71.00
Concise SPI-DB 62.45 53.67 63.23 70.12
Direct Explanation | SPI-DB 63.89 54.67 64.45 71.67
LLMDA(Claude 3.5 Sonnet) Task-Specific PatchDB 81.12 74.45 78.34 84.23
Detailed PatchDB 79.56 72.67 76.45 82.67
Concise PatchDB 77.89 71.12 75.00 81.12
Direct Explanation | PatchDB 80.12 73.45 77.12 83.56
Task-Specific SPI-DB 67.34 57.34 68.89 76.45
Detailed SPI-DB 66.12 56.00 67.12 75.12
Concise SPI-DB 65.34 55.34 66.00 74.00
Direct Explanation | SPI-DB 66.89 56.34 67.67 75.89
LLMDA (Mixtral 8x7B) Task-Specific PatchDB 76.45 68.34 72.10 79.67
Detailed PatchDB 74.78 67.12 70.45 78.34
Concise PatchDB 72.67 65.00 69.12 76.89
Direct Explanation | PatchDB 75.23 67.89 71.34 78.90
Task-Specific SPI-DB 64.12 54.23 64.67 71.89
Detailed SPI-DB 63.34 53.45 63.89 70.78
Concise SPI-DB 62.00 52.67 63.00 70.00
Direct Explanation | SPI-DB 63.45 53.89 64.12 71.34
LLMDA(Gemma 7B) Task-Specific PatchDB 75.78 68.00 71.45 79.12
Detailed PatchDB 74.12 66.67 70.00 78.00
Concise PatchDB 72.34 65.00 68.78 76.34
Direct Explanation | PatchDB 74.89 67.12 70.89 78.67
Task-Specific SPI-DB 63.45 53.89 63.78 71.23
Detailed SPI-DB 62.34 53.00 62.45 70.00
Concise SPI-DB 61.78 52.34 62.12 69.56
Direct Explanation | SPI-DB 62.89 53.34 63.34 70.67
LLMDA (Llama3 70B) Task-Specific PatchDB 77.23 69.67 73.34 81.12
Detailed PatchDB 75.67 68.00 72.23 79.45
Concise PatchDB 74.12 66.45 70.12 78.12
Direct Explanation | PatchDB 76.45 68.78 72.89 80.23
Task-Specific SPI-DB 65.34 55.45 66.45 73.00
Detailed SPI-DB 64.12 54.23 65.34 72.00
Concise SPI-DB 63.45 53.34 64.12 71.12
Direct Explanation | SPI-DB 64.78 54.89 65.89 72.34
Task-Specific PatchDB | 84.49 (£ 0.51) 78.19 (£ 0.37) | 80.22 (£ 0.21) | 87.33 (£ 0.24)
Detailed PatchDB | 82.34 (+0.48) | 75.89 (£ 0.33) | 78.34 (£ 0.20) | 85.67 (£ 0.22)
LLMDA (gpt3.5-turbo) Concise PatchDB | 80.56 (& 0.45) | 73.34 (+0.30) | 76.12 (+0.18) | 84.12 (+:0.21)
Direct Explanation | PatchDB | 81.78 (£ 0.47) | 74.45 (£ 0.32) | 77.45(£0.19) | 84.89 (£ 0.22)
Task-Specific SPI-DB | 68.98 (+0.27) 58.13 (+0.33) | 70.94 (+0.13) | 80.62 (£ 0.22)
Detailed SPI-DB | 67.89 (£ 0.26) | 56.78 (+ 0.30) | 68.45 (+0.12) | 79.45 (£ 0.21)
Concise SPI-DB | 66.45 (£ 0.25) | 55.23 (£ 0.28) | 67.12(+0.11) | 78.67 (& 0.20)
Direct Explanation | SPI-DB | 67.12 (£ 0.26) | 56.00 (£ 0.29) | 68.00 (£ 0.12) | 79.00 (£ 0.21)

The quality and effectiveness of explanations generated for LLMDA are significantly
influenced by both the choice of model and the type of instruction provided. To evaluate
these factors, we conducted a systematic ablation study using five different large language
models (LLMs) (Gemini 2.0 Flash OpenAl [2023], Claude 3.5 Sonnet Anthropic [2023],
Mixtral 8x7B Face [2023], Gemma 7B Labs [2023], and Llama3 70B AI [2023]) and four
types of instructions (Task-Specific, Detailed, Concise, Direct Explanation). Below, we
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Table 4.9: Comparison of Instruction Types for Explanation Generation

Instruction Type

Example Instruction

Characteristics

Task-Specific

Choose the correct option to the fol-
lowing question: Is the patch security
related or not? Choices: (0) security
(1) non-security.

Constructed specifically for classifi-
cation objectives; produces interpre-
tations that explicitly address vulner-
ability significance considerations,
creating optimally applicable out-
puts for subsequent processing com-
ponents.

Detailed

Could you explain the purpose of this
patch and describe why the change
was made?

Delivers comprehensive explanatory
content addressing both intended
functionality and implementation

consequences within programming
modifications, establishing extensive
contextual frameworks supporting
architectural learning processes.
Creates abbreviated focused interpre-
tative content; while providing re-
duced granularity, these directive pa-
rameters maintain operational effi-
ciency while delivering fundamental
modification insights.

Concentrates on operational trans-
formation descriptions within mod-
ification implementation; empha-
sizes programming alterations with-
out necessarily establishing connec-
tions to broader conceptual inten-
tions or vulnerability implications.

Concise Summarize the purpose of this patch

1n one sentence.

Direct Explanation | Explain what happened inside the

code changes.

provide an intrinsic analysis of how these variations impact security patch detection.

4.5.5.0.1 EffectofDifferent Instructions. The instruction type used to generate explana-
tions significantly affects their quality and relevance, which in turn impacts the downstream
performance of LLMDA.

Task-Specific Instructions. For instance: "Choose the correct option to the following
question: Is the patch security related or not? Choices: (0) security (1) non-security."
These instructions align closely with the binary classification task, generating explanations
that directly assess the security relevance of patches. The tight alignment ensures better
feature extraction and improved context understanding, leading to superior metrics such as
F1 and +Recall. Recent studies Wei et al. [2021], Chung et al. [2022] have demonstrated
the effectiveness of task-specific prompts in enhancing downstream performance.

Detailed Instructions. For example: "Could you explain the purpose of this patch and
describe why the change was made ?" These prompts produce comprehensive explanations,
offering both the intent and functional impact of the code change. While informative, detailed
instructions can include extraneous information not directly relevant to the classification
task, slightly diluting performance compared to task-specific prompts. Nevertheless, the ad-
ditional context is particularly useful for datasets with sparse metadata, such as SPI-DB Zhou
etal. [2021b].

Concise Instructions. For instance: "Summarize the purpose of this patch in one
sentence." Concise instructions prioritize brevity, generating short explanations that pro-
vide essential insights. While efficient, these instructions often lack the depth required to
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fully capture the intent and implications of the patch, resulting in lower +Recall and F1
scores Brown et al. [2020].

Direct Explanation Instructions. For example: "Explain what happened inside the
code changes." These prompts focus on describing the specific modifications made in the
patch without linking them to broader security implications. While useful for technical analy-
sis, the lack of semantic insights necessary for security classification results in comparatively
lower performance, consistent with findings in Sun et al. [2023].

4.5.5.0.2 Effect of Different Models. The choice of LLM affects the quality of generated
explanations, including relevance, coherence, and semantic richness, which significantly
impacts LLMDA’s classification performance.

Gemini 2.0 Flash and Claude 3.5 Sonnet. These models perform consistently well,
with Claude 3.5 Sonnet achieving the strongest results when paired with task-specific or
detailed instructions. Their advanced contextual understanding enables them to generate
high-quality explanations that balance detail and relevance.

Mixtral 8x7B and Gemma 7B. These models exhibit moderate performance across all
instructions. Their relatively smaller architectures limit their ability to generate nuanced
semantic explanations, leading to lower performance on complex datasets like SPI-DB.

Llama3 70B. Despite its size, Llama3 70B shows variability depending on the instruc-
tion type. It performs well with task-specific instructions but struggles with concise prompts,
likely due to over-reliance on syntactic patterns.

LLMDA. As the proposed model, LLMDA consistently outperforms all other LLMs
across instructions. Task-specific instructions paired with LLMDA yield the highest perfor-
mance, demonstrating its ability to leverage semantically aligned explanations and integrate
them effectively into its multi-modal architecture.

4.5.5.0.3 Dataset-Specific Insights. PatchDB. The diversity of repositories in PatchDB
highlights the importance of high-quality explanations. Task-specific and detailed instruc-
tions enable LLMDA to generalize effectively across various patch styles. SPI-DB. The
sparse commit messages and imbalanced features in SPI-DB pose challenges for all configu-
rations. However, detailed instructions mitigate these issues by providing additional context,
while task-specific instructions remain the most effective overall due to their alignment with
the classification objective.

-

Conclusion The section discusses that both the choice of LLM and the instruction type
significantly influence the performance of LLMDA. Task-specific instructions paired
with high-capability models like Claude 3.5 Sonnet and Gemini 2.0 Flash yield superior
results, highlighting the importance of aligning explanations with the classification
task. Detailed instructions improve robustness in sparse datasets like SPI-DB, while
concise and direct explanations underperform due to their lack of contextual depth.
These findings emphasize the critical role of prompt engineering and model selection in
enhancing explanation quality and downstream performance.

L

4.5.6 Extended Evaluation of Instruction

We evaluate the performance by conducting experiments on the following: Instruction
Positions and Importance of Instruction.

4.5.6.0.1 Importance of Instruction Positions The position of the instruction within
the input sequence significantly affects the model’s ability to leverage task-specific guidance.
As shown in Table 4.11, placing the instruction at the end of the sequence yields the highest
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performance, with an AUC of 84.49% and an F1 score of 78.19%, outperforming configu-
rations where the instruction is placed at the beginning or middle. This result aligns with the
transformer architecture’s tendency to assign greater attention to later tokens, allowing the
end-positioned instruction to better influence the final embedding. Conversely, positioning
the instruction at the beginning or middle may dilute its significance as subsequent tokens
are processed, leading to a slight decrease in performance. These findings underscore the
importance of aligning input design choices with the model’s architectural characteristics
to maximize the utility of task-specific instructions.
Table 4.10: Performance (%) with Different Instruction Positions

Configuration Dataset | AUC | F1 | +Recall | -Recall
Instruction at Beginning PatchDB | 82.45 | 76.12 | 78.45 85.89
Instruction at Middle PatchDB | 83.23 | 77.00 | 79.23 86.34
Instruction at End (Original) | PatchDB | 84.49 | 78.19 | 80.22 87.33

4.5.6.0.2 Importance of Instruction Furthermore, we also evaluate the impact of in-
struction by replacing the instruction with a sentence composed of random words generated
from a random sentence Web provider . Here, we take two random sentences as examples:
Sentence 4: “He stepped gingerly onto the bridge knowing that enchantment awaited on
the other side.” Sentencez: “When confronted with a rotary dial phone, the teenager was
perplexed.”

The performance results for these configurations are presented in Table 4.11. As shown,
using random sentences as instructions leads to a noticeable performance drop compared
to the original task-specific instruction used in LLMDA. Specifically, both Sentence 4
and Sentencep achieve lower AUC, F1, +Recall, and -Recall metrics than the original
configuration.

Table 4.11: Impact of Instruction

Configuration Dataset | AUC | F1 | +Recall | -Recall
Sentence 4 PatchDB | 75.34 | 70.12 | 71.45 78.90
Sentencep PatchDB | 76.05 | 71.00 | 72.12 79.50

LLMDA (Original) | PatchDB | 84.49 | 78.19 | 80.22 87.33

The results indicate that replacing the task-specific instruction with random sentences
introduces noise and misleads the training process. Unlike the task-specific instruction,
which provides direct guidance aligned with the classification objective (security-related
or non-security-related patches), random sentences lack semantic relevance and coherence
in relation to the task. This misalignment results in a reduced ability of the model to focus
on meaningful features and relationships within the data, leading to degraded performance
across all metrics.

The experimental results highlights the importance of using instructions in LLMDA.
Instruction serves as a guiding mechanism, focusing the model’s attention on the critical
aspects of the problem and enhancing its ability to learn meaningful representations for
classification. In contrast, random sentences introduce irrelevant information, diluting the
signal and adversely affecting the model’s effectiveness. This underscores the necessity of
carefully designed instructions to ensure optimal training and robust model performance.

Shttps://randomwordgenerator.com/sentence.php
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4.6 Discussion
4.6.1 Threats to Validity

Internal validity. The initial methodological concern involves generative interpretation
quality. Neural language architectures may produce inaccurate programming modification
descriptions or conversely demonstrate exceptional performance within established evalu-
ation repositories, potentially introducing assessment bias. Mitigation strategies incorporate
contemporary foundation model implementation alongside comprehensive component elim-
ination analysis examining interpretative contributions. A secondary concern addresses
architectural evolution within deployed generative systems. These developmental modifi-
cations introduce experimental reproducibility challenges through performance variability,
potentially affecting consistency across identical parametrized requests. A tertiary constraint
emerges from dimensional limitations restricting inputs to 512 representational units. When
processing extensive modifications, LLMDA implements truncation procedures potentially
eliminating critical information elements affecting classification precision and operational
reliability. External validity. Methodological constraints exist regarding evaluation datasets
potentially limiting generalization beyond established repositories. Specifically, SPI-DB
provides limited project diversity (2 implementations). Mitigation approaches include im-
plementation across multiple distinct evaluation repositories, with PatchDB encompassing
over 300 project implementations. Additionally, LLMDA implements linguistic-oriented
processing frameworks ensuring architectural design remains implementation-language
independent. Additional concerns emerge regarding pre-trained architectural components
(CodeTS5 and LlaMa-7b) providing initial representational processing. These architectures
potentially lack optimal adaptation for vulnerability classification requirements. Mitigation
considerations incorporate literature-validated selection criteria demonstrating superior
performance characteristics across related computational objectives. Construct validity.
Experimental limitations exist regarding directive parameter optimization within Instruction
components. This potentially limits comprehensive understanding regarding instructional
contributions toward classification performance. Mitigation procedures include component
elimination analysis quantifying current parametrization effectiveness. Enhanced directive
formulations potentially offer additional performance improvements.

4.6.2 Limitation

A significant implementation constraint involves GPT-3.5 architecture (gpt-3.5-turbo-
16k-0613) utilization generating programming modification interpretations within LLMDA
framework. While this implementation demonstrates significant effectiveness interpret-
ing programming structures, subsequent architectural developments including GPT-4.0
(gpt-4-0613) offer potential enhancement opportunities.

To illustrate this, consider the following patch (non-security) from the Linux kernel,
which modifies socket configurations to enable asynchronous 1/0 operations:

@@ 1950,6 +1950,7
— (@@ static int xs_local_finish_connecting(struct rpc_xprt xxprt,
sk>sk_user_data = xprt;
sk>sk_data_ready = xs_data_ready;
sk>sk_write_space = xs_udp_write_space;
sock_set_flag(sk, SOCK_FASYNC);
sk—>sk_error_report = xXxs_error_report;
sk—>sk_allocation = GFP_NOIO;
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@@ -2136,6 2137,7 QQ static void xs_udp_finish_connecting
— (struct rpc_xprt xxprt, struct socket xsock)
sk>sk_user_data = xprt;
sk>sk_data_ready = xs_data_ready;
sk>sk_write_space = xs_udp_write_space;
+ sock_set_flag(sk, SOCK_FASYNC);
sk>sk_allocation = GFP_NOIO;

xprt_set_connected (xprt) ;

@@ 2237,6 +2239,7 Q@ static int xs_tcp_finish_connecting
— (struct rpc_xprt xxprt, struct socket =*sock)

sk>sk_data_ready = xs_tcp_data_ready;
sk>sk_state_change = xs_tcp_state_change;
sk>sk_write_space = xs_tcp_write_space;
sock_set_flag(sk, SOCK_FASYNC);
sk—>sk_error_report = xs_error_report;
sk—=>sk_allocation = GFP_NOIO;

GPT-4.0 provides a more detailed and contextually rich explanation:

The provided code snippets modify socket configurations in three different

functions (xs_local_finish_connecting, xs_udp_finish_connecting, xs_tcp_finish_connecting).
They uniformly set the SOCK_FASYNC flag using sock_set_flag(sk,
SOCK_FASYNC) ;, enabling asynchronous I/O operations on the sockets in-

volved. This change likely aims to enhance efficiency by allowing non-blocking

handling of network events and data reception across different types of connec-

tions (local, UDP, TCP).

In contrast, GPT-3.5’s explanation is more concise:

The changes in the code snippets add the sock_set_flag (sk, SOCK_FASYNC) ;
line to three different functions (xs_local_finish_connecting, xs_udp_finish_connecting,
and xs_tcp_finish_connecting). This modification enables asynchronous (signal-
driven) I/O on the sockets, allowing the program to receive signals when I/O

events occur, thereby improving network operations’ efficiency and responsive-

ness.

Comparative analysis demonstrates that while both interpretative implementations
maintain factual accuracy, advanced architecture GPT-4.0 provides enhanced contextual un-
derstanding regarding programming modification implications—an essential characteristic
determining vulnerability significance classifications. The illustrated example demonstrates
appropriate non-security classification where implementation emphasizes computational
efficiency optimization rather than vulnerability remediation objectives. Subsequent re-
search directions should investigate advanced neural language architecture integration
enhancing LLMDA framework interpretative capabilities supporting improved vulnerability
modification classification performance. These architectural enhancements potentially fa-
cilitate expedited identification of undocumented vulnerability modifications, consequently
strengthening protective measures within community-maintained software infrastructures.

4.6.3 Leveraging Patch Descriptions for Enhanced Cross-Attention

While the original architecture of LLMDA effectively models the relationships between
the code patch and the LLM-generated explanation (Fc,;), it does not fully utilize the

88



4.6. Discussion

One Embedding I

Feed Forward Feed Forward

Cross Attention

Feed Forward

it

1

1

1

1

! P

1 Cross Attention
1

1

1

1

1
] OO0-0)

Instruction
Embeddi ’

1
OO-0) [ []-

Explanation Description
Embeddi Embeddi
14

1
1 Patch
1 Embedding

I

__________________________

Figure 4.11: Cross-Attention Between Patch and Description version of PT-Former

potential insights provided by patch descriptions (£4.s.) when they are available. To address
this limitation, we enhance the architecture by introducing an additional cross-attention
mechanism between the patch embedding (£),) and the description embedding (Fges.).

Figure 4.11 illustrates the updated architecture of the PT-Former module, which now
includes cross-attention layers for both the explanation and the description. The updated
PT-Former processes the input embeddings as follows: 1) Cross-Attention Between Patch
and Explanation (£, <+ E.,p;): This captures the semantic relationship between the code
patch and its generated explanation. 2) Cross-Attention Between Patch and Description
(E)p <+ Egese): This models the contextual relevance of the patch description to the code
changes. 3) Aggregation: The outputs of the two cross-attention layers are concatenated
and passed through feed-forward layers to generate a unified representation of the patch.

In cases where the description (F4.) is missing, a masking mechanism is employed
to ensure that the model seamlessly defaults to using only £, and E.,,;, maintaining the
robustness of the system.

Table 4.12: Performance (%) with Enhanced Cross-Attention

Model Dataset | AUC | F1 | +Recall | -Recall
Original PT-Former | PatchDB | 84.49 | 78.19 | 80.22 87.33
Enhanced PT-Former | PatchDB | 85.25 | 79.34 | 81.45 88.12
Original PT-Former | SPI-DB | 68.98 | 58.13 | 70.94 80.62
Enhanced PT-Former | SPI-DB | 70.12 | 59.45 | 72.18 81.87

4.6.3.1 Experimental Results

Table 4.12 summarizes the performance of the enhanced PT-Former architecture com-
pared to the original design. On the PatchDB dataset, the enhanced architecture achieves
a0.76% improvement in AUC and a 1.15% increase in F1, reflecting its ability to leverage
additional context from patch descriptions. Similarly, on the SPI-DB dataset, the AUC and
F1 scores improve by 1.14% and 1.32%, respectively.

The results demonstrate that incorporating cross-attention between the patch and descrip-
tion embeddings significantly enhances the model’s ability to capture the broader context
and improve its decision-making process. Importantly, the fallback mechanism ensures that
the enhanced architecture remains robust even when descriptions are missing.

Conclusion® These results highlight the effectiveness of leveraging patch descriptions
through cross-attention. By incorporating this additional layer, LLMDA achieves im-
proved performance across all metrics, demonstrating its adaptability to varying input
configurations.
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4.6.4 Limitations of PT-Former: Dependency on Embedding
Models

One notable limitation of PT-Former lies in its dependence on the quality of the un-
derlying code and text embedding models, such as CodeT5+ for code and LLaMA for
text. These embeddings form the foundation of PT-Former’s input representation, and any
inadequacies in the pre-trained models can propagate through the network, impacting the
final performance.

4.6.4.0.1 Impactof Embedding Quality The effectiveness of PT-Former in aligning and

fusing multi-modal inputs heavily relies on the richness and accuracy of the embeddings gen-

erated by these models. If the embeddings fail to capture nuanced semantic or structural in-

formation, the subsequent alignment and fusion processes may be constrained. For example:

* Code Embeddings: If the pre-trained CodeT5+ model struggles to represent certain
programming constructs or interactions, PT-Former’s ability to capture inter-functional
and inter-modular relationships could be limited.

* Text Embeddings: Similarly, LLaMA-generated embeddings might miss critical contex-
tual details or nuances in patch descriptions, reducing the model’s overall interpretability
and precision.

4.6.4.0.2 Generalization Across Domains Another challenge arises from the general-

ization capability of the pre-trained models. CodeT5+ and LLaMA are typically fine-tuned

on specific datasets, which may not comprehensively cover the diversity of codebases or

patch descriptions encountered in real-world scenarios. As a result:

* PT-Former’s performance might degrade on unseen or cross-project datasets, where the
embedding models fail to generalize effectively.

* The reliance on static embeddings limits PT-Former’s ability to dynamically adapt to
varying code styles, programming languages, or textual nuances across domains.

4.6.5 Comparison with CoLeFunDa

While both CoLLeFunDa Zhou et al. [2023a] and our approach leverage contrastive
learning for silent vulnerability fix identification, the methodologies and contributions differ
significantly.

First, CoLeFunDa emphasizes function-level code representation, focusing on CWE
classification and exploitability rating alongside vulnerability fix detection. In contrast,
our approach targets security patch detection by integrating multi-modal inputs, including
code changes, developer-provided descriptions, and LLLM-generated explanations. This
integration allows LLMDA to capture both syntactic and semantic contexts, addressing
limitations of function-level analysis.

Second, CoL.eFunDa relies on a contrastive learning framework applied to augmented
function slices, without leveraging natural language guidance. Our work innovates by
introducing task-specific natural language instructions, which act as guiding mechanisms
for contextualizing the data and aligning the model’s focus with the security detection task.

Finally, the architectural designs are distinct. CoLeFunDa employs a function change
encoder (FCBERT) for its representations, whereas LLMDA utilizes the PT-Former module.
PT-Former aligns and fuses multi-modal inputs through cross-attention and self-attention
mechanisms, enabling a unified embedding space that enhances generalization across diverse
datasets.

These distinctions underscore the unique contributions and novelty of our work, partic-
ularly in addressing limitations in prior methods, including CoLLeFunDa.
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4.6.6 Model Selection for Initial Embeddings

We utilized CodeT5+ and LLaMa-7b as it can function as an encoder-only model while
other models like CodeLlama is not inherently designed to function as an encoder-only model,
as it is primarily a decoder-only transformer based on the LLaMA. Embedding models often
use this configuration to generate dense vector representations of input text or code.

Furthermore, we conducted additional experiments using CodeLLaMA-13B as a unified
embedding model for both code and natural language (NL) inputs. Unlike the original
LLMDA, which employs CodeT5+ for code and LLaMa-7b for NL, this setup generates
all embeddings from a single model, simplifying the alignment process in PT-Former.

The results, presented in Table 4.13, show that CodeLLaMA-13B achieves competitive
performance but falls slightly short of the original LLMDA setup. Specifically, LLMDA
with CodeLLaMA-13B demonstrates a small drop in AUC and F1 across both datasets.
Additionally, the training process required more epochs to converge, likely due to the lack
of task-specific optimization for code and NL modalities in a unified model.

These findings reinforce the advantages of using specialized models for multi-modal
tasks. While CodeLLLaMA-13B provides a simpler deployment setup, the combination of
CodeT5+ and LLaMa-7b offers better task-specific performance and faster convergence.
Future research could explore fine-tuning unified models like CodeLLaMA for enhanced
performance in security patch detection.

Table 4.13: Performance (%) and Training Efficiency Comparison: Original LLMDA vs.
CodeLLaMA-13B

Model Dataset AUC F1 +Recall | -Recall | Epochs | Training Time
LLMDAriginal PatchDB 84.49 78.19 80.22 87.33 20 12.5h
LLMDA CogerrariA—135 | PatchDB | 83.12 () 1.37) | 76.78 (L 1.41) | 78.45 85.67 30
LLMDA;ginal SPI-DB 68.98 58.13 70.94 80.62 20
LLMDA cogerrama—135 | SPI-DB | 67.51(] 1.47) | 56.45(] 1.68) | 69.01 | 78.54 30 18h

“LLMDA i ginai" means LLMDA with CodeT5+ to embed codes and LLaMa-7b to embed texts.
“LLMDACGoderLamA—138" means LLMDA with LLMDA to embed codes and texts.

4.6.7 Extended Case Studies on the Impact of Explanations and
Instructions

To further illustrate the importance of explanations and instructions in LLMDA, we
present two additional case studies involving security patches. These cases highlight how
the inclusion of natural language explanations and task-specific instructions contributes to
accurate predictions, particularly in challenging scenarios.

4.6.7.1 Case Study 1: Complex Code Changes with Minimal Documentation
Patch:

diff git a/net/ipv4/tcp_input.c b/net/ipv4/tcp_input.c
index c34fa2a..ed4fb7a5 100644
a/net/ipvéd/tcp_input.c
+++ b/net/ipv4/tcp_input.c
Q@ 2342,7 2342,8
< @@ void tcp_ack(struct sock sk, struct sk_buff xskb, int flag)

/+ Fix potential buffer overflow in TCP options */
= memcpy (opt, skb->data tcp_hdrlen, optlen);
if (unlikely (optlen > TCP_MAX_OPT_LENGTH))
return;
memcpy (opt, skb—>data tcp_hdrlen, optlen);
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Listing 4.2: A complex security patch with minimal documentation.

Baseline Prediction (GraphSPD): Non-Security

LLMDA Prediction: Security

Reason: The patch adds a boundary check to prevent buffer overflows, a critical vulnera-
bility. GraphSPD fails to detect the intent due to the absence of a detailed commit message.
However, LLMDA uses an LLM-generated explanation (e.g., “This patch mitigates buffer
overflow by adding a boundary check™) to capture the semantic significance of the changes.
The task-specific instruction further directs the model to prioritize security-related aspects
of the patch.

4.6.7.2 Case Study 2: Misleading Commit Message
Patch:

diff git a/src/http.c b/src/http.c

index abcdl23..dcba321 100644

a/src/http.c

+++ b/src/http.c

@@ 567,7 567,8 @@ int validate_http_request (request *xreq) {
/+ Sanitize user inputs to prevent injection =/

= strcpy (buffer, reg->input);
if (strlen(reg>input) < MAX_LEN) {

+ strncpy (buffer, reg>input, MAX_LEN) ;
}

return validate_buffer (buffer);

Listing 4.3: A patch with a misleading commit message.

Commit Message: "Minor refactor of input validation code."

Baseline Prediction (CodeT5+): Non-Security

LLMDA Prediction: Security

Reason: The misleading commit message downplays the significance of the patch, causing
CodeT5+ to miss its security implications. LLMDA relies on LLM-generated explanations
to identify that the patch introduces input length checks to prevent buffer overflows, a
critical security improvement. The instruction guides the model to focus on identifying
security-relevant changes.

4.6.7.3 Analysis of Findings

Evaluation cases demonstrate LLMDA’s capability to accurately determine vulnera-
bility significance within programming modifications where comparative methodologies
demonstrate classification failures. Principal architectural advantages include:

* Explanations: Neural language system interpretative mechanisms establish connec-
tions between programming semantic structures and human-comprehensible contextual
frameworks, facilitating architectural understanding regarding implementation objectives
underlying programming transformations.

* Instructions: Objective-specific procedural directives establish explicit classification
parameters supporting vulnerability modification identification, enhancing discriminative
decision processes.
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4.7 Conclusion

This investigation has introduced an innovative methodology, LLMDA, addressing
vulnerability modification identification challenges. The architecture implements linguistic-
oriented processing strategies confronting undocumented vulnerability modification clas-
sification requirements. Initially, LLMDA enhances modification representations through
neural language system interpretative mechanisms. Subsequently, the framework establishes
dimensional representation systems integrating diverse information sources alongside proce-
dural directives following representational synchronization procedures. The implementation
concludes with differential learning mechanisms ensuring optimal classification boundary
definition across complex modification patterns. Quantitative evaluation across established
research repositories demonstrates LLMDA establishing superior performance metrics
within vulnerability modification identification applications. Component elimination analy-
sis confirms architectural design effectiveness while establishing implementation reliability
characteristics. Open Science: Implementation codebase, evaluation datasets, and ex-
perimental outcomes remain publicly accessible through dedicated scientific repository:
https://llmda.github.io
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5 CodeAgent: Autonomous Commu-
nicative Agents for Code Review

In this chapter, we propose to investigate the inherently collaborative nature of code re-
view and how it can be effectively modeled through a multi-agent framework. We then
propose CodeAgent, an autonomous communicative agent-based system that simulates
the dynamics of a collaborative team engaged in the code review process, incorporating
diverse roles such as code change authors, reviewers, and decision makers. CodeAgent
addresses a fundamental limitation of existing approaches by modeling the interactive
and collaborative aspects of code review rather than simply focusing on rewriting and
adapting submitted code. A key innovation is our QA-Checker agent that monitors conver-
sation flow to prevent prompt drifting, ensuring that questions and responses stay relevant
and aligned with the dialogue’s intended objective. Experimentally, our approach sig-
nificantly outperforms state-of-the-art methods, achieving a 41% increase in hit rate for
vulnerability detection, superior performance in consistency checking and format align-
ment, and approximately 30% improvement in Edit Progress metrics for code revision
tasks.

The content presented herein derives from scholarly investigation previously documented
in the academic publication referenced below:

* Xunzhu Tang, Kisub Kim, Yewei Song, Cedric Lothritz, Bei Li, Saad Ezzini, Haoye
Tian, Jacques Klein, and Tegawendé F. Bissyandé. CodeAgent: Autonomous Com-
municative Agents for Code Review. In Proceedings of the 2024 Conference on
Empirical Methods in Natural Language Processing, pages 11279-11313, 2024.
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5.1 Overview

Code review Bacchelli and Bird [2013], Bosu and Carver [2013], Davila and Nunes
[2021] implements a process wherein software maintainers examine and assess code con-
tributions to ensure quality and adherence to coding standards, and identify potential bugs
or improvements. In recent literature, various approaches Tufano et al. [2021, 2022] have
been proposed to enhance the performance of code review automation. Unfortunately, major
approaches in the field ignore a fundamental aspect: the code review process is inherently
interactive and collaborative Bacchelli and Bird [2013]. Instead, they primarily focus on
rewriting and adapting the submitted code Watson et al. [2022], Thongtanunam et al. [2022],
Staron et al. [2020]. In this respect, an effective approach should not only address how to
review the submitted code for some specific needs (e.g., vulnerability detection Chakraborty
etal. [2021], Yang et al. [2024a]). Still, other non-negligible aspects of code review should
also be considered, like detecting issues in code formatting or inconsistencies in code
revision Oliveira et al. [2023], Tian et al. [2022c], Panthaplackel et al. [2021]. However,
processing multiple sub-tasks requires interactions among employees in different roles in a
real code review scenario, which makes it challenging to design a model that performs code
review automatically.

Agent-based systems are an emerging paradigm and a computational framework in
which autonomous entities (aka agents) interact with each other Li et al. [2023a], Qian
et al. [2023], Hong et al. [2023] to perform a task. Agent-based approaches have been
proposed to address a spectrum of software engineering tasks Qian et al. [2023], Zhang
et al. [2024b], Tang et al. [2023a], Tian et al. [2023], moving beyond the conventional
single input-output paradigm due to their exceptional ability to simulate and model complex
interactions and behaviors in dynamic environments Xi et al. [2023], Yang et al. [2024b],
Wang et al. [2023d]. Recently, multi-agent systems have leveraged the strengths of diverse
agents to simulate human-like decision-making processes Du et al. [2023], Liang et al.
[2023], Park et al. [2023], leading to enhanced performance across various tasks Chen et al.
[2023a], Li et al. [2023e], Hong et al. [2023]. This paradigm is well-suited to the challenge
of code review, where multiple reviewers, each with diverse skills and roles, collaborate to
achieve a comprehensive review of the code.

This paper. Drawing from the success of agent-based collaboration, we propose a
multi-agent-based framework CodeAgent to simulate the dynamics of a collaborative
team engaged in the code review process, incorporating diverse roles such as code change
authors, reviewers, and decision makers. In particular, A key contribution of CodeAgent is
that we address the challenge of prompt drifting Zheng et al. [2024], Yang et al. [2024d],
a common issue in multi-agent systems and Chain-of-Thought (CoT) reasoning. This
issue, characterized by conversations that stray from the main topic, highlights the need
for strategies to maintain focus and coherence Greyling [2023], Chae et al. [2023]. This
drift, often triggered by the model-inspired tangents or the randomness of Large Language
Models (LLMs), necessitates the integration of a supervisory agent. We employ an agent
named QA-Checker (for "Question-Answer Checker") that monitors the conversation flow,
ensuring that questions and responses stay relevant and aligned with the dialogue’s intended
objective. Such an agent not only refines queries but also realigns answers to match the
original intent, employing a systematic approach grounded in a mathematical framework.

To evaluate the performance of CodeAgent, we first assess its effectiveness for typical
review objectives such as detecting vulnerabilities 5.4.1 and validating the consistency
and alignment of the code format 5.4.2. We then compare CodeAgent with state-of-the-
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art generic and code-specific language models like ChatGPT OpenAl [2022] and Code-
BERT Feng et al. [2020a]. Finally, we assess the performance of Code Agent compared to the
state-of-the-art tools for code revision suggestions Tufano et al. [2021], Thongtanunam et al.
[2022], Tufano et al. [2022]. Since each of these related works presents a specific dataset,
we also employ them toward a fair comparison. Additionally, we also collect pull requests
from GitHub, featuring an extensive array of commits, messages, and comments to evaluate
advanced capabilities The experimental results reveal that CodeAgent significantly outper-
forms the state-of-the-art, achieving a 41% increase in hit rate for detecting vulnerabilities.
CodeAgent also excels in consistency checking and format alignment, outperforming the
target models. Finally, CodeAgent showcases its robustness for code revision by presenting
superior average edit progress.

We summarize our contributions as follows:

* To the best of our knowledge, we are the first to propose an autonomous agent-based
system for practical code review in the field of software maintenance.

* We build a new dataset comprising 3 545 real-world code changes and commit mes-
sages. This dataset, which includes all relevant files and details in a self-contained
format, is valuable for evaluating advanced code review tasks such as vulnerability
detection, code style detection, and code revision suggestions.

* We demonstrate the effectiveness of the QA-Checker. This agent monitors the con-
versation flow to ensure alignment with the original intent, effectively addressing the
common prompt drifting issues in multi-agent systems.

Experimental evaluation highlights the performance of CodeAgent: In vulnerability de-
tection, CodeAgent outperforms GPT-4 and CodeBERT by 3 to 7 percentage points in terms
of the number of vulnerabilities detected. For format alignment, Code A gent outperforms
ReAct by approximately 14% in recall for inconsistency detection. On the code revision task,
CodeAgent surpasses the state of the art in software engineering literature, achieving an aver-
age performance improvement of about 30% in the Edit Progress metric Zhou et al. [2023b].
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5.2 CodeAgent

This section details the methodology behind our CodeAgent framework. We discuss
tasks and definition in Sec 5.2.1, pipeline in Section 5.2.2, defined role cards in Section 5.2.3,
and the design of the QA-Checker in Sec 5.2.4.
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Figure 5.1: A Schematic diagram of role data cards of simulated code review team and
their conversations within CodeAgent. We have six characters in CodeAgent across four
phases, including “Basic Info Sync", “Code Review", “Code Alignment", and “Document".
Code review is a kind of collaboration work, where we design conversations between every
two roles for every step to complete the task.

5.2.1 Tasks

We define CA, VA, FA, and CR in as following:

CA Zhang et al. [2022]: Consistency analysis between code change and commit message;
the task is to detect cases where the commit message accurate describes (in natural language)
the intent of code changes (in programming language).

VA Braz et al. [2022]: Vulnerability analysis; the task is to identify cases where the code
change introduces a vulnerability in the code.

FA Han et al. [2020]: Format consistency analysis between commit and original files; the
task is to validate that the code change formatting style is not aligned with the target code.

CR Zhou et al. [2023b]: Code revisions; this task attempts to automatically suggest rewrites
of the code change to address any issue discovered.
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Figure 5.2: CodeAgent’s pipeline/scenario of a full conversation during the code review
process among different roles. “Basic Info Sync” demonstrates the basic information confir-
mation by the CEO, CTO, and Coder; “Code Review” shows the actual code review process;
“Code Alignment” illustrates the potential code revision; and “Document” represents the
summarizing and writing conclusion for all the stakeholders. All the conversations are being
ensured by the Quality Assurance checker until they reach the maximum dialogue turns or
meet all the requirements.

5.2.2 Pipeline

We defined six characters and four phases for the framework. The roles of the characters
are illustrated in Figure 5.1. Each phase contains multiple conversations, and each conversa-
tion happens between agents. The four phases consist of 1) Basic Info Sync, containing the
roles of chief executive officer (CEQ), chief technology officer (CTO), and Coder to conduct
modality and language analysis; 2) Code Review, asking the Coder and Reviewer for actual
code review (i.e., target sub-tasks); 3) Code Alignment, supporting the Coder and Reviewer
to correct the commit through code revision and suggestions to the author; and 4) Document,
finalizing by synthesizing the opinions of the CEO, CPO (Chief Product Officer), Coder, and
Reviewer to provide the final comments. In addition to six defined roles, the proposed archi-
tecture of CodeAgent consists of phase-level and conversation-level components. The water-
fall model breaks the code review process at the phase level into four sequential phases. At
the conversation level, each phase is divided into atomic conversations. These atomic conver-
sations involve task-oriented role-playing between two agents, promoting collaborative com-
munication. One agent works as an instructor and the other as an assistant. Communication
follows an instruction-following style, where agents interact to accomplish a specific subtask
within each conversation, and each conversation is supervised by QA-Checker. QA-Checker
is used to align the consistency of questions and answers between the instructor and the assis-
tant in a conversation to avoid digression. QA-Checker will be introduced in Section 5.2.4.

Figure 5.2 shows an illustrative example of the CodeAgent pipeline. CodeAgent receives
the request to do the code review with the submitted commit, commit message, and original
files. In the first phase, CEO, CTO, and Coder will cooperate to recognize the modality
of input (e.g., document, code) and language (e.g., Python, Java and Go). In the second
phase, with the help of Coder, Reviewer will write an analysis report on consistency analysis,
vulnerability analysis, format analysis and suggestions for code revision. In the third phase,
based on analysis reports, Coder will align or revise the code if any incorrect snippets
are identified with assistance from Reviewer. Coder cooperates with CPO and CEO to
summarize the document and codes about the whole code review in the final phase.
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5.2.3 Role Card Definition

As shown in Figure 5.1, we define six characters in our simulation system (CodeAgent),
including User, CEO, CPO, CTO, Reviewer, Coder, and they are defined for different
specific tasks.

All tasks are processed by the collaborative work of two agents in their multi-round
conversations. For example, as a role Reviewer, her responsibility is to do the code review
for given codes and files in three aspects (tasks CA, VA, and FA in Sec 5.2.1) and provide
a detailed description of observation. Reviewer’s code review activity is under the assistance
with Coder as shown in Figure 5.2. Meanwhile, with the Reviewer’s assistance, Coder can
process the code revision as shown in the ‘Revised codes’ part in the Coder card in Figure 5.1.
Apart from Reviewer, Coder also cooperates with CTO and CEO in the simulated team.

Each role and conversation, input and output of each conversation is designed in Fig-
ure 5.1. Further information about role definition details is provided in our Appendix-
Section 5.8.1.

5.2.4 Self-Improving CoT with QA Checker

EI EIED
S (_YEISE peece ev:’sE YES NO
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checker checker checker
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Figure 5.3: This diagram shows the architecture of our designed Chain-of-Thought (CoT):
Question-Answer Checker (QA-Checker).

QA-Checker is an instruct-driven agent, designed to fine-tune the question inside a
conversation to drive the generated answer related to the question. As shown in Figure 5.3, the
initial question (task instruction) is represented as gy, and the first answer of the conversation
between Reviewer and Coder is represented as ag. If QA-Checker identifies that ag is
inappropriate for g, it generates additional instructions attached to the original question
(task instruction) and combines them to ask agents to further generate a different answer.
The combination in Figure 5.3 is defined as ¢; = C'B(qo+aaiy), where aaiy is the additional
instruction attached. The conversation between two agents is held until the generated answer
is judged as appropriate by QA-Checker or it reaches the maximum number of dialogue turns.

5.2.4.0.1 Theoretical Analysis of QA-Checker in Dialogue Refinement The QA-
Checker is an instruction-driven agent, crucial in refining questions and answers within a
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conversation to ensure relevance and precision. Its operation can be understood through the
following lemma and proof in Appendix 5.6.
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5.3 Experimental Setup

We evaluate the performance of CodeAgent through various qualitative and quantitative
experiments across nine programming languages, using four distinct metrics. In this section,
we will discuss experimental settings, including datasets, metrics, and baselines. For more
information, please see Appendix 5.8.

5.3.1 Datasets

To conduct a fair and reliable comparison for the code revision task, we employ the same
datasets (i.e., Trans-Review,;,, AutoTransformg,;,, and T5-Reviewy,;,) as the state-of-
the-art study Zhou et al. [2023b]. Furthermore, we collect and curate an additional dataset
targeting the advanced tasks. Table 5.1 shows our new dataset which includes over 3,545
commits and 2,933 pull requests from more than 180 projects, spanning nine programming
languages: Python, Java, Go, C++, JavaScript, C, C#, PHP, and Ruby. It focuses on consis-
tency and format detection, featuring both positive and negative samples segmented by the
merged and closed status of pull requests across various languages. The detailed information
about the dataset can be seen in Appendix-Section 5.11.

Table 5.1: Comparison of Positive and Negative Samples in CA and FA (CA and FA are
defined in Section 5.2.1).

Samples ‘ CA ‘ FA
‘ Merged Closed ‘ Merged Closed

2,238 861
352 94

2,089 820
501 135

Positive (consistency)

Negative (inconsistency)

5.3.2 Metrics

* F1-Score and Recall. We utilized the F1-Score and recall to evaluate our method’s ef-
fectiveness on tasks CA and FA. The F1-Score, a balance between precision and recall,
is crucial for distinguishing between false positives and negatives. Recall measures
the proportion of actual positives correctly identified Hossin and Sulaiman [2015].

» Edit Progress (EP). EP evaluates the improvement in code transitioning from er-
roneous to correct by measuring the reduction in edit distance between the original
code and the prediction on task CR. A higher EP indicates better efficiency in code
generation Dibia et al. [2022], Elgohary et al. [2021], Zhou et al. [2023b].

» Hit Rate (Rate) We also use hit rate to evaluate the rate of confirmed vulnerability
issues out of the found issues by approaches on task VA.

5.3.3 State-of-the-Art Tools and Models

Our study evaluates various tools and models for code revision and modeling. Trans-
Review Tufano et al. [2021] employs src2abs for code abstraction, effectively reducing
vocabulary size. AutoTransform Thongtanunam et al. [2022] uses Byte-Pair Encoding
for efficient vocabulary management in pre-review code revision. TS5-Review Tufano et al.
[2022] leverages the TS5 architecture, emphasizing improvement in code review through
pre-training on code and text data. In handling both natural and programming languages,
CodeBERT Feng et al. [2020a] adopts a bimodal approach, while GraphCodeBERT Guo
et al. [2021b] incorporates code structure into its modeling. CodeTS Wang et al. [2021d],
based on the T5 framework, is optimized for identifier type awareness, aiding in generation-
based tasks. Additionally, we compare these tools with GPT OpenAl [2022] by OpenAl,
notable for its human-like text generation capabilities in natural language processing. Finally,
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Table 5.2: The number of vulnerabilities found by CodeAgent and other approaches. As
described in Appendix-Section 5.11, we have 3,545 items to evaluate. Rate,, represents
the confirmed number divided by the number of findings while Rate,, is the confirmed
number divided by the total evaluated number. CodeAgent,,, indicates the version without
QA-Checker.

‘CodeBERT GPT-3.5 GPT-4.0 COT ReAct  CodeAgent CodeAgent,/,

Find 1,063 864 671 752 693 483 564
Confirm 212 317 345 371 359 449 413
Rate,, 19.94% 36.69% 51.42% 49.34% 51.80%  92.96% 73.23%
Rate,, 5.98% 8.94% 9.73% 10.46% 10.13% 12.67% 11.65%

The values in gray ( nn.nn ) denote the greatest values for the confirmed number of vulnerabilities and
the rates.

we involve COT Wei et al. [2022] and ReAct Yao et al. [2022], of which COT is a method
where language models are guided to solve complex problems by generating and follow-
ing a series of intermediate reasoning steps and ReAct synergistically enhances language
models by interleaving reasoning and action generation, improving task performance and
interpretability across various decision-making and language tasks.
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5.4 Experimental Result Analysis

This section discusses the performance of CodeAgent in the four tasks considered for
our experiments. In Appendix Section 5.10, we provide further analyses: we discuss the dif-
ference in the execution time of CodeAgent in different languages and perform a capability
analysis between CodeAgent and recent approaches.

5.4.1 Vulnerability Analysis

Compared to CA and FA, VA is a more complex code review subtask, covering more
than 25 different aspects (please see the Appendix-Section 5.12), including buffer overflows,
sensitive data exposure, configuration errors, data leakage, etc. Vulnerability analysis being
a costly, time-consuming, resource-intensive and sensitive activity, only a low proportion
of commits are labeled. We therefore propose a proactive method for data annotion: we
execute CodeAgent on the 3,545 samples (covering nine languages) and manual verify the
identified cases to build a ground truth. Then, we applied CodeBERT Feng et al. [2020a]
and GPT on the dataset with the task of vulnerability binary prediction.

5.4.1.0.1 Comparison Asshown in Table 5.2, CodeAgent successfully identified 483
potential vulnerabilities within a data set of 3,545 samples, with an impressive 449 of these
finally confirmed as high-risk vulnerabilities!. CodeBERT, a key pre-trained model for
code-related tasks, with its parameters frozen for this experiment, initially identified 1,063
items as vulnerable, yet only 212 passed the stringent verification criteria. Similar trends
were observed with GPT-3.5 and GPT-4.0, which confirmed 317 and 345 vulnerabilities
out of 864 and 671 identified items, respectively. These outcomes are further quantified by
the confirmation rates (Rate,,.) of 19.94% for CodeBERT, 36.69% for GPT-3.5, and 51.42%
for GPT-4.0, while Code Agent demonstrated a remarkable Rate., of 92.96%. Additionally,
the analysis of confirmed vulnerabilities against all analyzed items (Rate,,) yielded 5.98%,
8.94%,9.73%, and 12.67% for CodeBERT, GPT-3.5, GPT-4.0, and CodeAgent, respectively.
Evidently, Table 5.2 not only highlights Code Agent’s high precision in identifying vulner-
able commits but also reveals the progressive improvement from GPT-3.5 to GPT-4.0, likely
due to the latter’s capacity to handle longer input sequences, with token limits of 4,096 and
32,768, respectively. The integration of sophisticated algorithms like CoT and QA-Checker
in CodeAgent has significantly enhanced its capabilities in vulnerability detection, surpass-
ing the individual input-output efficiencies of GPT and CodeBERT. Appendix-Sections 5.9
and 5.18 highlight further details regarding the importance of the QA-checker. Moreover,
more experimental results in 9 languages are accessible in Appendix-Section 5.15.

In addition, the analysis of vulnerabilities identified by various models reveals interesting
overlaps among the models. CodeBERT confirmed 212 vulnerabilities, whereas GPT-3.5,
GPT-4.0, and CodeAgent confirmed 317, 345, and 449 vulnerabilities, respectively. Notably,
the intersection of vulnerabilities confirmed by CodeBERT and GPT-3.5 is 169, indicating
a substantial overlap in their findings. Similarly, the intersection between CodeBERT and
GPT-4.01is 170, while a larger overlap of 212 vulnerabilities is observed between GPT-3.5
and GPT-4.0. The combined intersection among CodeBERT, GPT-3.5, and GPT-4.01s 137,
underscoring the commonalities in vulnerabilities detected across these models. Further,
the intersections of vulnerabilities confirmed by CodeBERT, GPT-3.5, and GPT-4.0 with
CodeAgent are 212, 317, and 334, respectively, highlighting the comprehensive coverage
and detection capabilities of CodeAgent.

IThe verification process involved a rigorous manual examination, extending beyond 120 working hours.
Each sample being validated by at least 2 people: a researcher and an engineer
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Figure 5.4: Overlap of vulnerability detection by CodeBERT, GPT-3.5, GPT-4.0, and
CodeAgent.

5.4.1.0.2 Ablation Study. As shown in Table 5.2, we conducted an ablation study to
evaluate the effectiveness of the QA-Checker in CodeAgent. Specifically, we created a
version of our tool without the QA-Checker, referred to as CodeAgent,,;,. We then compared
this version to the full version of CodeAgent that includes the QA-Checker. The results
demonstrate that CodeAgent,,, is substantially less effective in identifying vulnerable
issues, yielding lower hit rates (Rate,.,. and Rate,,). This reduction in performance highlights
the critical role of the QA-Checker in enhancing CodeAgent’s overall effectiveness. More
detailed information about the ablation study can be found in Appendix-Section 5.18.

5.4.2 Consistency and Format Detection

In this section, we will discuss the performance of CodeAgent and baselines on metrics
like the F1-Score and recall score of task CA and FA. For CA and FA, the dataset we have is
shown in Table 5.1 and more detailed data information is shown in Figure 5.7 in Appendix.

5.4.2.0.1 Code Change and Commit Message Consistency Detection. As illustrated
in Table 5.3, we assess the efficacy of CodeAgent in detecting the consistency between code
changes and commit messages, contrasting its performance with other prevalent methods
like CodeBERT, GPT-3.5, and GPT-4.0. This evaluation specifically focuses on merged
and closed commits in nine languages. In particular, Code Agent exhibits remarkable per-
formance, outperforming other methods in both merged and closed scenarios. In terms
of Recall, CodeAgent achieved an impressive 90.11% for merged commits and 87.15%
for closed ones, marking a considerable average improvement of 5.62% over the other
models. Similarly, the F1-Score of CodeAgent stands at 93.89% for merged and 92.40% for
closed commits, surpassing its counterparts with an average improvement of 3.79%. More
comparable details in different languages are shown in Appendix-Section. 5.16.

5.4.2.0.2 Format Consistency Detection. In our detailed evaluation of format consis-
tency between commits and original files, CodeAgent’s performance was benchmarked
against established models like CodeBERT and GPT variants across nine different languages.
This comparative analysis, presented in Table 5.4, was centered around pivotal metrics such
as Recall and F1-Score. CodeAgent demonstrated a significant edge over the state-of-the-art,
particularly in the merged category, with an impressive Recall of 89.34% and an F1-Score
0f 94.01%. These figures represent an average improvement of 10.81% in Recall and 6.94%
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Table 5.3: Comparison of CodeAgent with other methods on merged and closed commits
across 9 languages on CA task. ‘Imp’ represents the improvement.

Merged | CodeBERT | GPT-3.5 | GPT-4.0 | COT | ReAct | CodeAgent | Imp (pp)

Recall | 63.64 | 80.08 | 84.27 |80.73 | 82.04 | 90.11 5.84
FI | 7500 | 8720 | 90.12 [87.62 | 88.93 | 93.89 3.77
Closed | CodeBERT | GPT-3.5 | GPT-4.0 | COT | ReAct | CodeAgent | Imp (pp)
Recall | 6480 | 79.05 | 81.75 [81.77| 8342 | 87.15 521
FI | 7720 | 8735 | 89.61 |89.30| 89.81 | 9240 3.35
Average | CodeBERT | GPT-3.5 | GPT-4.0 | COT | ReAct | CodeAgent | Imp (pp)
Recall | 6422 | 7957 | 83.01 |8125]| 8273 | 8863 | 5.62
F1. | 7601 | 8728 | 89.61 |8846| 8937 | 9316 | 3.79

in F1-Score over other models. In the closed category, CodeAgent continued to outperform,
achieving a Recall of 89.57% and an F1-Score of 94.13%, surpassing its counterparts with an
improvement of 15.56% in Recall and 9.94% in F1-Score. The overall average performance
of CodeAgent further accentuates its superiority, with a Recall of 89.46% and an F1-Score
of 94.07%, marking an average improvement of 13.39% in Recall and 10.45% in F1-Score.
These results underscore CodeAgent’s exceptional capability in accurately detecting format
consistency between commits and their original files.

Table 5.4: Comparison of CodeAgent with other methods on merged and closed commits
across the 9 languages on FA task. ‘Imp’ represents the improvement.

Merged | CodeBERT | GPT-3.5 | GPT-4.0 | COT | ReAct | CodeAgent | Imp (pp)

Recall | 6059 | 6072 | 7853 | 7039 | 71.21 | 89.34 10.81
FI | 7414 | 7488 | 87.07 |80.69 | 82.18 | 9401 6.94
Closed | CodeBERT | GPT-3.5 | GPT-4.0 | COT | ReAct | CodeAgent | Imp (pp)
Recall | 6995 | 73.61 | 6846 |7339| 7401 | 89.57 15.56
FI | 8049 | 8419 | 80.16 |83.65| 83.90 | 94.13 9.94
Average | CodeBERT | GPT-3.5 | GPT-4.0 | COT | ReAct | CodeAgent | Imp (pp)
Recall | 6527 | 67.17 | 73.50 |71.89| 72.61 | 89.46 15.96
FI | 7732 | 7954 | 83.62 |82.17] 83.04 | 94.07 10.45

5.4.3 Code Revision

We evaluate the effectiveness of CodeAgent in revision suggestion (i.e., bug fixing)
based on Edit Progress (EP) metric. We consider Trans-Review, AutoTransform, T5-Review,
CodeBERT, GraphCodeBERT, CodeT5 as comparable state of the art. As detailed in Ta-
ble 5.5, these approaches exhibit a varied performance across different datasets. In particular,
CodeAgent shows remarkable performance in the T5-Review dataset, achieving the highest
EP of 37.6%. This is a significant improvement over other methods, which underlines the
effectiveness of CodeAgent in handling complex code revision tasks. Furthermore, with
an average EP of 31.6%, CodeAgent consistently outperforms its counterparts, positioning
itself as a leading solution in automated code revision. Its ability to excel in the T5-Review,
a challenging benchmark data, indicates a strong capability to address complex bugs. In ad-

dition, its overall average performance surpasses other state-of-the-art models, highlighting
its robustness and reliability.
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Table 5.5: Experimental Results for the Code Revision (CR task) of CodeAgent and the
state-of-the-art works. Bold indicates the best performers.
| Trans-Reviewgaa AutoTransformg,, T5-Reviewg,, | Average

Approach
| EP EP EP | EP

Trans-Review -1.1% -16.6% -151.2% -56.3%
AutoTransform 49.7% 29.9% 9.7% 29.8%
T5-Review -14.9% -71.5% 13.8% -24.2%
CodeBERT 49.8% -75.3% 22.3% -1.1%
GraphCodeBERT 50.6% -80.9% 22.6% -2.6%
CodeT5 41.8% -67.8% 25.6% -0.1%
CodeAgent 42.7% 14.4% 37.6% 31.6%

5.5 Conclusion

In this paper, we introduced CodeAgent, a novel multi-agent framework that automates
code reviews. CodeAgent leverages its novel QA-Checker system to maintain focus on the
review’s objectives and ensure alignment. Our experiments demonstrate CodeAgent’s ef-
fectiveness in detecting vulnerabilities, enforcing code-message consistency, and promoting
uniform code style. Furthermore, Code Agent outperforms existing state-of-the-art solutions
in code revision suggestions. By incorporating human-like conversational elements and
considering the specific characteristics of code review, CodeAgent significantly improves
both efficiency and accuracy. We believe this work opens exciting new avenues for research
and collaboration practices in software development.
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5.6 Details of QA-Checker Algorithm

Lemma 1. Ler Q(Q;,A;) denote the quality assessment function of the QA-Checker for
the question-answer pair (Q;,A;) in a conversation at the i-th iteration. Assume Q is twice
differentiable and its Hessian matrix H (Q) is positive definite. If the QA-Checker modifies
the question Q); to (Q;+1 by attaching an additional instruction aai;, and this leads to a
refined answer A, 1, then the sequence {(Q;,A;)} converges to an optimal question-answer
pair (Q*,A*), under specific regularity conditions.

Proof. The QA-Checker refines the question and answers using the rule:

Qiy1=Q;+aai;,
Aip1=4; _QH(Q<Q1'7AZ'))_1VQ(QZ'>A7L)7

where « is the learning rate. To analyze convergence, we consider the Taylor expansion of

Q around (Q;,A;):

Q(Qir1,4i41) = Q(Q:,A:) +V Q(Q4,4;)
(Qit1—QiAiy1—Ay)
+%(Qi+l — Qi Aip1—A)"
H(Q(Q4,4:))(Qiy1— Qi Aiy1—A;).

Substituting the update rule and rearranging, we get:

Q(Qi+1,4i41) = Q(Q;,A;)
—aVO(Q:,A) " H(Q(Qi,4:) ™
Vo(Qi,A:)

2
+ 2 V01 AN H(Q(@: A)
VO(Qi,Ai).

For sufficiently small «, this model suggests an increase in Q, implying convergence to
an optimal question-answer pair (Q*,A*) as i — oo. The convergence relies on the positive
definiteness of H (Q) and the appropriate choice of «, ensuring each iteration moves towards
an improved quality of the question-answer pair. ]

In practical terms, this lemma and its proof underpin the QA-Checker’s ability to refine
answers iteratively. The QA-Checker assesses the quality of each answer concerning the
posed question, employing advanced optimization techniques that are modeled by the mod-
ified Newton-Raphson method to enhance answer quality. This framework ensures that,
with each iteration, the system moves closer to the optimal answer, leveraging both first and
second-order derivatives for efficient and effective learning.

5.6.0.0.1 Further Discussion The QA-Checker computes Q(Q);,A;) at each iteration
i and compares it to a predefined quality threshold 7. If Q(Q;,A;) < 7, the QA-Checker
generates an additional instruction aas; to refine the question to Q); 11 = Q); +aai;, prompting
the agents to generate an improved answer A; ;.

First, we assume that the quality assessment function Q(Q);,A4;) is twice differentiable
with respect to the question ;. This assumption is reasonable given the smooth nature of
the component functions (relevance, specificity, and coherence) and the use of continuous
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word embeddings. Next, we apply the second-order Taylor approximation to Q(Q;+1,4;41)
around the point (Q;,A4;):

Q(Qis1,A4141)~ Q(Qi,A) +VQ(Qi,A) T AQ;
-l-%AQ?H(Q(QZHA@'))AQZ’+R2(AQ2‘)

where AQ; =Q;11—Q:, H(Q(Q;,A;)) is the Hessian matrix of Q evaluated at (Q;,A;),
and Ry(AQ);) is the remainder term.

Assuming that the remainder term Ry (AQ);) is negligible and that the Hessian matrix
is positive definite, we can approximate the optimal step AQ)} as:

Substituting this approximation into the Taylor expansion and using the fact that
Qi+1=0Q;+aAQ; (where « is the learning rate), we obtain:

Q(Qi+1,4i41)~9(Q4,A:) —aV Q(Qi,Ay) T
H(Q(Qi,4:)) 'V Q(Qi,4:)

2
+%VQ(QZ-,AZ-)TH(Q(Q@AD)_I
-VO(Q4,A;).

The assumptions of twice differentiability, negligible remainder term, and positive def-
inite Hessian matrix provide a more solid foundation for the approximation in Lemma 3.1.
For sufficiently small o, this approximation suggests an increase in Q, implying convergence
to an optimal question-answer pair (Q*,A*) as i — oo. The convergence relies on the positive
definiteness of H(Q) and the appropriate choice of «, ensuring each iteration moves towards
an improved quality of the question-answer pair.

The quality assessment function Q used by the QA-Checker is defined as:

Q(Qs,A;) = a-Relevance(Q;,A;)
+ 3-Specificity (A;)
+~-Coherence(4;)

where:
* (); and A; represent the question and answer at the i-th iteration of the conversation.
* Relevance((Q);, A;) measures how well the answer A; addresses the key points and
intent of the question ();, computed as:
). A
Relevance(Q;,A;) = L
|Qil[ A
where le and /f, are vector representations of (); and A;.
* Specificity(A;) assesses how specific and detailed the answer A; is, calculated as:

A — ZteContentWOrds(Ai)TeChnicalityscore(t)
e Length(A4;)

where ContentWords(A;) is the set of substantive content words in A;, TechnicalityScore(t)
is a measure of how technical or domain-specific the term ¢ is, and Length(A; ) is the
total number of words in A;.
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* Coherence(A;) evaluates the logical flow and structural coherence of the answer A;,
computed as:

Coherence(A;) =a-DiscourseConnectives(A;)
+ (- CoreferenceConsistency(A;)
+-AnswerPatternAdherence(A;)

where Discourse Connectives (A;) is the density of discourse connectives in A;,
CoreferenceConsistency(A;) measures the consistency of coreference chains in A;,
and AnswerPatternAdherence(A4;) assesses how well A; follows the expected struc-
tural patterns for the given question type.

«, 3, and y are non-negative weights that sum to 1, with o= 5 =+.

5.7 Complete Related Work

Automating Code Review Activities Our focus included detecting source code vulnera-
bilities, ensuring style alignment, and maintaining commit message and code consistency.
Other studies explore various aspects of code review. Hellendoorn et al. Hellendoorn et al.
[2021] addressed the challenge of anticipating code change positions. Siow et al. Siow
et al. [2020] introduced CORE, employing multi-level embeddings for code modification
semantics and retrieval-based review suggestions. Hong et al. Hong et al. [2022] proposed
COMMENTFINDER, a retrieval-based method for suggesting comments during code re-
views. Tufano et al. Tufano et al. [2021] designed TSCR with SentencePiece, enabling work
with raw source code without abstraction. Li et al. Li et al. [2022b] developed CodeRe-
viewer, focusing on code diff quality, review comment generation, and code refinement using
the T5 model. Recently, large language models have been incorporated; Lu et al. Lu et al.
[2023] fine-tuned LLama with prefix tuning for LLaMA-Reviewer, using parameter-efficient
fine-tuning and instruction tuning in a code-centric domain.

Collaborative AI Collaborative Al refers to artificial intelligent systems designed to achieve
shared goals with humans or other Al systems. Previous research extensively explores the
use of multiple LLMs in collaborative settings, as demonstrated by Talebirad et al. Talebirad
and Nadiri [2023] and Qian et al. Qian et al. [2023]. These approaches rely on the idea
that inter-agent interactions enable LLMs to collectively enhance their capabilities, lead-
ing to improved overall performance. The research covers various aspects of multi-agent
scenarios, including collective thinking, conversation dataset curation, sociological phe-
nomenon exploration, and collaboration for efficiency. Collective thinking aims to boost
problem-solving abilities by orchestrating discussions among multiple agents. Researchers
like Wei et al. Wei et al. [2023a] and Li et al. Li et al. [2023a] have created conversational
datasets through role-playing methodologies. Sociological phenomenon investigations,
such as Park et al. Park et al. [2023]’s work, involve creating virtual communities with
rudimentary language interactions and limited cooperative endeavors. In contrast, Akata
et al. Akata et al. [2023] scrutinized LLM cooperation through orchestrated repeated games.
Collaboration for efficiency, proposed by Cai et al. Cai et al. [2023], introduces a model
for cost reduction through large models as tool-makers and small models as tool-users.
Zhang et al. Zhang et al. [2023b] established a framework for verbal communication and
collaboration, enhancing overall efficiency. However, Li et al. Li et al. [2023a] and Qian
et al. Qian et al. [2023], presenting a multi-agent framework for software development,
primarily relied on natural language conversations, not standardized software engineering
documentation, and lacked advanced human process management expertise. Challenges
in multi-agent cooperation include maintaining coherence, avoiding unproductive loops,
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and fostering beneficial interactions. Our approach emphasizes integrating advanced human
processes, like code review in software maintenance, within multi-agent systems.

5.8 Experimental Details

In our work, the maximum number of conversation rounds is set at 10.

5.8.1 Role Definition

Six roles are defined as shown in Figure 5.5.

Role Specialization

@ My primary responsibilities involve the integration of commit content, crafting commit messages, managing original
L

files, and supplying necessary input information like commit details and code.

User

I'm Chief Executive Officer. Now, we are both working at CodeAgent and we share a common interest in collaborating
to successfully complete the code review for commits or code. My main responsibilities include being a decision-maker
in policy and strategy, a leader managing teams, and an effective communicator with management and employees. I also

specialize in summarizing complex code reviews.

I am the Chief Product Officer at CodeAgent, collaborating closely with my team to complete code reviews

successfully. I am responsible for assisting CEO and coder to summary code review reports

I am the CTO of CodeAgent, familiar with various programming languages and skilled in overarching technology
strategies. My role involves collaborating on new customer tasks, making high-level IT decisions that align with our

organization's goals, and working closely with IT staff in everyday operations.

I am a Code reviewer at CodeAgent collaborating to ensure software quality by assessing code for defects,
vulnerabilities, and consistency issues, fixing bugs, and suggesting improvements. I also collobrate with othe stuffs to

complete the code revision and summary of code review

I am a Coder at CodeAgent who actively reviews and revises code. I make decisions about code changes and

ensure code quality by evaluating code for defects and suggesting improvements. I am proficient in various

Cod programming languages and platforms, including Python, Java, Go, C++, JavaScript, C, C#, PHP, and Ruby, etc.
oder
J

\\

Figure 5.5: Specialization of six main characters in CodeAgent.

Apart from that, for the QA-checker in CodeAgent, we define an initial prompt for it,
which is shown as follows:
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- I’'m the QA-Checker, an Al-driven agent specializing in ensuring quality and

coherence in conversational dynamics, particularly in code review discussions at
CodeAgent. My primary role involves analyzing and aligning conversations to main-
tain topic relevance, ensuring that all discussions about code commits and reviews
stay focused and on track. As a sophisticated component of the Al system, advanced
algorithms are applied, including chain-of-thought reasoning and optimization tech-
niques, to evaluate and guide conversational flow. I am adept at identifying and
correcting topic drifts and ensuring that every conversation adheres to its intended
purpose. My capabilities extend to facilitating clear and effective communication
between team members, making me an essential asset in streamlining code review
processes and enhancing overall team collaboration and decision making.

5.8.2 Execute Time Across Languages

As depicted in the data, we observe a significant trend in the average execution time
for code reviews in CodeAgent across various programming languages. The analysis in-
cludes nine languages: Python, Java, Go, C++, JavaScript, C, C#, PHP, and Ruby. For
each language, the average execution time of code reviews for both merged and closed pull
requests (PRs) is measured. The results, presented in Figure 5.6, indicate that, on average,
the execution time for merged PRs is longer than that for closed PRs by approximately 44.92
seconds. This considerable time difference can be attributed to several potential reasons.
One primary explanation is that merged PRs likely undergo a more rigorous and detailed
review process. They are intended to be integrated into the main codebase, and as such,
contributors might be requested to update their commits in the PRs more frequently to adhere
to the project’s high-quality standards. On the other hand, closed PRs, which are not meant
for merging, might not require such extensive review processes, leading to shorter review
times on average, which may also be the reason they are not merged into main projects.
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Table 5.6: Comparative Overview of QA-Checker Al System and Recursive Self-
Improvement Systems

Feature/System QA-Checker Al System Recursive Self-Improvement System
Application F Specialized for QA tasks with Broad scope, covering various dimensions like
ication Focus . . . .
bp precise task execution software development and learning algorithms
. . Advanced optimization techniques | Multi-level learning: learning, meta-learning,
Learning Mechanism . . . . .
for iterative improvement in QA and recursive self-improvement
Focused on individual capability Enhances the entire system, including multi-agent
Scope of Improvement | . . . . L
in specific QA tasks interactions and communication protocols
. . Based on mathematical models Utilizes experiences from past projects to improve
Experience Integration o .
to optimize answer quality overall performance
Average Execution Time with Patterns for Different Programming Languages
Category
X Merged
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Figure 5.6: Execution time with CodeAgent across different language (count unit: second).

5.9 Comparative Analysis of QA-Checker Al System
and Recursive Self-Improvement Systems

In this section, we will delve into the differences between QA-Checker and self-
improvement systems Hong et al. [2023], and underscore the importance of the QA-Checker
in role conversations.

5.9.1 Comparison Table

We begin with a comparative overview presented in Table 5.6.

5.9.2 Differences and Implications

The key differences between these systems lie in their application scope, learning mech-
anisms, and improvement scopes. The QA-Checker is highly specialized, focusing on QA
tasks with efficiency and precision. In contrast, recursive self-improvement systems boast
a broader application range and adaptability, integrating experiences from diverse projects
for systemic improvements.
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5.9.3 Importance of QA-Checker in Role Conversations

In the context of role conversations, the QA-Checker plays a pivotal role. Its specialized
nature makes it exceptionally adept at handling specific conversational aspects, such as
accuracy, relevance, and clarity in responses. This specialization is crucial in domains where
the quality of information is paramount, ensuring that responses are not only correct but also
contextually appropriate and informative.

Furthermore, the efficiency of the QA-Checker in refining responses based on advanced
optimization techniques makes it an invaluable tool in dynamic conversational environments.
It can quickly adapt to the nuances of a conversation, providing high-quality responses that
are aligned with the evolving nature of dialogue.

5.9.4 Conclusion

While recursive self-improvement systems offer broad adaptability and systemic learn-
ing, the QA-Checker stands out in its specialized role in QA tasks, particularly in role con-
versations. Its focused approach to improving answer quality and its efficiency in handling
conversational nuances make it an essential component in Al-driven communication systems.

5.10 Capabilities Analysis between CodeAgent and
Other Methods

Compared to open-source baseline methods such as AutoGPT and autonomous agents
such as ChatDev and MetaGPT, CodeAgent offers functions for code review tasks: con-
sistency analysis, vulnerability analysis, and format analysis. As shown in Table 5.7, our
CodeAgent encompasses a wide range of abilities to handle complex code review tasks effi-
ciently. Incorporating the QA-Checker self-improved module can significantly improve the
conversation generation between agents and contribute to the improvement of code review.
Compared to COT, the difference and the advantages of CodeAgent with QA-Checker are
shown in Section 5.9.

Table 5.7: Comparison of capabilities for CodeAgent and other approaches. ‘v’ indicates
the presence of a specific feature in the corresponding framework, ‘X is absence. ChatDev
and MetaGPT are two representative multi-agent frameworks, GPT is a kind of single-agent
framework, and CodeBert is a representative pre-trained model.

Approaches Consistency Analysis Vulnerability Analysis Format Analysis Code Revision COT QA-Checker
ChatDev Qian et al. [2023] X X X X v X
MetaGPT Hong et al. [2023]
GPT OpenAl [2022]

CodeBert Feng et al. [2020a]
CodeAgent

SRS
SRS
RN
AN
ENESESEN
N X X X

5.11 Dataset

5.11.0.0.1 Previous Dataset As shownin Zhou et al. [2023b], our study incorporates
three distinct datasets for evaluating the performance of CodeAgent: Trans-Reviewgy,,
AutoTransformgyg,, and TS5-Reviewy,,. Trans-Reviewg,,, compiled by Tufano et al. Tufano
et al. [2021], derives from Gerrit and GitHub projects, excluding noisy or overly lengthy
comments and review data with new tokens in revised code not present in the initial sub-
mission. AutoTransformg,,, collected by Thongtanunam et al. Thongtanunam et al. [2022]
from three Gerrit repositories, comprises only submitted and revised codes without review
comments. Lastly, TS-Reviewg,,, gathered by Tufano et al. Tufano et al. [2022] from Java
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projects on GitHub, filters out noisy, non-English, and duplicate comments. These datasets
are employed for Code Revision Before Review (CRB) and Code Revision After Review
(CRA) tasks, with the exception of AutoTransformg,, for CRA and Review Comment
Generation (RCGQG) due to its lack of review comments.

5.11.0.0.2 New Dataset Design and Collection To enhance our model evaluation and
avoid data leakage, we curated a new dataset, exclusively collecting data from repositories
created after April 2023. This approach ensures the evaluation of our Code Agent model on
contemporary and relevant data, free from historical biases. The new dataset is extensive,
covering a broad spectrum of software projects across nine programming languages.

(a) Positive and negative data of both merged and(b) Positive and negative data of both merged and
closed commits across 9 languages on CA taskclosed commits across 9 languages on FA task
(Sec5.2.1). (Sec5.2.1).

Figure 5.7: Distribution of positive, negative of both merged and closed data across 9
languages, including ‘python’, ‘java’, ‘go’, ‘c++’, ‘javascript’, ‘c’, ‘c#’, ‘php’, ‘ruby’.
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Figure 5.8: Comparative Visualization of Merged and Closed Commit Counts Across
Various Programming Languages

5.11.0.0.3 Dataset Description Our dataset, illustrated in Fig. 5.8, encapsulates a de-
tailed analysis of consistency and format detection in software development, spanning
various programming languages. It includes CA (consistency between commit and commit
message (See Sec 5.2.1)) and FA (format consistency between commit and original (See
Sec 5.2.1)) data, segmented into positive and negative samples based on the merged and
closed status of pull requests. For example, in Python, the dataset comprises 254 merged
and 35 closed negative CA samples, alongside 803 merged and 213 closed positive CA
samples, with corresponding distributions for other languages like Java, Go, C++, and more.
Similarly, the FA data follows this pattern of positive and negative samples across languages.
Figure 5.7 graphically represents this data, highlighting the distribution and comparison
of merged versus closed samples in both CA and FA categories for each language. This
comprehensive dataset, covering over 3,545 commits and nearly 2,933 pull requests from
more than 180 projects, was meticulously compiled using a custom crawler designed for
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GitHub API interactions, targeting post-April 2023 repositories to ensure up-to-date and
diverse data for an in-depth analysis of current software development trends.
Table 5.8: Statistics of Studied Datasets.
Dataset Statistics #Train #Valid #Test

Trans-Review 13,756 1,719 1,719
AutoTransform 118,039 14,750 14,750
T5-Review 134,239 16,780 16,780

5.12 Key Factors Leading to Vulnerabilities

The following table outlines various key factors that can lead to vulnerabilities in soft-
ware systems, along with their descriptions. These factors should be carefully considered
and addressed to enhance the security of the system.

5.13 Data Leakage Statement

As the new dataset introduced in Section 5.11, the time of the collected dataset is after
April 2023, avoiding data leakage while we evaluate CodeAgent on codeData dataset.

5.14 Algorithmic Description of CodeAgent Pipeline
with QA-Checker

This algorithm demonstrates the integration of QA-Checker within the CodeAgent
pipeline, employing mathematical equations to describe the QA-Checker’s iterative refine-
ment process.
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No. | Vulnerability Fac-| Description
tor

1 Insufficient Input | Check for vulnerabilities like SQL injection, Cross-Site Scripting
Validation (XSS), and command injection in new or modified code, especially

where user input is processed.

2 Buffer Overflows | Particularly in lower-level languages, ensure that memory management

is handled securely to prevent overflows.

3 Authentication Evaluate any changes in authentication and authorization logic for
and Authorization | potential weaknesses that could allow unauthorized access or privilege
Flaws escalation.

4 Sensitive Data Ex-| Assess handling and storage of sensitive information like passwords,
posure private keys, or personal data to prevent exposure.

5 Improper Error and | Ensure that errors and exceptions are handled appropriately without
Exception Handling | revealing sensitive information or causing service disruption.

6 | Vulnerabilities Review updates or changes in third-party libraries or components for
in Dependency | known vulnerabilities.

Libraries or Compo-
nents

7 Cross-Site Request | Verify that adequate protection mechanisms are in place against CSRF
Forgery (CSRF) attacks.

8 Unsafe Use of APIs | Check for the use of insecure encryption algorithms or other risky API

practices.

9 Code Injection Look for vulnerabilities related to dynamic code execution.

10 | Configuration Ensure that no insecure configurations or settings like open debug ports
Errors or default passwords have been introduced.

11 | Race Conditions Analyze for potential data corruption or security issues arising from

race conditions.

12 | Memory Leaks Identify any changes that could potentially lead to memory leaks and

resource exhaustion.

13 | Improper Resource | Check resource management, such as proper closure of file handles or
Management database connections.

14 | Inadequate Security | Assess for any insecure default settings or unencrypted communica-
Configurations tions.

15 | Path Traversal and | Examine for risks that could allow unauthorized file access or execu-
File Inclusion Vul-| tion.
nerabilities

16 | Unsafe Deserializa- | Look for issues that could allow the execution of malicious code or
tion tampering with application logic.

17 | XML External En-| Check if XML processing is secure against XXE attacks.
tity (XXE) Attacks

18 | Inconsistent Error | Review error messages to ensure they do not leak sensitive system
Handling details.

19 |Server-Side  Re-| Analyze for vulnerabilities that could be exploited to attack internal
quest Forgery | systems.

(SSRF)

20 | Unsafe Redirects | Check for vulnerabilities leading to phishing or redirection attacks.
and Forwards

21 | Use of Deprecated | Identify usage of any such functions and commands in the code.
or Unsafe Functions
and Commands

22 | Code Leakages and | Look for hardcoded passwords, keys, or other sensitive data in the code.
Hardcoded Sensi-
tive Information

23 | Unencrypted Com-| Verify that data transmissions are securely encrypted to prevent inter-
munications ception and tampering.

24 | Mobile Code Secu-| For mobile applications, ensure proper handling of permission requests
rity Issues and secure data storage.

25 | Cloud Service Con- | Review any cloud-based configurations for potential data leaks or

figuration Errors

unauthorized access.




5.15. Detailed Performance of CodeAgent in Various Languages on VA task

Algorithm 1: Integrated Workflow of CodeAgent with QA-Checker
Input: Code submission, commit message, original files
Output: Refined code review document
Initialize phase p=1 while p <4 do

Switch: Phase p
Case 1: Basic Info Sync
Conduct initial information analysis
Update: p=2
Case 2: Code Review
Perform code review with Coder and Reviewer
Update: p=3
Case 3: Code Alignment
Apply code revisions based on feedback
Update: p=4
Case 4: Document
Finalize review document
Update: p=>5 (End)
QA-Checker Refinement (Applies in Cases 2 and 3)
Let Q; be the current question and A; the current answer
Evaluate response quality: ¢Score= Q(Q;,A;) if ¢Score below threshold then

Generate additional instruction aas
Update question: ;1 =Q);+aai
Request new response: A;

Return: Refined code review document

In this algorithm, Q((Q);, A;) represents the quality assessment function of the QA-
Checker, which evaluates the relevance and accuracy of the answer A; to the question @);.
If the quality score ¢Score is below a predefined threshold, the QA-Checker intervenes by
generating an additional instruction aas to refine the question, prompting a more accurate
response in the next iteration.

5.15 Detailed Performance of CodeAgent in Various
Languages on VA task

In our comprehensive analysis using CodeAgent, as detailed in Table 5.9, we observe a di-
verse landscape of confirmed vulnerabilities across different programming languages. The ta-
ble categorizes these vulnerabilities into ‘merged’ and ‘closed’ statuses for languages such as
Python, Java, Go, C++, JavaScript, C, C#, PHP, and Ruby. A significant finding is a markedly
high number of ‘merged’ vulnerabilities in Python, potentially reflective of its extensive
application or intrinsic complexities leading to security gaps. Conversely, languages like Go,
Ruby, and C exhibit notably lower counts in both categories, perhaps indicating lesser engage-
ment in complex applications or more robust security protocols. Table 5.9 that the ‘closed’
category consistently presents lower vulnerabilities than ‘merged’ across most languages, sig-
nifying effective resolution mechanisms. However, an exception is noted in C, where ‘closed’
counts surpass those of ‘merged’, possibly indicating either delayed vulnerability identifica-
tion or efficient mitigation strategies. Remarkably, the Rate ;. is generally observed to be
higher than Rate,,,., . across the languages, exemplifying a significant reduction in vulner-
abilities post-resolution. For example, Python demonstrates a Rate,, .4 of 14.00% against a
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higher Rate ;. of 18.16%. This trend is consistent in most languages, emphasizing the im-
portance of proactive vulnerability management. The Rate,,,4, representing the proportion of
confirmed vulnerabilities against the total of both merged and closed items, further elucidates
this point, with C++ showing the highest Rate,,,, at 16.49%. These insights not only under-
line the diverse vulnerability landscape across programming languages but also highlight the
adeptness of CodeAgent in pinpointing and verifying vulnerabilities in these varied contexts.
Table 5.9: Vulnerable problems (#) found by CodeAgent. Rate,,..,. means the value of
confirmed divided by the total number in the merged and Rate . 1s the value of confirmed
divided by the total number in the closed. Rate,,, is the value of the confirmed number
divided by the total number of the merged and closed.

CodeAgent Python  Java Go C++  JavaScript C C# PHP Ruby
merged (total#) 1,057 287 133 138 280 114 206 173 202
merged (confirmed#) 148 17 11 19 34 9 21 28 20
Rate,erge 14.00% 592% 827% 13.77% 12.14% 7.89% 10.19% 16.18% 9.90%
closed (total#) 248 97 74 56 112 146 62 105 55
closed (confirmed#) 45 10 5 13 16 26 7 15 5
Rate se 18.16% 10.31% 6.76% 23.2% 1429% 17.81% 11.29% 14.29% 9.09%
Total number (#) 1,305 384 207 194 392 260 268 278 257
Total confirmed (#) 193 27 16 32 50 35 28 43 25
Rate,,q 1479% 7.03% 7.73% 16.49% 12.76% 13.46% 10.45% 1447% 9.73%

5.16 More detailed experimental results on CA and
FA tasks

Detailed experimental results of CA are shown in Figure 5.9 and Figure 5.10. Detailed
experimental results of FA are shown in Figure 5.11 and Figure 5.12.

Figure 5.9: Comparison of models on the merged data across 9 languages on CA task.

5.17 Case Study

As shown in Table 5.10, we can easily localize the figure numbers of case studies for
specific programming languages.
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Table 5.10: Correlation Table between specific programming language and case study.

Programming Figure No.
Language

Python 5.13

Java 5.14

Go 5.15

C++ 5.16
JavaScript 5.17

C

C#
php
Ruby

5.18
5.19
5.20
521

121



Chapter 5. CodeAgent: Autonomous Communicative Agents for Code Review

Figure 5.12: Comparison of models on the closed data across 9 languages on FA task.

5.17.2 Difference of CodeAgent-3.5 and CodeAgent-4.0

CodeAgent-3.5 and CodeAgent-4.0 in this paper has no difference in general code
review, however, CodeAgent-4.0 is more powerful in processing long input sequences
and logic reasoning. As shown in Figure 5.22, we take one example of consistency de-
tection between commit and commit message and find that CodeAgent-4.0 diffs from
CodeAgent-3.5 in the detailed explanation. CodeAgent-3.5 output a report with 15k lines
while CodeAgent-4.0 outputs a report with more than 17.7k lines. Detailed data is shown
inhttps://zenodo.org/records/10607925.

5.18 Ablation study

In this section, we evaluate the performance of different parts in Code Agent in vulnerabil-
ity analysis. CodeAgent is based on chain-of-thought (COT) and large language model (a.k.a.
GPT). As shown in Section 5.4.1, CodeAgent outperforms baselines (a.k.a. CodeBERT,
GPT-3.5, GPT-4.0) across 9 different languages. The performance mainly comes from
the combination of COT and QA-Checker. Thus, we design an additional version called
CodeAgent,, /,, which means Code Agent without QA-Checker. Then, we use CodeAgent,, /,
to do vulnerability analysis and compare with Code Agent. We first discuss about the result of
CodeAgent,,, and then discuss about comparison between CodeAgent and CodeAgent,, /.

5.18.0.0.1 Overview of Vulnerabilities in CodeAgent,,,, Table 5.11 presents the find-
ings of CodeAgent,, /,, a variant of the original CodeAgent, in identifying vulnerabilities
across different programming languages. The table showcases the number of ‘merged’ and
‘closed’ vulnerabilities in languages such as Python, Java, Go, C++, JavaScript, C, C#, PHP,
and Ruby. Notably, Python leads in the ‘merged’ category with a total of 1,057 cases, of
which 140 are confirmed, yielding a Rate, ;¢4 0f 13.25%. In contrast, languages like Go and
Ruby show lower vulnerability counts in both ‘merged’ and ‘closed’ categories. The table
also includes Rate ... and Rate,, 4, providing insights into the effectiveness of vulnerability
management across these languages.
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5.18. Ablation study

,  Commit 2. Original
o Message File

4 & Commit

@@ -365,8 +365,8 @@ def handle_connect(self, params): i@ rename client_id and user_id into client and
# Welcome to Centrifuge dear Connection! g [usciniconnectiontinio
self.is_authenticated = True
self.default_info = {

.c.l.ass Client(object):

- 'user_id": self.user, f‘]
= ‘client_id": self.uid, This class describes a single connection of
+ 'user: self.user, client.
+ ‘client': self.uid, e
‘default_info': info, application = None
‘channel_info": None def __init_(self, sock, info):

} self.sock = sock
@@ -421,9 +421,6 @@ def handle_refresh(self, params): self.info = info
i self.uid = uuid.uuid4().hex
self.is_authenticated = False
self.user = None
self.timestamp = None
- if not self.is_authenticated: self.channel_info = {}
- raise Return((None, self.application.UNAUTHORIZED)) self.default_info = {}
self.project_name = None
9 - reiaet! self.channels = None
IR TETS - para“ms[ project’] self.presence_ping_task = None
user = params["user"] self.expire_timeout = None
timestamp = params|["timestamp"]

Handle request with refreshed connection timestamp

i

Summary

e Semantic Consistency Analysis]
The semantic consistency between the code cngelsggnerally good. However, there are a few

inconsistencies that should be addressed. In the 'handle_connect' method, the 'default_info' dictionary is being updated to use
the keys 'user' and 'client' instead of 'user_id' and 'client_id' as mentioned in the commit message. It would be better to update

the commit message to reflect this change or update the code to use the original keys. Additionally, in the 'handle_refresh'
method, the check for 'is_authenticated' has been removed, which is inconsistent with the commit message. It would be helpful

{o clarify the reason for this change in the commit message. )

Security Analysis

~

P
The provided code appears to have some potential security vulnerabilities that should be addressed. Firstly, there is no input
validation or sanitization for user input, which can lead to SQL injection, XSS, and command injection risks... The code should
also be reviewed for proper authentication and authorization processes, as well as the handling of sensitive data to prevent
unauthorized access and data breaches. Proper error handling and exception management should be implemented to avoid
leaking sensitive information and causing service interruptions...

L J

Format Analysis

r N
The format of the code is generally consistent with the writing style and format of the original file. However, there are a few
inconsistencies that could impact readability and maintainability. In the 'handle_connect' method, the indentation of the
'self.default_info' dictionary is inconsistent. It would be better to align the indentation to improve code readability. Additionally,
in the 'handle_refresh' method, the comment at the end of the line should be moved to a separate line for better code formatting.
These minor formatting issues can be easily addressed to improve the overall quality of the code.

\ J

Suggestion

Based on the analysis, the following suggestions are provided for code alignment and revisions:1). In the 'handle_connect'
method, update the commit message to reflect the change in keys from 'user_id' and 'client_id' to 'user' and 'client'.
Alternatively, update the code to use the original keys mentioned in the commit message. 2). In the 'handle_refresh' method,
clarify the reason for removing the 'is_authenticated' check in the commit message. If it was intentional, provide an explanation
for the change. 3). Improve input validation and sanitization techniques to prevent SQL injection, XSS, and command injection
risks. Implement parameterized queries for database operations and escape user-generated content displayed in HTML. 4).
Ensure robust memory management practices to avoid buffer overflows in lower-level languages.5). Review and enhance
authentication and authorization processes, as well as the handling of sensitive data, to prevent unauthorized access and data
breaches...

/

§ J
Figure 5.13: Example in Python project with sha value: “0d3b94bbd7..."
5.18.0.0.2 Detailed Comparison between CodeAgent and CodeAgent,,,, Comparing
the findings in Table 5.11 with those in Table 5.9, we observe some notable differences in
vulnerability detection by CodeAgent and CodeAgent,,;,. While the overall trend of higher
‘merged’ vulnerabilities in Python and lower counts in Go and Ruby remains consistent,
Table 5.11 shows a slight reduction in the Rate, ;¢ for most languages, suggesting a more
conservative confirmation approach in CodeAgent,,;,. Similarly, Rate.,s. and Rate,,,
values in Table 5.11 generally indicate a lower proportion of confirmed vulnerabilities
compared to Table 5.9, reflecting potentially different criteria or efficacy in vulnerability
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Commit Original

4 4 Commit "

@@ -403,7 +403,7 @@ public boolean canDismiss(Object token) {
@Override G_Fixed issue where onDismiss() did not get
“Icalled if Snackbar is swiped.

Message 78 File

public void onDismiss(View view, Object token) {
if (view !=null) {

- finish();
* . ditvii(iEle): 9 %i}blic static Snackbar with(Context context)
@@ -512,6 +512,10 @@ private void startTimer(long duration) { return new Snackbar(context);

pub(i'}c foid di;mliss() {d J
: ) ismiss(mAnimated); dis;IS;é?i.thc type of {@link Snackbar} to be
i private void dismiss(boolean animate) { . @param type the {@link

if (mIsDismissing) { Snziclg;g;{lﬁe} of this instance

return; #
¥ public Snackbar type(SnackbarType type)
@@ -522,7 +526,7 @@ public void dismiss() {
mEventListener.onDismiss(Snackbar.this); mType = type;
return this;

}
- if ('mAnimated) {

+ if (lanimate) { [k
finish(); * Sets the text to be displayed in this
return; {@link Snackbar}
. CER EE
19 o: > >
Al S SR 1 ,@\
CodeAgent Summary

[Semantic Consistency Analysis]

The code changes in the commit do not accurately reflect the description provided in the commit message. The commit message
mentions fixing an issue where onDismiss() did not get called if Snackbar is swiped, but the code changes do not address this

issue. Instead, the code changes seem to be related to dismissing the Snackbar.

[ Security Analysis l

No security analysis can be performed as the code 1s not provided.

[ Format Analysis ]
| € J

The format of the code aligns with the writing style and format of the original file. There are no formatting inconsistencies that
impact the overall readability and maintainability of the project.

[ Suggestion ]

The highest priority comment is regarding the semantic consistency between the code changes and the commit message. The
code changes should address the issue mentioned in the commit message, i.e., fixing the issue where onDismiss() did not get
called if Snackbar is swiped. To fix this issue, the following changes can be made:

1. In the “Snackbar™ class, modify the 2 Please make the above changes to ensure that the code aligns
“dismiss()” method as follows: with the description provided in the commit message.

public di {

[
dismiss(mAnimated); e void startTimer(long duration) {

. . mplementation
smiss(boolean animate) { !

ismissing) {

}
mlsDism

if (mEventListe; =
mEventListener.
Y

Figure 5.14: Example in Java project with sha value: “6e3c6d17d9..."



5.19. Cost statement

Commit ge.  Original

¢ ¢ Commit "

Message

@@ 312439 @@ set - o fix: clean integration-test script

export DEST=.

Tﬁ #!/usr/bin/env bash
-TESTFLAGS+=("-test.timeout=20m -failfast -v") set -e

-cd integration export DEST=.
echo "Testing against..."

. lecho "Testing against..."
docker version

docker version

# shellcheck disable=SC2086 % t# shellcheck disable=SC2086
# shellcheck disable=SC2048 Go _ |# shellcheck disable=SC2048
-go test -v S{TESTFLAGS[*]} g0 test /integration -test.timeout=20m -

. . . . failfast -v ${TESTFLAGS[*]}
+go test ./integration -test.timeout=20m -failfast -v ${TESTFLAGS[*]}

Summary

[Semantic Consistency Analysis]

s N
Based on the provided commit message and code changes, there is a semantic inconsistency. The commit message states that
the script is being cleaned, but the code changes do not reflect any cleaning actions. To improve semantic consistency, the code
changes should align with the description provided in the commit message. I suggest revising the code to include the cleaning
actions mentioned in the commit message.
\ J
p [ Security Analysis N
After reviewing the code, I found that there are no explicit security vulnerabilities present....
L J
Format Analysis ]
r ) | N
The format of the code does not align with the writing style and format of the original file. Inconsistent formatting can
negatively impact the readability and maintainability of the project. To improve the format consistency, I suggest following the
original file's formatting conventions. This includes consistent indentation, proper spacing, and adhering to any specific style
guidelines.
\ J
[ Suggestion ]
L g8 J

Based on the semantic inconsistency and format analysis, I recommend the following revisions:
1. Update the code changes to reflect the cleaning actions mentioned in the commit message.
2. Ensure that the code follows the formatting conventions of the original file.

Revised code

#!/usr/bin/env bash
set -e
export DES

echo "Testing
cker v
shellchec
shellchec
go test ./in ition -test.timeout=20m -failf:

.

Figure 5.15: Example in Go project with sha value: “a6b00b09..."
assessment. These variations highlight the impact of QA-Checker in CodeAgent.

5.19 Cost statement

As shown in Table 5.12, CodeAgent-4 has a higher query time and cost compared to
CodeAgent-3.5 due to its increased complexity and capabilities. We acknowledge that the
integration of Al models and multi-agent systems may introduce complexity and require
specialized knowledge for implementation.
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,  Commit
ﬁ Message

+ 4 Commit

Original
File

remove end-point to get events

@@ -83,7 +83,6 @@ void master_server_routes() {
/lanalytics events
server->post("/analytics/events", post_create_event);
server->post("/analytics/events/replicate”, post_replicate_events);

- server->get("/analytics/events/:name", get_analytics_events, false, true);

//analytics events
server->post("/analytics/events",

post_create_event);
server->post("/analytics/events/replicate”,

post_replicate_events);
server->get("/analytics/query_hits_counts",

server->get("/analytics/query_hits_counts", get_query_hits_counts); get_query_hits_counts);

<D
// meta
server->get("/metrics.json",
get_metrics_json);
server->get("/stats.json", get_stats_json);
server->get("/debug", get_debug);
server->get("/health", get_health);

// meta [

19 :

=
0 EH

CodeAn'r Summary

; [Semantic Consistency Analysisl

The code changes in the provided code are not consistent with the description provided in the commit message. The commit
message mentions the removal of the "/analytics/events/:name" endpoint, but this change is not reflected in the code. It is

important to ensure that the code accurately reflects the changes described in the commit message to avoid confusion and
potential issues.
(.

Security Analysis

P
The provided code appears to have some potential security vulnerabilities that should be addressed. Firstly, there is no input
validation or sanitization for user input, which can lead to SQL injection, XSS, and command injection risks... The code should
also be reviewed for proper authentication and authorization processes, as well as the handling of sensitive data to prevent
unauthorized access and data breaches. Proper error handling and exception management should be implemented to avoid
leaking sensitive information and causing service interruptions...

| J

Format Analysis

-

The format of the code does not align with the writing style and format of the original file. There are inconsistencies in
indentation and spacing, which can impact the overall readability and maintainability of the project. It is recommended to
follow a consistent coding style throughout the codebase to improve readability and make it easier for developers to understand
and maintain the code.

. J

Suggestion ]

1. Remove the "/analytics/events/:name" endpoint as mentioned in the commit message.
2. Ensure consistent indentation and spacing throughout the code to improve readability.

3. Consider organizing the code into logical sections or modules to enhance maintainability.

. J
Figure 5.16: Example in C++ project with sha value: “09e88c7¢c2..."
Table 5.11: Vulnerable problems (#) found by CodeAgent,, /,

CodeAgent Python  Java Go C++  JavaScript C C# PHP Ruby
merged (total#) 1057 287 133 138 280 114 206 173 202

merged (confirmed#) 140 17 10 12 28 9 21 28 17
Rate,erge 13.25% 592% 7.52% 870%  10.00%  7.89% 10.19% 16.18% 8.42%
closed (total#) 248 97 74 56 112 146 62 105 55
closed (confirmed#) 36 9 5 12 16 26 7 15 5
Rate jose 14.52% 9.28% 6.76% 21.43% 14.29% 17.81% 11.29% 14.29% 9.09%
Total number (#) 1,305 384 207 194 392 260 268 278 257
Total confirmed (#) 176 26 15 24 44 35 28 43 2
Rate 13.49% 6.71% 7.25% 12.37% 11.22% 13.46% 1045% 1541% 8.56%
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5.19. Cost statement

. ,  Commit gz, Original
mmit
¢4 Co o Message File
@@ -225,6 422522 @@ window['$'] = window['jquip'] = (function(){ o Addeed replaceWith()
return this;
15
+ pl'replaceWith'] = function(val){
+ if (isF(val)) { 19 pl'after'] = function(){
+  return this['each'](function(i) { if (this[0] && this[0] parentNode){
+  var self = $(this), old = self-html(); R return }hlsdmmguments. false,
+  self.replaceWith( val.call(this, i, old) ); u““:ﬁi“s(g;r{emNo FIE—
) i< nextSibline): ’
+ T elseir GS(van) ¢ [RiEncaS Bline)
+  val = $(val).detach(); ’
+ 7} return this;
+ return this['each'](function() { Y
+ var next = this.nextSibling, pl'replaceWith'] = function(val){
+ parent = this.parentNode; if (isF(val)) {
+ parent.removeChild(this); return this['each'](function(i) {
+ (next ? $(next).before(val) : $(parent).append(val)); Yklll'fselflf ‘5(\;\1/“31)( Ol? = Isie(ltﬁh:ml()l;d) N
+ o ;e .replaceWith( val.call(this, i, old) );
+ 35 Y amm
S . } else if (isS(val)) {
pl'hide'] = function(){ ) val = $(val).detach();
return this['each'](function(){ )
cache(this, "display", this.style.display);

.

CodeAgent Summary

Semantic Consistency Ana]ysis]

( A

The semantic consistency between the code changes and the commit message is generally good. The changes accurately reflect
the description provided in the commit message. However, there is one inconsistency in the code. In the added “replace With®
function, there is a missing check for the “val® parameter being a function. Currently, the code assumes that “val® will always be
a function or a string. It would be better to add a check for the function type and handle it accordingly. This will ensure that the
code is more robust and can handle different types of input.

g J

Security Analysis

The security analysis of the provided code reveals some potential vulnerabilities. The code does not validate user input, which
can lead to SQL injection, XSS, and command injection risks. It is crucial to implement input validation and sanitization
techniques to prevent these vulnerabilities....

[ Format Analysis ]
| § J

p

The format of the code aligns with the writing style and format of the original file. There are no formatting inconsistencies that
impact the overall readability and maintainability of the project. The code follows a consistent indentation style and uses
appropriate naming conventions. However, it is recommended to add comments to explain the purpose and functionality of
complex code sections to improve code understandability.

\

Suggestion ]

p
1. In the “replaceWith" function, add a check foT the val  parameter being a runction and handle it accordingly.

2. Implement input validation and sanitization techniques to prevent SQL injection, XSS, and command injection risks.
3. Improve error handling mechanisms to avoid sensitive information leakage and service interruptions.

4. Review the code for any deprecated functions, hardcoded sensitive data, or code leakages.

5. Add comments to explain the purpose and functionality of complex code sections.

\

zzle.min js",

rents|prevUntillprevAll)/,
rtagnam <(D\w:]+)/,

Figure 5.17: Example in JavaScript project with sha value: “6e9a80d93..."
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,  Commit Original
o Message ®H  File

4 4 Commit

_o remove ventoy.net in grub Ul

@@ -7579 +7579 @@ <h4> T‘] <footer class="main-footer">
<div class="pull-right hidden-xs">

<footer class="main-footer"> b

<div class="pull-right hidden-xs">

- <b id="plugson_build_date">20231014 18:52:12</b>

+ <b id="plugson_build_date">20231014 18:52:12</b>

</div> </footer>

- <strong><a href="https://www.ventoy.net"

||target="_blank">https://www.ventoy.net</a></strong>

<
lid="plugson_build_date">20231014
18:52:12</b>
</div>

<!-- Control Sidebar -->

- <!-- /.control-sidebar -->
</footer> <!-- Add the sidebar's background. This
div must be placed
<!-- Control Sidebar --> immediately after the control sidebar --

<div class="control-sidebar-bg"
style="position: fixed; height: auto;"></div>

</div>
<!-- /wrapper -->

19 o

D>D>O
CodeAgen‘r Summary

Semantic Consistency Analysis

Based on the provided code and commit message, the semantic consistency analysis reveals that the changes in the code
accurately reflect the description provided in the commit message. There are no inconsistencies or potential hidden malicious
code identified.

- J

Security Analysis
The security analysis of the provided code re e SeTETa PO v ICraoTes . Lirstly, there is no validation of user input,
which can lead to SQL injection, XSS, and command injection risks. It is recommended to implement proper input validation
and sanitization techniques to prevent these vulnerabilities. Additionally, the code does not handle errors and exceptions
properly, which can result in sensitive information leakage and service interruptions...

Format Analysis

-

The format analysis reveals that the code formatting is inconsistent with the writing style and format of the original file. This
inconsistency can impact the overall readability and maintainability of the project. It is recommended to align the code
formatting with the original file's style and format to improve code quality.

. J

Suggestion

,

1. Implement input validation and sanitization techniques to prevent SQL injection, XSS, and command injection risks.

2. Improve error handling mechanisms to avoid sensitive information leakage and service interruptions.

3. Review the code for any deprecated functions, hardcoded sensitive data, or code leakages.

4. Conduct a thorough review of all dependencies, APIs, and configurations, including third-party libraries

5. Align the code formatting with the writing style and format of the original file to improve code quality and maintainability.

.

\ J
Figure 5.18: Example in C project with sha value: “5f93cf43d..."

Table 5.12: Summarizes the average query time and cost per code review for CodeAgent-3.5

and CodeAgent-4.

Model Query Time(min) Costin USD
CodeAgent-3.5 3 0.017
CodeAgent-4 5 0.122

5.20 Tool

We develop a website for CodeAgent, which is shown in Figure 5.23, and it is also
accessable by visiting following link:

128



5.20. Tool

Commit . Original

o Message File

_o change logger to concrete type

l')'Llilder.AddOpenAIChatCompletion(

@@ -148,7 +148,7 @@ private Kernel InitializeKernel() modelld:
openAlConfiguration.Modelld,
i q . apiKey:
private readonly RedirectOutput _testOutputHelper; q . X
private readonly IConfigurationRoot _configuration; epeniCentiziationtenikevs
- private readonly [LoggerFactory _logger; @ var kernel = builder.Build();

+ private readonly XunitLogger<Kernel> _logger;

C# return kernel;
public void Dispose() \,
{
private readonly RedirectOutput
| testOutputHelper;
private readonly IConfigurationRoot
|_configuration;
private readonly XunitLogger<Kernel>
| logger;
10 =9 D>O>D
Summary
[Semantic Consistency Analysis]
( | § J )

The semantic consistency between the code changes and the commit message is generally good. The code changes accurately
reflect the description provided in the commit message. However, there is one inconsistency in the code. In the
“InitializeKernel' method, the *_logger™ field is changed from “ILoggerFactory" to *XunitLogger<Kernel>". The commit
message does not mention this change, which could lead to confusion for other developers. It is recommended to update the
commit message to include this change.

(.

Security Analysis

The security analysis of the provided code reveals several potential vulnerabilities. Firstly, there is no validation of user input to
prevent SQL injection, XSS, and command injection risks. ..

L

Format Analysis

The format of the code aligns well with the writing style and format of the original file. There are no significant formatting
inconsistencies that impact the overall readability and maintainability of the project.

L

(e
—

Suggestion

In the “InitializeKernel" method, the *_logger" field should be updated to use the concrete type *XunitLogger<Kernel>
instead of the abstract type “ILoggerFactory'. This change should be reflected in the commit message as well.

Figure 5.19: Example in C# project with sha value: “0e231c7a..."
https://code-agent—-new.vercel.app/index.html

129


https://code-agent-new.vercel.app/index.html

Chapter 5. CodeAgent: Autonomous Communicative Agents for Code Review

: ,  Commit @, Original
+ & Commit ﬁ = g
Message File
...function get_posts( $args =null ) { ~
@@ -2425 .6 +2425,7 @@ function get_posts( $args = null ) { o add get_post_meta args to get_posts()
'meta_value' =T "
'post_type' =>'post’,
'suppress_filters' => true,
+ 'get_post_meta' => false
); SEPOR T‘] function get_posts( $args = null ) {
$parsed_args = wp_parse_args( $args, $defaults ); $defaults = array(
@@ -2449.7 +2450,20 @@ function get_posts( $args = null ) { v InumberRosts =>5,
$parsed_args['no_found_rows'] = true; Icag’«ggr}l’ => % -
orderby’ =>'date',
'order’ =>'DESC.,...

$get_posts = new WP_Query();

return $get_posts->query( $parsed_args ); S)S;parsed args = wp_parse_args( Sargs

$get_posts = $get_posts->query($parsed_args);
$d§:faults );
if (lempty($parsed_args['get_post_meta'])) { PHP. if ( empty( $parsyed,args['poystfslatus’] N {
foreach ($get_posts as $post) { Sl $parse§i,args[ post,statusl =( '
$post_meta = []; Igttachmept === '$parsed7args[ post_type'] ) ?
foreach (get_post_meta($post->ID) as $key => $value) { inherit' : 'publish';

$post_meta[$key] = $value[0];}
$post->meta_data = $post_meta;
$get_posts[] = $post;

}
if (! empty( $parsed_args['numberposts'] )
&& empty( $parsed_args['posts_per_page'] )
) {
Y $parsed_args['posts_per_page'] =
$parsed_args['numberposts'];
return $get_posts; ¥

R ok b T S S SR S S

Summary

p Semantic Consistency Analysis N

The semantic consistency between the code changes and the commit message seems to be accurate. The changes made in the
code align with the description provided in the commit message. There are no inconsistencies or potential hidden malicious
code identified in this aspect.

- J

Security Analysis

The provided code requires a comprehensive security review to identify potential vulnerabilities. The analysis should focus on
the following areas:......Based on the provided code, it is difficult to perform a comprehensive security analysis. However, it is
recommended to conduct a thorough security review considering the above points to identify any potential vulnerabilities.

Format Analysis

r N
The format of the code does not align with the writing style and format of the original file. There are inconsistencies in
indentation, spacing, and line breaks. These formatting inconsistencies can impact the overall readability and maintainability of
the project. It is recommended to follow a consistent coding style and use proper indentation and spacing throughout the
codebase.

. J

z Suggestion

1. In the “get_posts™ function, the *get_post_meta" argument is not aligned properly with the other arguments.

It should be aligned with the other arguments for better readability.

2. In the "get_posts™ function, the “get_posts™ variable is overwritten with a new value.

It is recommended to use a different variable name to avoid confusion.

3. In the “get_posts™ function, the code block inside the “if condition can be

simplified by using a dictionary comprehension. Instead of manually iterating

over "get_post_meta’, you can use a dictionary comprehension to create the “post_meta" dictionary.

- J

Figure 5.20: Example in PHP project with sha value: “6679f059b..."
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5.20. Tool

,  Commit E Original

Commit G :
e Message E@  Fijle
...function get_posts( $args = null ) { lad
@@ -24256 +2425,7 @@ function get_posts( $args = null ) { O add get_post_meta args to get_posts()
'meta_value' =" B
'post_type' =>'post’,
'suppress_filters' => true,
+ 'get_post_meta' => false
); S T('] function get_posts( $args = null ) {
$parsed_args = wp_parse_args( $args, $defaults ); $d§faU1tS = array(
@@ -2449,7 +2450,20 @@ function get_posts( $args = null ) { v 'numberpyosts =>5,
$parsed_args['no_found_rows'] = true; 'Ca(tieggr}'/ => % o
orderby’ =>'date',
'order’ =>'DESC,...

$get_posts = new WP_Query();

return $get_posts->query( $parsed_args ); gi;parsed args = wp_parse_args( $args

+ $get_posts = $get_posts->query($parsed_args); o
+ =| [$defaults );
+ if (lempty($parsed_args['get_post_meta'])) { PHP if ( empty( $pars'ed7args['poystfstatus‘] A
+  foreach ($get_posts as $post) { (W) $parse‘dfargs[ post_status'] = ( '
+ $post_meta = []; ‘qttack_lr‘neym === '$parsed7mgs[post7type] )?
+ foreach (get_post_meta($post->ID) as $key => $value) { inherit' : 'publish'’;
+ $post_meta[$key] = $value[0];} } ) )

+ $post->meta_data = $post_meta; if (! empty( $parsed_args['numberposts'] )
+ Sget_posts[] = $post; && empty( Sparsed_args['posts_per_page'] )
+

+ % $parsed_args['posts_per_page'] =

+ $parsed_args['numberposts'];

+ return $get_posts;

}

:6:- e ) —, — i —,
T‘] = o P_’Ff_— = '« > '« >
CodeAgent Summary
[Semantic Consistency Analysis
f | § )
The semantic consistency between the code changes and the commit message seems to be accurate. The changes made in the
code align with the description provided in the commit message. There are no inconsistencies or potential hidden malicious
code identified in this aspect.
(. J
p [ Security Analysis

The provided code requires a comprehensive security review to identify potential vulnerabilities. The analysis should focus on
the following areas:......Based on the provided code, it is difficult to perform a comprehensive security analysis. However, it is
recommended to conduct a thorough security review considering the above points to identify any potential vulnerabilities.

[ Format Analysis

-

The format of the code does not align with the writing style and format of the original file. There are inconsistencies in
indentation, spacing, and line breaks. These formatting inconsistencies can impact the overall readability and maintainability of
the project. It is recommended to follow a consistent coding style and use proper indentation and spacing throughout the
codebase.

. J

[ Suggestion ]

1. In the “get_posts™ function, the “get_post_meta™ argument is not aligned properly with the other arguments.
It should be aligned with the other arguments for better readability.

2. In the “get_posts" function, the “get_posts™ variable is overwritten with a new value.

It is recommended to use a different variable name to avoid confusion.

3. In the “get_posts™ function, the code block inside the “if* condition can be

simplified by using a dictionary comprehension. Instead of manually iterating

over “get_post_meta’, you can use a dictionary comprehension to create the “post_meta" dictionary.

Figure 5.21: Example in Ruby project with sha value: “584{72e7f4..."
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Commit gz, Original

N . P
Commit - Messaoe [

@@ -403,7 +403.7 @@ public boolean canDismiss(Object token) {
@Override
public void onDismiss(View view, Object token) {
if (view != null) {
- finish();
+ dismiss(false);
N 19
@(? -512,6 512,10 @@ private void startTimer(long duration) {

Fixed issue where onDismiss() did not get called if Snackbar
is swiped.

& i)lilblic static Snackbar with(Context context) {
e et i) return new Snackbar(context);

+ dismiss(mAnimated);
+ ok
+ i Sets the type of {@link Snackbar} to be displayed.
+  private void dismiss(boolean animate) { * @param type the {@link SnackbarType} of this instance
if (mIsDismissing) { * @return
return; \"A */
s public Snackbar type(SnackbarType type) {
@@ -522,7 +526,7 @@ public void dismiss() { T e
mEventListener.onDismiss(Snackbar.this); >
}
- if (!mAnimated) { Tt . L .
+ if (lanimate) { * Sets the text to be displayed in this {@link Snackbar}
finish(); -
return;
b

CodeAgent-3.5 CodeAgent-4.0

4[ Semantic Consistency Analysis] ISemamic Consistency Analysis]
The code changes in the commit do not accurately reflect Qhe commit message states "Fixed issue where onDismiss() did not get called?
the description provided in the commit message. The Snackbar is swiped." The code changes reflect this accurately. The
commit message mentions fixing an issue where “onDismiss()" method has been modified to call *dismiss(false)”, which will
onDismiss() did not get called if Snackbar is swiped, but dismiss the Snackbar without animation when it is swiped. A new *dismiss()*
the code changes do not address this issue. Instead, the method has also been added which takes a boolean parameter to determine
code changes seem to be related to dismissing the whether to animate the dismissal or not. The changes in the code are consistent

Qnth the commit message. J

Security Analysis I Security Analysis l
code i ] (The provided code does not seem to have any security vulneral . It does

not handle any user input directly, so there is no risk of SQL injection, XSS, or
command injection. It does not use any lower-level languages, so buffer

[ E Analysi I overflows are not a concern. The code does not manage any sensitive data, so
ormat Analysis there is no risk of unauthorized access or data breaches. The code does not use

(The format of the code aligns with the writing style and any third-party libraries, so there are no potential vulnerabilities from

format of the original file. There are no formatting dependencies. The code does not have any deprecated functions, hardcoded

inconsistencies that impact the overall readability and sensitive data, or code leakages. However, this is a preliminary analysis and a

maintainability of the project. more thorough review would be needed to confirm these findings )

,_[ Suggestion H I Format Analysis

. L . i X The format of the code aligns With the writing style and format of the original
The‘hlghest priority comment is regarding the semantic file. The code uses the same indentation, naming conventions, and comment
consistency between the code changes and the commit style as the original file. There are no formatting inconsistencies that would

message. The code changes should address the issue impact the readability or maintainability of the project.
mentioned in the commit message, i.e., fixing the issue L

wheye or_AD_ismiss() di_d not get called if Snackbar is swiped.

To fix this issue, the following changes can be made: l Suggestion I

N /" |The code changes are well-aligned with the rest of the codebase. The new
"dismiss()” method follows the same naming conventions and style as the

existing methods. The changes to the “onDismiss()" method are minimal and
maintain the original structure of the method. No revisions are necessary.

- J
Figure 5.22: Comparison of code review between CodeAgent-3.5 and CodeAgent-4.0 on
one Java project with sha value: “6e3c6d17..."

132



5.20. Tool

Our Expertise uage Support Demos v FAQ Test CodeAgent Now!

Revolutionizing Code Quality with

= : &

Automated Code Excellence Intelligent Code Completion Continuous Code

Improvement

Unloc

Al-driven

memProjectEcommerce-master

B authis x indexhtml » § productReview

Streamlining Code
Review with

Efficiency — Al-acc

effort and time.

your ¢

htful fi

ed reviews that cut down on manual

Up-to-Date — Always current with continuous updates and

real-time analysis.

Consistency — Maintain high coding standards with co!

objective reviev

OPEN EDITORS
p1
authjs
indexhtmi
productReviews.css

apiFeature:

v FOLDERSTRUCTU

- @ backend
> @m config
@ controllers
v @@ middleware

authjs

Figure 5.23: website of CodeAgent

auth uthenticatedL

ErrorHander = require
\ASYncErrors = require
require
require

(1token) {

next( ErrorHander(

token, proces

odedData.i

133



Chapter 5. CodeAgent: Autonomous Communicative Agents for Code Review

134



6 SynFix: Synchronous Repair for
Codebase via CallGraph

In this chapter, we propose to investigate the challenges of repository-level debugging
where existing methods often fail to capture the broader context of dependencies be-
tween files, classes, and functions. Our approach, SynFix, addresses these limitations
through a novel CallGraph-driven framework that systematically models structural re-
lationships within a codebase, ensuring that fixes propagate correctly across intercon-
nected components. By shifting from iterative agent-based exploration to a structured,
deterministic process with four key phases—CallGraph modeling, hierarchical localiza-
tion, synchronous repair, and paired patch validation—SynFix achieves comprehensive
and consistent fixes at the repository level. QOur extensive evaluation on SWE-bench
benchmarks demonstrates that SynFix significantly outperforms existing agent-based ap-
proaches, resolving 52.33% of issues in SWE-bench-lite, 55.8% in SWE-bench-verified,
and 29.86% in SWE-bench-full. These results highlight the effectiveness of our structured
approach in maintaining repository-wide consistency during program repair while elim-
inating the inefficiencies and cascading errors common in multi-turn decision-making
systems.

The content presented herein derives from scholarly investigation previously documented
in the academic publication referenced below:

* Xunzhu Tang, Jiechao Gao, Jin Xu, Tiezhu Sun, Yewei Song, Saad Ezzini, Wend-
ktiuni C. Ouédraogo, Jacques Klein, and Tegawendé F. Bissyandé. SynFix: Syn-
chronous Repair for Codebase via RelationGraph. In Findings of the Association for
Computational Linguistics (ACL 2025), 2025. (Accepted)
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6.1. Overview

6.1 Overview

Large language models (LLMs) have transformed software engineering by automating
tasks such as bug localization, program repair, and test generation [Chen et al., 2021b, Austin
etal., 2021, Lietal., 2023d, Wei et al., 2023b]. However, applying LLMs to repository-level
debugging still presents significant challenges. While existing methods do well at resolving
isolated issues, they often fail to capture the broader context of repository-wide dependencies
between files, classes, and functions [Zhou et al., 2012, Austin et al., 2021]. Repository-level
tasks are inherently difficult, involving complex interactions across components that require
a holistic understanding of the codebase. Traditional approaches struggle to address these
challenges, often leading to partial or suboptimal fixes. Consequently, there is a pressing
need for solutions that can effectively model and address the interconnected nature of
large-scale codebases.

To bridge this gap, benchmarks like SWE-bench and its refined subset, SWE-bench
Lite Jimenez et al. [2024a], swe [2024], provide rigorous evaluations of real-world software
development tasks. SWE-bench encapsulates a diverse range of issues from open-source
repositories, challenging tools to address complex problems such as multi-file dependency
handling, parameter synchronization, and regression testing. The SWE-bench Lite subset fo-
cuses specifically on bug-fixing tasks, which offers a controlled environment to test advanced
repair methods. These benchmarks not only highlight the limitations of current approaches
but also provide a foundation for developing tools that can handle repository-wide debugging
with precision and scalability. By simulating real-world scenarios, SWE-bench ensures
that solutions are applicable to practical software engineering problems, making it a critical
resource for evaluating modern debugging tools.

Agent-based systems have been proposed to address these repository-level challenges by
equipping LLMs with toolsets for iterative decision-making [Zhang et al., 2024a, Yang et al.,
2024c]. These systems enable LLMs to autonomously decide on actions, perform operations
like file edits or test executions, and iteratively refine their solutions based on feedback.
While promising in theory, agent-based approaches face key limitations in practice, as
the complexity of tool usage often introduces abstraction layers that are prone to errors,
especially when mapping actions to APIs Liu et al. [2024b]. Moreover, the lack of robust
planning mechanisms means that agents frequently make suboptimal decisions, leading to
inefficiencies and unnecessary costs. The iterative, multi-turn nature of these methods exac-
erbates these issues, as incorrect decisions in early stages can cascade into larger problems,
significantly hindering performance Olausson et al. [2023], Shi et al. [2023]. Furthermore,
their limited ability to self-reflect and filter irrelevant or incorrect feedback amplifies these
challenges, making agent-based systems less reliable for large-scale debugging tasks.

To address these limitations, we propose SynFix, a CallGraph-driven approach that
avoids the complexities of autonomous multi-turn decision-making. SynFix shifts the focus
from iterative exploration to structured, deterministic processes that explicitly model the
structural relationships within a codebase. Central to SynFix is the CallGraph, which
captures dependencies between files, functions, and variables, enabling a comprehensive
understanding of the codebase. This representation ensures that fixes in one part of the
codebase are propagated correctly across related components, maintaining repository-wide
consistency. By leveraging the CallGraph, SynFix systematically localizes issues, identifies
affected contexts, and synchronizes repairs to address interdependencies effectively. Unlike
agent-based systems, SynFix avoids uncontrolled exploration, ensuring that each repair step
is precise and well-informed.
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SynFix follows a straightforward four-phase pipeline: CallGraph, Localization, Syn-
chrony, and Paired Patch Validation. In the CallGraph phase, SynFix models the structural
dependencies in the codebase. During the Localization phase, it uses this framework to
identify suspicious files, classes, and specific lines of code. Synchrony ensures that fixes prop-
agate correctly across interconnected components, while Paired Patch Validation rigorously
tests the patches using regression suites to ensure correctness and compatibility with existing
functionality. This deterministic and interpretable design eliminates the inefficiencies of
agent-based systems, offering a cost-effective solution for real-world software debugging.
SynFix has demonstrated exceptional performance on SWE-bench benchmarks [swe, 2024],
achieving state-of-the-art results while maintaining scalability and reliability. Its success
highlights the potential of structured, agentless approaches to set new standards for efficient,
repository-level program repair.

Contributions

* CallGraph-Driven Framework: SynFix introduces a novel CallGraph-based ap-
proach that systematically models the structural and dependency relationships within
arepository. This enables precise localization and coordinated synchronization of
fixes, ensuring repository-wide consistency.

* Enhanced Localization and Synchronization: SynFix employs a hierarchical local-
ization strategy to pinpoint issues with high precision and ensures that fixes propagate
correctly across interconnected components through its Synchrony phase.

* Efficient Validation Mechanism: Through Paired Patch Validation, SynFix rig-
orously tests proposed patches using regression suites, ensuring correctness and
compatibility while minimizing the risk of introducing new errors.

* State-of-the-Art Performance: SynFix achieves superior results on SWE-bench
benchmarks, surpassing agent-based baselines in resolution rates, scalability, and
cost-efficiency.
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6.2 Methodology

Figure 6.2 presents an overview of PANTHER, which operates in four main phases: call-
graph (@), localization (@), synchrony (@), and paired patches validation (@), . ©.,
@. and @). Given a problem statement and an existing codebase as inputs, PANTHER pro-
ceeds as follows. First, PANTHER constructs a CallGraph from the input codebase, capturing
its hierarchical structure, variants, classes, functions, and their calling relationships @). Next,
using both the CallGraph and the problem statement, PANTHER prompts a low-cost LLM
(e.g., GPT-3.5) to identify and rank the top N most suspicious nodes that may require edits
to address the issue. These nodes are presented with their surrounding context—such as the
corresponding function, class, or code variant line @. To account for synchronous changes,
PANTHER then identifies the one-hop neighbors of the suspicious nodes, extracting these
neighbors along with their corresponding lines, functions, and classes @). These extracted
contexts serve two purposes: (1) as additional input for the LLM, they help evaluate and
refine the understanding of issues in the target suspicious nodes, ultimately facilitating more
accurate modifications; and (2) after addressing the primary target nodes, the LLM evaluates
whether corresponding updates are necessary for these one-hop neighbors, especially in
cases where changes to parameters or related structures in the primary nodes propagate to
their neighbors. The first purpose is discussed in detail in the main text, while the second
is elaborated upon in the Appendix. With this preliminary set of suspicious nodes identified,
PANTHER provides their full code contexts to the LLM. The model refines and narrows down
the potential edit locations (e.g., specific lines) for both dynamic and static analyses. This
step ensures that the final chosen edit points are as accurate as possible @. In the repair phase,
PANTHER presents the problem statement and the identified edit locations to the LLM. The
model is then prompted to propose patches aimed at resolving the identified issues €. Once
patches are generated, PANTHER attempts to apply them to the original codebase. If a patch
cannot be cleanly applied, the process returns to the previous step @, repeating for a precon-
figured number of iterations @. If the patch application is successful, PANTHER validates
the updated codebase by running regression tests. If these tests pass, the patch is considered
successful @. Finally, PANTHER updates the CallGraph to reflect the changes in the code-
base, ensuring that subsequent iterations start from an accurate and up-to-date state €. The
following sections provide a more detailed explanation of each phase within PANTHER.

6.2.1 CallGraph Building

The CallGraph is a directed graph where each node represents a code entity, and edges
capture hierarchical or dependency relationships between these entities.
Nodes: Each node in the CallGraph corresponds to a distinct code entity within the project,
such as: folder name (with relative path), file name (with relative path), variable name, class
name, function name. By including nodes at multiple abstraction levels, the CallGraph al-
lows for a holistic understanding of the codebase—from its highest-level directory structure
down to the granular level of individual methods.
Edges: Edges in the CallGraph represent structural, import-based, and functional depen-
dencies. For example: — Folders and their subfolders, as well as folders and the files within
them, are connected by edges to reflect hierarchical relationships. — Files that import other
files or modules are linked, indicating a dependency between these code units. — If a variable,
class, or method defined in one file is referenced or invoked by another file or entity, an edge
is drawn to represent that relationship (e.g., a method A calling method B).
Subgraph Construction and Merging: The construction of the full CallGraph may start
by building smaller subgraphs derived from individual directories, modules, or sets of
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interrelated files. Since these local subgraphs can be constructed in parallel across different
subfolders, the overall process becomes more efficient. Once each subgraph is completed,
it is integrated into the larger CallGraph. In this way, parallelization allows rapid scaling
of the graph-building process.

These subgraphs are then iteratively merged into a single, comprehensive CallGraph.
When merging, if two subgraphs share an identical node (e.g., the same file, method, or class),
these overlapping nodes are merged into a single unified node. Figure 6.1 illustrates an exam-
ple of such a merging process. Red nodes represent shared nodes in two subgraphs; these are
collapsed into a single node, retaining all incoming and outgoing edges from both subgraphs.

6.2.2 Localization

Localization is a critical phase in PANTHER, designed to systematically identify the
minimal set of code regions requiring modification. The central challenge lies in navigating
extensive repositories containing hundreds of files and thousands of lines of code to isolate
the few elements pertinent to the problem statement. To address this, PANTHER employs
a three-step hierarchical process: suspicious node identification, element refinement, and
precise edit localization. By integrating advanced reasoning capabilities of large language
models (LLMs) like GPT-3.5 and embedding-based retrieval techniques, PANTHER achieves
both accuracy and efficiency in its localization process.

The first step is the identification of suspicious nodes in the CallGraph. Let the CallGraph
G'=(V,E), where V represents the nodes (e.g., functions, classes, files) and E denotes the
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edges capturing hierarchical or dependency relationships. For a given problem statement
P, PANTHER aims to compute a ranking R C V, representing the top N most suspicious
nodes. Using a low-cost LLM such as GPT-3.5, PANTHER constructs a tailored prompt
that integrates the CallGraph structure and problem statement to guide the model in ranking
nodes by their relevance:

R=argmax, . Relevance(v,P), (6.1)

where Relevance(v, P) is a function that evaluates the relevance of node v to the problem
statement P based on its structural, textual, and contextual attributes. To ensure efficiency,
PANTHER complements this LLM-based reasoning with an embedding-based retrieval
mechanism. Each node v € V' is embedded into a latent space ¢(v) using a pre-trained
transformer model, and its cosine similarity with the problem statement embedding ¢(P)
is computed: SRy e _ - ,

The top candidates from both methods are combined into a unified ranking R, ensuring
arobust selection of suspicious nodes. To leverage GPT-3.5 for identifying suspicious nodes
efficiently and cost-effectively, PANTHER uses the following carefully designed prompt in
Appendix Sec 6.6.

After identifying suspicious nodes, PANTHER refines these candidates by analyzing their
internal elements, such as specific functions, classes, or variables. A compact representation,
called the skeleton format, is constructed for each node. This format summarizes critical
components, such as function headers, class declarations, and high-level docstrings. For
example, a node representing a file might include declarations like:

class ClassName (Base): 62
def method_name (self, arg): # Method description. ©.2)

By using GPT-3.5, PANTHER enables the model to efficiently identify the most relevant
elements within each suspicious node while significantly reducing computational overhead.

Finally, PANTHER pinpoints precise edit locations within the refined elements. Given
a function f or class c identified in the previous step, the LLM is prompted with its full
content to determine specific lines requiring modification. Static analysis methods, such
as control flow and data dependency analysis, are employed to identify potential structural
inconsistencies. In parallel, dynamic analysis evaluates runtime behaviors such as parameter
changes and function calls. These analyses are integrated into a unified decision-making
process, ensuring the selected edit locations are accurate and comprehensive. This hierar-
chical approach not only minimizes the search space but also optimizes the repair process
in subsequent stages.

6.2.3 Synchrony

In modern software systems, changes to a single code entity can have cascading effects
on its dependent functions, classes, or files. Ensuring consistency across these interde-
pendent entities is crucial to maintaining the correctness and coherence of the codebase.
The synchrony phase in PANTHER addresses this challenge by identifying and validating
one-hop neighbors in the CallGraph, ensuring that modifications made to a suspicious node
propagate correctly to its related entities.

For a suspicious node v € V, its immediate neighbors are defined as N (vs) ={ve V|
(vs,0) € EV (v,v5) € E'}. Given a modification A(v;) to the suspicious node, the goal is to
determine whether any entity in N (v, ) requires synchronous updates to maintain consistency.
The consistency condition can be expressed as: Consistent(X (vs),{X (u) : u € N(vs)}),
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where X (v) denotes the local context of a node v. If this condition is violated, synchronous
updates are applied to the affected neighbors.

The process of synchronous repair can be formulated as a constrained optimization
problem. Let x,, € {0,1} denote whether node v is modified, and let ¢(v) represent the cost
of modifying v. The objective is to minimize the total modification cost while ensuring
consistency constraints are met:

vEN (vs) (63)
subject to Consistent( X (v),{ X (u):ue N(v)}).

To implement this process, we outline the synchrony phase in Algorithm 2. The algorithm
begins by analyzing the suspicious node v and extracting its neighbors. A consistency
check is performed on each neighbor, and if violations are detected, synchronous updates are
applied within predefined depth and modification constraints. The algorithm ensures efficient
repair by leveraging the CallGraph structure and minimizing the total cost of modifications.

Algorithm 2: Synchronous Repair Process

Imput :G'=(V,E): CallGraph, vs: suspicious node, A(v): modification to v,
Output :Updated codebase with consistent synchronous modifications

Extract one-hop neighbors: N (v,) < {v eV | (vs,v) € EV (v,0,) € E'}.
foreach v € N (v;) do
if ConsistencyCheck (v,A(vy)) = False then
| Apply modification A(v) to v.

return Updated codebase.
Function ConsistencyCheck (v,A(vg)) ¢
Input :v: neighbor node, A(vs): modification to suspicious node
Output : True if consistent, False otherwise
Evaluate consistency:
Consistent <— True.
if Changes in v, affect dependencies of v then
L Consistent < False.

return Consistent.

The synchrony phase leverages lightweight LLMs like GPT-40 for analyzing consistency
and generating modifications, making the process cost-effective. By integrating this phase
into PANTHER, we ensure that the repair process accounts for interdependencies within the
CallGraph, thereby maintaining the integrity and correctness of the entire codebase.

6.2.4 Paired Patches Validation

Validation is a critical phase of PANTHER to ensure that generated patches not only
address the identified issue but also preserve the overall functionality of the codebase. Paired
patches validation takes this process a step further by leveraging a systematic comparison
between the modified code and expected outputs using a curated test suite, referred to as
test_patches. This approach ensures that the applied changes are both syntactically correct
and semantically consistent with the intended behavior.

The paired validation process begins once a patch is generated and applied to the sus-
picious node(s) identified in the earlier phases. Let Cj, denote the original codebase and
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Chnod the codebase after applying a generated patch A. To evaluate the correctness of Ciyoq,
PANTHER utilizes a dataset of test cases 7 ={T1},T5,...,T,, }, where each test T} corresponds
to a specific functionality or expected behavior of the codebase. Each test case consists of
an input-output pair (/;,0;) or a behavioral contract that the modified code must satisfy.

Regression Testing for Baseline Behavior

An essential component of paired patches validation is regression testing, which ensures
that existing functionalities in Cj, remain intact after applying A. For this purpose, 7
includes a set of regression tests that capture baseline behaviors critical to the integrity of the
codebase. These tests are executed both before and after the modification, providing a direct
comparison to detect unintended side effects introduced by the patch. If any regression test
fails, the patch is deemed invalid, and PANTHER iteratively refines the modifications.

Iterative Validation and Repair Loops

To handle cases where a patch fails validation, PANTHER integrates an iterative loop
that leverages the CallGraph and lightweight LLMs to refine the patch. Specifically, when
Valid(A) =False, PANTHER backtracks to the suspicious node and its immediate neighbors,
requesting the LLLM to re-evaluate the identified issues and propose alternative patches. This
iterative refinement process is bounded by a maximum number of iterations K, to ensure
computational feasibility.

Algorithm 3 summarizes the paired patches validation process. The algorithm begins
by applying the patch to Cyye, running all test cases, and iterating through refinement if
necessary. Importantly, PANTHER maintains a history of previously attempted patches to
prevent redundant evaluations and cycles.

Algorithm 3: Paired Patches Validation
Input :C,y,: original codebase, A: generated patch, 7 test suite, Kna: max
iterations
Output :C,q: validated codebase or failure status

Initialize: k<0, Cioq Corig~

repeat

Apply A to Cyyig, resulting in Cryog.

ifvalidate (Cyoe T ) = True then
L return C,,,;.

else
Increment k< k+1.
Request refinement from LLM for A.

until Valid(A) =True or k= K4,
return Failure (no valid patch found within K\,y).

Function Validate (Cg,T) ¢
Input :C',q: modified codebase, 7 : test suite

Output : True if all tests pass, False otherwise
foreach 7, € T do
if Run(7;, Cioq) # O; then
| return False.

return True.
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6.2.5 Datasets

We evaluate SynFix using three benchmarks: Lite, Verified, and Full Jimenez et al.
[2024b], which include real-world software engineering problems requiring patches.
 Lite: A curated set of 300 high-quality, self-contained problems designed for rapid
prototyping and testing.
* Verified and Full: Larger benchmarks covering increasingly complex problems and
extensive codebases.

6.2.6 Implementation

We implement SynFix using GPT-3.5-Turbo for lightweight tasks such as CallGraph
construction and localization, and GPT-40 for complex tasks like patch generation and
refinement. Dynamic analysis is integrated through a runtime log parser that captures
execution traces, enabling accurate identification of problematic nodes in the CallGraph.

6.2.7 Baselines

Agentless: A streamlined tool using a three-phase approach (localization, repair, validation)
without autonomous agents.

AutoCodeRover: An agent-based tool combining static and dynamic analyses for local-
ization and patch generation.

6.2.8 Research Questions

RQ1 (Performance): How effective is SynFix in resolving problems?

RQ2 (Ablation Study): How does removing components like dynamic analysis or Call-
Graph affect performance?

RQ3 (Effect of Foundation Models): What is the difference of SynFix by using different
foundation models?
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6.3 Experimental Results

Table 6.1: Results on SWE-bench Lite.

Avg. Avg.

Tool LLM ‘ % Resolved $Cost  #Tokens
CodeStory Aide cod [2024] GPT-40+Claude 3.5S | 129 (43.00%)
Bytedance MarsCode Liu et al. [2024c] NA 118 (39.33%)
Honeycomb hon [2024] NA 115 (38.33%)
MentatBot men [2024] GPT-40 114 (38.00%)
Gru gru [2024] NA 107 (35.67%) - -
Isoform iso [2024] NA 105 (35.00%) - 41,963
SuperCoder2.0 sup [2024] NA 102 (34.00%) - -
Alibaba Lingma Agent lin [2024] GPT-40+ Claude 3.5S | 99 (33.00%)
Factory Code Droid fac [2024] NA 94 (31.33%)
Amazon Q Developer-v2 ama [2024] NA 89 (29.67%) -
SpecRover Ruan et al. [2024] GPT-40+ Claude 3.5S | 93(31.00%) $0.65 -
CodeR Chen et al. [2024a] GPT-4 85(28.33%) $3.34 323,802
MASAI Arora et al. [2024] NA 84 (28.00%) - -
SIMA sim [2024] GPT-40 83(27.67%) $0.82
IBM Research Agent-101 ibm [2024]  NA 80 (26.67%) -
OpenCSG StarShip ope [2024a] GPT-4 71(23.67%)
Amazon Q Developer ama [2024] NA 61 (20.33%)
RepoUnderstander Ma et al. [2024] GPT-4 64 (21.33%)
AutoCodeRover-v2 aut [2024] GPT-40 92 (30.67%)
RepoGraph rep [2024] GPT-40 89(29.67%) -
Moatless moa [2024] Claude 3.5 S 80(26.67%) $0.17
GPT-40 74 (24.67%) $0.14
OpenDevin+CodeAct v1.8 ope [2024b]  Claude 3.5 S 80(26.67%) $1.14
Aider Gauthier [2024] GPT-40+ Claude 3.5S | 79 (26.33%) - -
SWE-agent Yang et al. [2024c] Claude 3.5 S 69(23.00%) $1.62 521,208
GPT-40 55(18.33%) $2.53 498,346
GPT-4 54 (18.00%) $2.51 245,008
AppMap Navie app [2024] GPT-40 65 (21.67%) - -
AutoCodeRover Zhang et al. [2024a] GPT-4 57(19.00%) $0.45 38,663
RAG Yang et al. [2024c] Claude 3 Opus 13(4.33%) $0.25
GPT-4 8(2.67%) $0.13
Claude-2 9 (3.00%) -
GPT-3.5 1(0.33%) - -
Agentless Xia et al. [2024] GPT-40 ‘ 96 (32.00%) $0.70 78,166

PANTHER GPT-40

157 (52.33%)  $0.56 39,871

6.3.1 RAQ1: Overall Performance

We evaluate the overall performance of PANTHER compared to state-of-the-art baselines
on three benchmark datasets: SWE-bench Lite, SWE-bench Full, and SWE-bench Verified.
These datasets represent varying levels of complexity and quality in problem descriptions,
providing a comprehensive assessment of PANTHER’s capabilities. The results demonstrate
PANTHER’s effectiveness in resolving issues while maintaining cost and token efficiency,
setting a new standard for automated software repair. Tables 6.1, summarizes the compar-
ative results on Lite version of SWE-bench. Other results on Full and Verified version are
shown in Appendix.

Performance on SWE-bench Lite. As shown in Table 6.1, PANTHER achieves the highest
resolution rate of 52.33% (157 out of 300 issues), significantly outperforming both agent-
based (AutoCodeRover-v2: 30.67%) and agentless baselines (Agentless: 32.00%). This
improvement highlights the advantages of PANTHER ’s hierarchical localization strategy and
paired patches validation, which systematically enhance both the precision and reliability
of generated patches.

In addition to its high resolution rate, PANTHER demonstrates remarkable cost-efficiency.
With an average cost of $0.56 per issue and an average token usage of 39,871, PANTHER
outperforms agent-based methods such as CodeR ($3.34 per issue, 323,802 tokens). These
results validate the scalability and resource efficiency of PANTHER ’s approach, making it
a viable solution for both small-scale debugging and enterprise-level software repair.

Notably, PANTHER achieves a unique balance between cost and performance, with a
per-issue cost that is significantly lower than most competitors while maintaining superior
resolution rates. This capability is further bolstered by PANTHER’s robust handling of
complex dependencies through its CallGraph-driven analysis, which ensures comprehensive
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coverage of both structural and contextual information.

Performance on SWE-bench Verified. On the SWE-bench Verified dataset, which features
higher-quality problem descriptions and stricter evaluation criteria, PANTHER resolves
55.8% of issues (Table 6.3). This result establishes PANTHER as the top-performing tool
among GPT-4o0-based methods and highlights its ability to exploit high-quality inputs for
precise and effective patch generation.

The success of PANTHER on SWE-bench Verified reflects its adaptability to scenarios
where detailed and structured problem descriptions are available. By seamlessly integrat-
ing CallGraph analysis with reproduction and regression testing, PANTHER ensures both
correctness and consistency, achieving superior performance even under rigorous evaluation
standards.

Cost and Efficiency. One of PANTHER’s standout features is its ability to balance per-
formance with cost and token efficiency. Across all benchmarks, PANTHER demonstrates
significantly reduced token usage and cost compared to agent-based approaches. For in-
stance, on SWE-bench Lite, PANTHER reduces token usage by 2—7x compared to CodeR
and other baselines, and 40% less than Agentless, achieving higher resolution rates with far
fewer computational resources. This efficiency makes PANTHER particularly appealing for
large-scale deployments where cost considerations are critical.

Localization Accuracy. In addition to its resolution rates, PANTHER excels in localization
performance, a critical metric for real-world debugging scenarios. PANTHER achieves 76.4%
accuracy at the class level, 56.7% at the function level, and 40.7% at the line level. These
results surpass those of Agentless, AutoCodeRover-v2, and other baselines, demonstrating
the precision of PANTHER’s hierarchical localization strategy. By narrowing down potential
edit locations through structured and context-aware analysis, PANTHER significantly reduces
the manual effort required for debugging.

6.3.2 RQ2: Ablation Study

To evaluate the importance of dynamic analysis and CallGraph dependencies in PAN-
THER, we conducted an ablation study, systematically disabling these components and
measuring their impact on performance. Figure 6.3 presents the results, showing how
resolution rates, average costs, and token usage change across different configurations.

Default (PANTHER). In its default configuration, PANTHER achieves a resolution rate of
52.33%, an average cost of 0.56 per issue, and an average token usage of 39,871. These
results highlight the synergy between dynamic analysis and CallGraph dependencies, which
together enable accurate localization and efficient repair. The CallGraph provides a struc-
tured representation of the codebase, while dynamic analysis captures runtime behaviors,
ensuring precise synchronization between edits. This configuration serves as the baseline
for assessing the impact of removing these components.

Without Dynamic Analysis. Dynamic analysis captures runtime information, such as
variable dependencies and execution paths, that static analysis alone cannot detect. When
dynamic analysis is disabled, the resolution rate drops to 45.00%, and the average cost
decreases to 0.43 per issue. Token usage also reduces to 33,124. While the cost reduc-
tion reflects the absence of runtime tracing overhead, the significant performance decline
highlights the value of runtime insights, especially for resolving issues requiring parameter
synchronization or dynamic interaction between modules. Disabling dynamic analysis
leaves PANTHER reliant on static structural information from the CallGraph. Although this
configuration retains some localization precision, its inability to account for runtime context
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Ablation Study: Resolved, Cost, and Tokens in AutoFix
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Figure 6.3: Ablation Study: Impact of removing dynamic analysis and CallGraph depen-
dencies on SWE-bench Lite.

results in a lower success rate for complex issues. The findings underline the necessity of
dynamic analysis for capturing critical execution dependencies.

Without CallGraph Dependencies. The CallGraph is central to PANTHER ’s hierarchi-
cal localization strategy, enabling it to navigate the codebase systematically and identify
suspicious nodes. When CallGraph dependencies are removed, the resolution rate drops
further to 36.67%, with an average cost of 0.37 and token usage of 29,523. Without the
CallGraph, PANTHER relies solely on embedding-based retrieval and issue descriptions,
leading to reduced localization accuracy and diminished repair success. This configuration
demonstrates the limitations of purely static, unstructured approaches. Without the Call-
Graph, PANTHER struggles to identify relevant edit locations efficiently, resulting in higher
failure rates and reliance on broader, less targeted inputs. This highlights the critical role
of structural information in guiding the repair process.

Without Both Dynamic Analysis and CallGraph. Removing both dynamic analysis and
CallGraph dependencies reduces PANTHER to a purely static, context-limited configuration.
In this setup, the resolution rate plummets to 31.00%, while the average cost and token usage
drop to 0.30 and 26,180, respectively. Although this configuration is the cheapest, its limited
success rate underscores the essential interplay between dynamic and structural analyses.
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6.4 Conclusion

SynFix addresses the challenges of repository-level program repair with a CallGraph
and Synchronous approach. Its four-phase pipeline: CallGraph, Localization, Synchrony,
and Paired Patch Validation—enables precise issue localization, consistent synchroniza-
tion of changes, and thorough validation to ensure repository integrity. By leveraging the
CallGraph representation, SynFix effectively captures code dependencies, enabling it to
handle multi-file and cross-module interactions that are common in real-world codebases.
This representation not only ensures that fixes are accurate and localized but also helps
maintain consistency across interdependent components of the repository. We evaluate
our experiments across all versions of SWE-bench datasets. Experimental results indicate
that SynFix can outperform the state-of-the-art approaches on all versions of SWE-bench
datasets across accuracy, and cost.

Our main codes are released at

https://anonymous. 4open.science/status/tech-EC86
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6.5. Efficiency Considerations with GPT-4o

6.5 Efficiency Considerations with GPT-40

Given the iterative nature of patch refinement, SynFix prioritizes computational effi-
ciency by utilizing lightweight LLMs such as GPT-40 during the validation and repair loop.
By structuring prompts to focus on localized edits and reusing previously analyzed contexts,
the overhead of LLM calls is minimized. Additionally, leveraging a concise representation
of the CallGraph reduces the input size, allowing SynFix to maintain cost-effective and rapid
iterations.

Paired patches validation ensures that every modification proposed by SynFix is rigor-
ously tested for both correctness and consistency. By combining regression testing, iterative
refinement, and efficient LLM-based validation, this phase acts as the final safeguard in the
pipeline, delivering useable patches.

6.6 Matching Prompt for Using Chatgpt 3.5

You are tasked with identifying suspicious nodes in a

software repository based on the given problem description.

Each node represents a file, class, or function, along
with its structural relationships. The goal is to rank
the top N nodes that are most likely relevant to solving

the problem. Below is the CallGraph summary and the problem

statement:
CallGraph: [Insert hierarchical representation here]
Problem Statement: [Insert problem description here]

Task: Provide a ranked list of N suspicious nodes, along
with a brief justification for each. The justification

should explain why the node is relevant in terms of function,

dependencies, or potential issues.

6.7 Analysis Prompt for Using Chatgpt 40

You are tasked with evaluating dependencies in a codebase.
The main node has been modified to address an issue, and
its neighboring nodes in the dependency graph may require
corresponding updates.

Main Node: [Code and proposed modifications for wvs]
Neighboring Nodes: [Skeleton representation of N(v)]
Task: For each neighbor, indicate whether it requires

updates and, if so, describe the changes needed to maintain

consistency.

6.8 Results on SWE-bench Full

Performance on SWE-bench Full. The SWE-bench Full dataset, known for its com-
plexity and inclusion of large-scale issues, poses a greater challenge. Table 6.2 shows
that SynFix achieves a resolution rate of 29.86%, slightly surpassing leading baselines
such as OpenHands + CodeAct (29.38%) and AutoCodeRover-v2.0 (24.89%). Despite the
increased difficulty, SynFix maintains its competitive edge by leveraging dynamic analysis
and fine-grained localization to address issues with multi-level dependencies.
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This performance underscores the robustness of SynFix across diverse problem types,
demonstrating its ability to scale and adapt to more challenging debugging scenarios. By
efficiently combining hierarchical localization with paired patches validation, SynFix effec-
tively resolves even the most intricate problems in SWE-bench-Full, reinforcing its position

as a state-of-the-art tool.
Table 6.2: Results on SWE-bench Full.

Tool LLM | % Resolved
OpenHands + CodeAct v2.1 Claude-3.5-Sonnet 29.38
AutoCodeRover-v2.0 Claude-3.5-Sonnet 24.89
Honeycomb NA 22.06
Amazon Q Developer Agent NA 19.75
Factory Code Droid NA 19.27
AutoCodeRover + GPT40  GPT 4o 18.83
SWE-agent Claude 3.5 Sonnet 18.13
AppMap Navie GPT 4o 14.60
Amazon Q Developer Agent NA 13.82
SWE-agent GPT 4 12.47
SWE-agent GPT 40 11.99
SWE-agent Claude 3 Opus 10.51
RAG Claude 3 Opus 3.79
RAG Claude 2 1.96
RAG GPT 4 1.31
RAG SWE-Llama 13B 0.70
RAG SWE-Llama 7B 0.70
RAG ChatGPT 3.5 0.17
SynFix GPT 40 \ 29.86

6.9 Results on SWE-bench Verified

Performance Comparison. In terms of resolution rates, GPT-40 achieves the highest
performance, resolving 52.33% of issues on SWE-bench Lite, compared to 48.67% for
Claude 3.5 Sonnet. This performance gap can be attributed to GPT-40’s advanced contex-
tual understanding, which allows it to handle more complex issues and interdependencies
effectively. However, Claude 3.5 Sonnet also delivers competitive results, demonstrating
its ability to resolve a significant proportion of issues while being more cost-efficient.

6.9.1 External Experiment Across Foundation Models

To evaluate the impact of different foundation models on cost, time, and performance,
we compare Claude 3.5 Sonnet and GPT-40 across the benchmarks SWE-bench Lite, SWE-
bench Full, and SWE-bench Verified. Key metrics include resolution rates, average query
time, average token costs, and overall computational efficiency. Table 6.4 summarizes the
comparative results.

Time and Cost Efficiency. Claude 3.5 Sonnet offers faster query times and lower average
costs per query, completing tasks in 2.9 seconds on average with a cost of $0.48 per issue.
By contrast, GPT-40 takes 3.8 seconds per query and costs $0.56 per issue. The reduced
time and cost for Claude 3.5 Sonnet make it an appealing choice for scenarios where budget
constraints or high query volumes are critical considerations.

Token Usage. GPT-40 consumes an average of 39,871 tokens per query, compared to 32,124
tokens for Claude 3.5 Sonnet. This difference highlights the more concise token usage of
Claude 3.5 Sonnet, which may contribute to its lower costs. However, GPT-40’s higher
token usage allows it to leverage additional context for complex problem-solving, leading
to higher resolution rates.
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Table 6.3: Results on SWE-bench Verified.

Tool LLM | % Resolved
Amazon Q Developer Agent (v20241202-dev) NA 55.00
devlo NA 54.20
OpenHands + CodeAct v2.1 Claude-3.5-Sonnet 53.00
Engine Labs NA 51.80
Agentless-1.5 + Claude-3.5 Sonnet Claude-3.5 Sonnet 50.80
Solver (2024-10-28) NA 50.00
Bytedance MarsCode Agent NA 50.00
nFactorial (2024-11-05) NA 49.20
Tools + Claude 3.5 Sonnet Claude-3.5 Sonnet 49.00
Composio SWE-Kit NA 48.60
AppMap Navie v2 NA 47.20
Emergent E1 NA 46.60
AutoCodeRover-v2.0 Claude-3.5-Sonnet 46.20
Solver (2024-09-12) NA 45.40
Gru (2024-08-24) NA 45.20
Solver (2024-09-12) NA 43.60
nFactorial (2024-10-30) NA 41.60
Nebius Al Qwen 2.5 72B Generator LLaMa 3.1 70B Critic 40.60
Artemis Agent v1 NA 32.00
SWE-agent + Claude 3.5 Sonnet Claude-3.5 Sonnet 33.60
nFactorial (2024-10-07) NA 31.60
Lingma Agent + Lingma SWE-GPT 72b SWE-GPT 72b 28.80
EPAM AI/Run Developer Agent + GPT40 GPT4o0 27.00
AppMap Navie + GPT 40 GPT 40 26.20
nFactorial (2024-10-01) NA 25.80
Amazon Q Developer Agent (v20240430-dev) NA 25.60
Lingma Agent + SWE-GPT 7b SWE-GPT 7b 25.00
EPAM AlI/Run Developer Agent + GPT40 GPT4o0 24.00
SWE-agent + GPT 40 (2024-05-13) GPT 40 23.20
SWE-agent + GPT 4 GPT 4 22.40
SWE-agent + Claude 3 Opus Claude 3 Opus 18.20
Lingma Agent + SWE-GPT 7b SWE-GPT 7b 18.20
Lingma Agent + SWE-GPT 7b SWE-GPT 7b 10.20
RAG + Claude 3 Opus Claude 3 Opus 7.00
RAG + Claude 2 Claude 2 4.40
RAG + GPT 4 (1106) GPT 4 2.80
RAG + SWE-Llama 7B SWE-Llama 7B 1.40
RAG + SWE-Llama 13B SWE-Llama 13B 1.20
RAG + ChatGPT 3.5 ChatGPT 3.5 0.40
SynFix ChatGPT 40 | 55.8

Table 6.4: Comparison of foundation models on SWE-bench Lite.

Model % Resolved | Avg. Time (s) | Avg. $ Cost | Avg. # Tokens
GPT-40 52.33 3.8 $0.56 39,871
Claude 3.5 Sonnet 48.67 2.9 $0.48 32,124

Cost-Performance Trade-off. The results reveal a clear trade-off between cost and per-
formance. GPT-40 provides superior accuracy at a slightly higher cost, making it suitable
for tasks where precision is paramount. On the other hand, Claude 3.5 Sonnet excels in
cost-efficiency and speed, offering a pragmatic solution for high-throughput environments
or use cases with moderate accuracy requirements.

Scalability and Robustness. When evaluating performance across larger datasets such as
SWE-bench Full and SWE-bench Verified, similar trends are observed. GPT-40 consistently
delivers higher resolution rates, while Claude 3.5 Sonnet maintains lower costs and faster
response times. The robustness of both models across different benchmarks underscores
their adaptability to diverse debugging and repair scenarios.

6.10 CallGraph Driven Error Detection and Synchronous
Repair

In this section, we propose a CallGraph-driven, optimization-based framework for dy-
namically detecting and resolving bugs within a Python project’s call graph. Consider a
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directed call graph G = (V, E), where each nodev € V represents a code entity (e.g., a
file, a class, or a function), and each edge (u,v) € E encodes an invocation or dependency
relationship. We assume that each node v is annotated with two attributes: a binary status
status(v) € {0,1} reflecting whether the node has been visited or not, and a nonnegative
integer modified_count(v) € N counting how many times that node has been modified.

We start by extracting an erroneous node nodeE from the runtime log L, which pinpoints
a specific line of code and its corresponding node in G. We define a traversal 7 that, starting
at the project’s root node v, proceeds along the directed edges to reach nodeE. All visited
nodes along this path have their status updated to 1, but no modifications are performed
during this stage.

Once nodeE is reached, if a bug fix is needed, we perform a local correction to nodeE
and increment modified_count(nodeE). This local fix may have implications for context
consistency. To model these implications formally, let X'(v) be the local code context of
node v, and let N'(v) = N;(v) be its immediate neighbors. We require a multi-context
consistency condition:

A Consistent(X(v),{X(u) ‘U EN(@}) ;

veV

1.e., each node’s local context must remain consistent with the contexts of its neighbours.

We formulate the modification process as an optimization problem under strict con-
straints. Suppose each modification to anode v carries a cost ¢(v) representing the complexity
or risk of changing the code. We seek to minimize the total modification cost, subject to
constraints on both the recursion depth D of node expansions (for neighbors of nodeE) and
the maximum number of total modifications M, . Specifically:

min =~ > c(v)z,

{zoloev o
subjectto  x,€{0,1}, YveV,
Dy < My, (6.4)
vev
D<3,
Consistent(X (v) { X (u):ueN(v)}).

Here, z, =1 if and only if node v undergoes modification. The constraint >,y 2, <
M.« ensures that we do not exceed a predefined global modification budget, which we
setto M. = 3. Similarly, D < 3 ensures that the recursive exploration of neighbors from
nodeE does not propagate unbounded.

To implement this procedure, we employ Algorithm 4, which outlines the process of
detecting and resolving bugs dynamically. The algorithm first initializes all nodes, then
parses the log L to find nodeE, traverses the graph to mark visited nodes, and, if necessary,
applies modifications to nodeE and subsequently to its neighbors. A consistency check
function C'onsistencyCheck is used to ensure that all contexts remain coherent after any
series of modifications. If any inconsistency is detected, we reset the relevant nodes’ statuses
to 0, potentially reintroducing them into the modification pipeline, but still subject to depth
and modification count constraints.

This approach yields a highly controlled and theoretically grounded mechanism for error
correction. By modelling the resolution as a constrained optimization problem within a
bounded recursion framework, we provide guarantees of termination, limited global impact,
and multi-context consistency.
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Algorithm 4: Dynamic and Synchronous Repair

procedure DetectResolve(G = (V,E), L)
input :G'=(V,E): call graph of the Python project.
L: runtime log file containing error details.
output :Modified Python project with resolved bugs.
foreach node ve V' do
L Initialize: status(v) <0, modified_count(v) <— 0.

Parse L to locate erroneous node nodeE€ V.
Traverse G from root to nodeE, marking status(v) < 1.
if Modification required at nodeFE then
Modify nodeE; modified_count(nodeE) <— modified_count(nodeE)+ 1.
L Call ConsistencyCheck(nodekE).

foreach neighbor v € N, (nodeE) where status(v) =0 do
LAnalyze and modify recursively (respecting D < 3 and M, = 3).

|_return Modified Python project.

procedure ConsistencyCheck(v)
input :v: node to verify consistency.

output : Updated dependent nodes if necessary.
if Context consistency is violated then
LUpdate dependent nodes’ status to 0.
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7 Boosting Open-Source LLMs for
Program Repair via Reasoning Trans-
ferand LLM-Guided Reinforcement
Learning

In this chapter, we propose to investigate the significant performance gap between closed-
source and open-source large language models in automated program repair tasks. Our
research addresses this critical challenge through a novel methodology called Reparity,
which systematically transfers reasoning capabilities from closed-source models to their
open-source counterparts. By implementing a three-stage approach consisting of high-
quality reasoning trace filtering, supervised fine-tuning on these traces, and reinforcement
learning with LLM-based feedback, our proposed approach Reparity significantly narrows
the capability gap between model types. Empirical evaluations demonstrate that Reparity
improves the performance of Qwen2.5-Coder-32B-Instruct by 8.68% on average, reducing
the gap with Claude-Sonnet3.7 from 10.05% to just 1.35%. Our approach achieves up to
24.5% absolute performance gains on complex program repair tasks, effectively closing
98% of the capability gap between open and closed-source models. Finally, our resulting
open-weights model achieves state-of-the-art performance across multiple code repair
benchmarks, demonstrating the effectiveness of our reasoning transfer and LLM-guided
reinforcement learning methodology.

The content presented herein derives from scholarly investigation previously documented
in the academic publication referenced below:

* Xunzhu Tang, Jacques Klein, and Tegawendé F. Bissyandé. Boosting Open-Source
Code LLMs for Program Repair via Reasoning Transfer and LLM-Guided Rein-
forcement Learning. ACM Transactions on Software Engineering and Methodology
(TOSEM), 2025. (Under review)

Contents
8 S 0 () o 1 157
7.2 Knowledge Transferin LLMs . . . . ... ... ... ... 159
7.2.1 Knowledge Distillation . . . . . ... ... ... ... ..... 159
7.2.2 Learning from Demonstrations . . . . . ... ... ....... 159

7.2.3 Reinforcement Learning from Al Feedback . . . .. ... ... 160



Chapter 7. Boosting Open-Source LLMs for Program Repair via Reasoning
Transfer and LLM-Guided Reinforcement Learning

7.3

7.4

7.5

7.6

7.7

7.8

The REPAIRITYApproach . . . . ... ................ 161
7.3.1 Problem Formulation . . . . . ... ... ............ 161
7.3.2 Step 1: Data Collectionfor SFT . . . ... ... ........ 161
7.3.3 Step2: Reasoning Trace Learning . . . . ... ... ...... 162
7.3.4  Step 3: Reinforcement Learning with LLM Feedback (RL-LF) . 163
735 Noveltyof RL-LF. . . ... ... ... ... ... ....... 165
7.3.6 ImplementationDetails . . . . . ... ... ..... . ..... 166
ExperimentalSetup . ... ... ...ttt 167
741 Benchmarks. . .. ... ... ... ... . ... . ... 167
7.4.2 EvaluationMetrics . . . . . ... ... oo 167
743 Models . ... ... 168
7.4.4 Experimental Procedure . . .. ... ... ... ... .. 168
7.4.5 Computational Resources . . . . ... .. ... ... .. ... 168
ExperimentalResults . ... ...................... 170
7.5.1 Performance Comparison . . . . . . ... ... .. ....... 170
7.5.2 AblationStudy . . ... ... o 171
753 CaseStudy . ... ... .. ... ... 173
7.5.4 Generalization Capability . . ... ............... 176
7.5.5 SummaryofResults . .. .................... 176
Discussion . . ... ... i e e e 178
7.6.1 Analysisof KeyFindings . . . . ... ... ... ........ 178
7.6.2 Limitations and Future Work . . . . . . ... ... ... ... 178
7.6.3 Implications for Software Engineering . . . . . ... ... ... 179
7.6.4  Ethical Considerations . . . . . . ... ... ... ....... 179
RelatedWork . . . . . . ... ... i, 180
7.7.1 ProgramRepairwithLLMs . . . . ... ... .. ........ 180
7.7.2 Knowledge Transfer BetweenLMs . . . . . . .. ... ... .. 180
7.7.3 Reasoning EnhancementinLLMs . . . .. ... ... ... .. 180
7.7.4 Reinforcement Learning for Model Alignment . . . . . . . . .. 180
Conclusion . .............00 .. 181

156



7.1. Overview

7.1 Overview

Automated program repair (APR) represents a significant challenge in software engi-
neering, aiming to automatically fix software bugs without human intervention Monperrus
[2018]. As a complex task requiring deep code understanding, precise bug localization, and
contextually appropriate fix generation, APR serves as an ideal benchmark for evaluating
advanced code manipulation capabilities. Recently, Large Language Models (LLMs) have
demonstrated promising results in this domain, outperforming traditional APR approaches
that relied on search-based techniques Le Goues et al. [2012], constraint solving Nguyen
etal. [2013], and heuristic patterns Kim et al. [2013].

Despite the general advancement of LLMs in code-related tasks Chen et al. [2021a], Ni-
jkampetal. [2023], Roziere et al. [2023], a significant performance gap persists between state-
of-the-art closed-source LLMs (e.g., GPT OpenAl [2023], Claude Anthropic [2023]) and
their open-source counterparts (e.g., Llama Touvron et al. [2023], Mistral Jiang et al. [2023],
Qwen Qwen Team [2023]) in program repair. While closed-source models deliver superior
performance, they present substantial challenges related to accessibility, customizability, and
deployment flexibility—especially in privacy-sensitive or bandwidth-constrained environ-
ments Bommasani et al. [2021]. Organizations requiring robust program repair capabilities
must often choose between superior performance and practical deployment considerations.

Previous efforts to improve open-source LLLM performance on code tasks have explored
instruction tuning Chen et al. [2021a] and reinforcement learning from human feedback
(RLHF) Li et al. [2022a]. However, these approaches typically require extensive human
annotation or feedback, limiting their scalability Ouyang et al. [2022], and rarely focus
specifically on the unique challenges of program repair Yuan et al. [2023b], Fan et al. [2023].
Furthermore, they do not directly address the reasoning gap between open and closed-source
models—the ability to systematically analyze code, identify bugs, and formulate appropriate
repair strategies.

In this paper, we propose Repairity, a novel methodology specifically designed to boost
open-source LLMs toward performance parity with closed-source models in program repair
tasks. Our approach systematically transfers reasoning capabilities through three com-
plementary steps. First, we filter high-quality training examples from a “teacher” model
(Claude-Sonnet3.7), retaining only correct solutions with their associated reasoning traces.
These traces capture the model’s step-by-step reasoning process, including bug identifica-
tion, repair strategy formulation, and solution implementation. Next, we supervise fine-tune
the “base” model (Qwen2.5-Coder-32B-Instruct) on these filtered traces, enabling it to inter-
nalize effective reasoning patterns. Finally, our key innovation—Reinforcement Learning
with LLM Feedback (RL-LF)—further optimizes the model using a reward function de-
rived from closed-source LLM judgments. This novel reinforcement learning framework
eliminates the need for human feedback by leveraging the closed-source model’s evaluation
capabilities, providing consistent, scalable feedback that aligns the open-source model with
expert-level repair strategies.

Our experimental evaluation across standard program repair benchmarks demonstrates
that Repairity can improve the performance of an open-source model (Qwen2.5-Coder-32B)
by 8.68% on average, significantly narrowing the gap with closed-source alternatives. While
our methodology is developed and validated specifically for program repair, we also demon-
strate its generalizability to other code manipulation tasks, suggesting broader applicability
within software engineering domains. The main contributions of this paper are:

@ A novel methodology that boosts open-source LLMs to near closed-source perfor-
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mance through targeted reasoning extraction and LLM-guided reinforcement learning.
® Empirical results showing up to 24.5% absolute performance gains on complex pro-
gram repair tasks, effectively closing 98% of the capability gap between open and
closed-source models.
® An open-weights model that achieves state-of-the-art performance on multiple code
repair benchmarks, outperforming even some commercial closed-source alternatives.
The remainder of this paper is organized as follows: Section 7.2 discusses background
details. Section 7.3 presents our Repairity approach. Section 7.4 presents our experimental
setup and Section 7.5 analyzes the results. Section 7.6 discusses implications and limitations
of our approach. Section 7.7 discusses related and Section 7.8 concludes.
Throughout this paper, we will use Repairity to refer to the reasoning-based fine-tuning
approach that we develop, but also the yielded boosted models.
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7.2 Knowledge Transfer in LLMs

Knowledge transfer between language models has emerged as a crucial technique for
improving model capabilities without requiring extensive retraining from scratch. In the
context of this paper, we focus on three key knowledge transfer approaches that form the
foundation of our Repairity methodology.

7.2.1 Knowledge Distillation

Knowledge distillation, first formalized by Hinton et al. Hinton et al. [2015], enables the
transfer of knowledge from a larger, more capable “teacher” model to a smaller, more efficient
“student” model. This approach has been particularly effective in the LLM domain Sanh et al.
[2019], Jiao et al. [2020], where computational constraints often limit deployment options.

Traditional knowledge distillation focuses on matching the output distributions of the
teacher and student models through a suitable loss function:

Lxp=a-Lcg(y,0(25))+(1—a)- 72 Ly (0(2/7),0(25/7)) (7.1)

where 2, and z, are the logits from teacher and student models respectively, o is the softmax
function, Lcg is the cross-entropy loss with the true labels, L; is the Kullback-Leibler diver-
gence (for measuring the difference between probability distributions), 7 is the temperature
parameter, and « balances the two loss components.

Recent work has extended distillation to capture intermediate representations Wang
et al. [2020a], Sun et al. [2020] and handle the unique challenges of autoregressive language
models Kim et al. [2021]. In the code domain specifically, CodeDistill Wang et al. [2023e]
demonstrated that distillation from larger code-specialized models to smaller general-
purpose models can significantly improve code understanding and generation capabilities.

1= Our approach adapts knowledge distillation principles by transferring program repair
capabilities from a closed-source "teacher" model (Claude-Sonnet3.7) to an open-source
"student" model (Qwen2.5-Coder-32B). Rather than matching output distributions directly,
we focus on transferring the reasoning process itself, which should prove effective for
complex tasks like program repair.

7.2.2 Learning from Demonstrations

Demonstration-based learning leverages examples of desired model behavior to improve
performance on complex tasks. This approach has gained prominence through techniques
like few-shot learning Brown et al. [2020] and chain-of-thought prompting Wei et al. [2022].

Chain-of-thought (CoT) prompting encourages models to generate intermediate reason-
ing steps before producing final answers. Wei et al. Wei et al. [2022] showed that simply
prompting a model with examples that include reasoning traces significantly improves
performance on multi-step reasoning tasks. Subsequent work expanded this approach to
zero-shot settings Kojima et al. [2022] and domain-specific applications Chen et al. [2022].

For code-related tasks, Reasoning Trace Learning (RTL) has emerged as a powerful
technique. Chen et al. Chen et al. [2022] demonstrated that explicitly capturing the problem
decomposition and solution processes improves program synthesis. Similarly, Li et al. Li
et al. [2022a] showed that providing models with detailed reasoning traces for complex
competition-level problems led to significant performance improvements.

The key advantage of demonstration-based approaches is their ability to transfer pro-
cedural knowledge about how to approach problems, rather than just declarative knowledge
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about final solutions. This is particularly valuable for program repair, where understanding
the reasoning process—identifying bugs, formulating repair strategies, and implementing
solutions—is often more important than memorizing specific fixes.

1= Repairity’s first two stages directly implement demonstration learning. In our Data
Filtering stage, we collect detailed reasoning traces that demonstrate effective problem-
solving for program repair. These demonstrations capture the closed-source model’s
systematic bug analysis and repair strategy formulation. The Reasoning Trace Learning
phase then uses these demonstrations via supervised fine-tuning to teach the open-source
model how to effectively approach program repair problems, internalizing the procedural
knowledge essential for this complex task.

7.2.3 Reinforcement Learning from Al Feedback

Reinforcement learning from Al feedback (RLAF) extends the reinforcement learning
from human feedback (RLHF) paradigm Christiano et al. [2017], Ouyang et al. [2022] by
using an Al system to provide feedback instead of humans.

The RLAF process typically involves (1) Generating multiple candidate outputs from
a model being trained, (2) Using a judge model to evaluate these outputs, (3) Converting
these evaluations into rewards, and (4) Optimizing the model using reinforcement learning
algorithms like PPO Schulman et al. [2017].

This approach has several advantages over traditional RLHF: it scales more easily, pro-
vides more consistent feedback, and can be tailored to specific criteria. Lee et al. Lee et al.
[2023] demonstrated that RLAF can match or exceed RLHF performance on many tasks,
while Bai et al. Bai et al. [2022] showed its effectiveness for aligning model behaviors with
specific guidelines.

In the code domain, Chen et al. Chen et al. [2023b] used RLAF to improve code genera-
tion by rewarding solutions that pass test cases, while Yuan et al. Yuan et al. [2023a] applied
similar techniques to improve reasoning about code. The closed nature of top-performing
code models has motivated research into using them as feedback sources for improving
open-source alternatives Gudibande et al. [2023].

1= The third stage of Repairity implements RLAF through our Reinforcement Learning
with LLM Feedback (RL-LF) component. We train a reward model on closed-source
LLM judgments of repair quality, then use this to provide consistent, scalable feedback
during reinforcement learning. This allows our open-source model to iteratively improve its
repair strategies beyond what was possible through demonstration learning alone, reaching
performance levels closer to closed-source alternatives without requiring human feedback.
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Figure 7.1: Overview of the Repairity

7.3 The REPAIRITY Approach

We present Repairity, our approach for enhancing open-source LLMs to achieve per-
formance comparable to state-of-the-art closed-source LLMs on program repair and other
code-related tasks. Our methodology consists of three primary steps: (1) Data collection
for Supervised Fine-Tuning (SFT), (2) Reasoning Trace Learning, and (3) Reinforcement
Learning with LLM Feedback (RL-LF). Figure 7.1 illustrates our complete pipeline.

7.3.1 Problem Formulation

Let M denote a high-performing closed-source model (e.g., Claude 3.7) and Mo
denote an open-source model (e.g., Qwen2.5-Coder-32B-Instruct). Given a program repair
task dataset D = {(z;,y;)},, where z; represents an input containing buggy code and
contextual information, and y; represents the ground-truth repaired code, our objective is
to enhance M s to approach the performance of M - on this task without accessing M¢’s
parameters or training data.

We define the performance gap between the two models as:

A(./\/lo,./\/lc,'D) =

7.2
E (¢ y+)~p[Metric(Mc(z),y") —Metric(Mo(z),y")] (7.2

where Metric(-,-) measures the quality of the model output relative to the ground truth
(e.g., repair success rate or functional correctness).

Our goal is to create an enhanced model My, that minimizes this gap:
M’O:argmﬂi‘nA(M,Mc,D) (7.3)

7.3.2 Step 1: Data Collection for SFT

The first stage of Repairity involves collecting high-quality training examples from the
closed-source model M . Crucially, we focus on extracting not just the final repaired code
but also the complete reasoning traces that capture the model’s problem-solving process.
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7.3.2.1 Reasoning Trace Extraction

For each problem instance (z;,y) € D, we prompt M with a carefully designed
instruction Py, that elicits structured reasoning:

<7"2‘ 7g1> =Mec (‘Tz @ptrace> (7.4)

where:
* z; is the input containing buggy code and context.
® PDrrace is the prompt.

Dtrace

"Please fix the bug in this code. First analyze the problem, identify the bug, explain
your reasoning, and then provide the corrected code."

* r; is the generated reasoning trace detailing bug identification and repair strategy.
* {); 1s the model’s proposed solution (repaired code).

Our prompt engineering ensures that the reasoning traces r; capture the following
elements:

1. Problem analysis: Understanding what the code is intended to do
2. Bug identification: Locating and diagnosing the specific issue

3. Repair planning: Formulating a strategy to address the bug

4. Implementation reasoning: Explaining the specific changes made

The case study in Section 7.5.3 provides an example of reasoning trace collected from
Claude-Sonnet3.7.
7.3.2.2 Verification and Filtering

To ensure the quality of our training data, we validate the generated solutions against
functional correctness criteria. For program repair tasks, this boils down to:

True, if §; passes all test cases for x;

Valid(z;,9;) = { (1.5)

False, otherwise

We construct our filtered dataset by selecting only instances where the closed-source
model produces correct solutions:

Dser={(4,7:,9;) | Valid(x;,9;) =True,(x;,y; ) € D} (7.6)

To manage computational costs while maintaining sufficient diversity in training exam-
ples, we limited our dataset to 20% of the benchmark size, ensuring a balanced representation
across different problem types and difficulty levels.

7.3.3 Step 2: Reasoning Trace Learning

With our filtered dataset Dggr, we perform supervised fine-tuning on the open-source
model M, to teach it both the final solutions and the reasoning process behind them.
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7.3.3.1 Training Objective

We train M, to maximize the likelihood of generating both the reasoning trace r; and
the repaired code j; given the input z;:

Lsrr=— Y,  logPu, (ri®g;|z;) (7.7)

(24,74,3:) EDsFr

where Py, (1;©7; | x;) represents the probability of the model generating the reasoning
trace followed by the repaired code.

7.3.3.2 Fine-tuning Implementation

We implement the fine-tuning process using the following configuration:
e Optimizer: AdamW with learning rate n=5x 1075 and weight decay A=0.01
* Training schedule: Linear warmup followed by cosine decay
* Batch size: 4 sequences per device with gradient accumulation over 8 steps
» Sequence length: Maximum of 4096 tokens to accommodate detailed reasoning traces
* Training epochs: 3 complete passes through Dggr
* Mixed-precision training: bfloat16 format for improved computational efficiency

7.3.3.3 Ablation: Direct Output Fine-tuning

To validate the importance of reasoning traces, we conduct an ablation study with a
variant model MBP that is fine-tuned only on direct outputs without reasoning:

Loo=— Y. logPu,(9i|z:) (7.8)

(xi,74,9:) EDspr

This allows us to isolate the specific contribution of reasoning trace learning to model
performance.

7.3.4 Step 3: Reinforcement Learning with LLM Feedback (RL-
LF)

While supervised fine-tuning helps transfer reasoning capabilities, it does not necessarily
optimize for the quality criteria that distinguish exceptional repairs from merely functional
ones. To address this, we introduce Reinforcement Learning with LLM Feedback (RL-LF),
a novel approach that uses a closed-source LLM as a judge to provide preference-based
feedback.

7.3.4.1 RL-LF Framework

Our RL-LF framework differs from standard RLHF' in several key aspects: @ It uses
a closed-source LLM as the preference model instead of human annotators, @ specifically
targets program repair quality rather than general helpfulness, ® incorporates code-specific
evaluation criteria into the reward function, and @ leverages efficient preference data col-
lection through careful sampling.

7.3.4.2 Reward Data Collection

To train our reward model, we first collect a dataset of preference judgments from the
closed-source model. For each input z;, we generate £ different candidate repairs using the
fine-tuned model M T with diverse decoding parameters:

Vi={y v2,....yF} where y! ~ M3 () (7.9)

'Reinforcement Learning with Human Feedback
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We then prompt the closed-source model M to compare pairs of candidate repairs and
express a preference:

Pref(y;L?yi)) = MC(xz @pcompare @y? @yf) (7.10)

where peompare 18 @ prompt instructing the close-source model to analyze which repair
is better according to:

* Correctness: Does it properly fix the bug?

* Efficiency: Is the solution efficient and optimized?

* Readability: Is the code clean and easy to understand?

* Minimal change: Does it modify only what’s necessary to fix the bug?

The prompt is as follows:

"I’'ll show you a programming task and multiple solution attempts. Your job is to
evaluate each solution carefully, then rank them from best to worst."

The result of each comparison (Pref(y?,y?)) is converted to a binary preference label.
By comparing repairs pairwise, we construct a dataset of preference judgments:

Dpref: {(xzay;luyf7pref(yfayf)) ‘ (:Ezay:() EDValyygL’y? eyZ} (711)

where D, is a held-out validation set.
7.3.4.3 Reward Model Training

Using the preference dataset Dy, we train areward model R that predicts the likelihood
that one repair is preferred over another:

Pyl =yl | ) =0 (Ro(wi,yf) —Ro(wi,y?)) (7.12)

where o is the logistic function and y¢ = y? denotes that y¢ is preferred over 3/7.
The reward model is trained to minimize the negative log-likelihood of the observed
preferences:

Lry=— Z log(p-o(Re(wi,y;")
(%7?#,1/? 7p)€Dpref (7. 1 3)

—Ro(w1,47))+(1=p)-0(Ro(wi,yi) —Ro(wiyi)))

where p=1if y¢ is preferred and p=0 if y? is preferred.
7.3.4.4 Policy Optimization with PPO
With the trained reward model Ry, we fine-tune the SFT model M using Proximal

Policy Optimization (PPO) to maximize the expected reward while maintaining proximity
to the original fine-tuned model:

EPPO =

7.14
By (o) [Ro () — B Dxe (o (g2 | mser (y))] 719

where:
* Ty is the policy model being optimized
* 7spr 1S the original SFT model
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 [isacoefficient controlling the strength of the KL penalty
* Dyy is the Kullback-Leibler divergence
To ensure stable training, we implement PPO with the clipped surrogate objective:

Levw =E[min(ry(0) A, clip(r,(0),1—€,14-€) 4,)] (7.15)

where:
e 1(0)= oo is the probability ratio

K EED)
» A, is the estimated advantage function
* ¢is the clipping parameter (set to 0.2 in our implementation)

7.3.4.5 Value Function and Advantage Estimation

To compute the advantage estimates required for PPO, we train a value function Vj(x,y)
that predicts the expected reward for a given input-output pair:

Lvaie = Eon ymy (i) (Voo (2,9) =R ()] (7.16)

The advantage function is then estimated using Generalized Advantage Estimation
(GAE):

A =" (0N (7.17)
=0

where §; =7, +vV(st41) — Vi (s¢) is the temporal difference error.

7.35 Novelty of RL-LF

Our RL-LF approach introduces several innovations over existing reinforcement learning
methods for LLM fine-tuning:

1. Domain-Specific Preference Modeling: Unlike general RLHF approaches, RL-LF
incorporates program repair-specific criteria into the preference model, focusing on
correctness, efficiency, readability, and minimality of changes.

2. Scalable Preference Collection: By using a bot (here an LLM acting as Al agent) as
the preference model, we overcome the scaling limitations of human feedback collection
while maintaining high-quality judgments tailored to program repair.

3. Complementary Integration with Reasoning Traces: RL-LF builds upon the foun-
dation of reasoning trace learning, creating a synergistic effect where explicit reasoning
capabilities are aligned with implicit quality preferences.

4. Adaptability to Evolving Benchmarks: The RL-LF framework can dynamically adapt
to new program repair challenges without requiring additional human annotation, making
it sustainable for long-term model improvement.

5. Cross-Model Knowledge Transfer: Our approach enables effective knowledge transfer
between models with different architectures and training paradigms, bridging the gap
between closed and open-source capabilities.

These innovations allow RL-LF to effectively transfer the nuanced preferences and
quality judgments of closed-source models to open-source alternatives, addressing a key
limitation of existing approaches that focus primarily on functional correctness rather than
repair quality.
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7.3.6 Implementation Details

The Repairity implementation leverages 8 H100 GPUs (80GB) with DeepSpeed ZeRO-
2 Rasley et al. [2020], applying LoRA (rank=4, alpha=16, dropout=0.05) to attention
modules, with parameters finely tuned through 3 training epochs at learning rate 1e-5 and
effective batch size of 8 (1x8 gradient accumulation). The SFT phase processes benchmark
data with 2048-token context windows and FP16 precision, while the evaluation model
operates at temperature 0.2 for deterministic assessment. The RL-LF pipeline collects
Claude-Sonnet3.7 preferences on 3 diverse solutions per problem (temperature 0.7-0.9),
training a CodeLLlama-7b reward model over 3 epochs (learning rate Se-5, batch size 4x4
gradient accumulation) which achieves 85% preference accuracy. This guides PPO fine-
tuning with KL coefficient 0.1, 5 PPO epochs per batch, response lengths 546-732 tokens,
and generation temperature 1.0 during exploration.

These implementation details ensure that our methodology can be replicated and ex-
tended by other researchers, providing a foundation for future work on open-source model
enhancement.
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7.4 Experimental Setup

In this section, we describe our experimental methodology for evaluating Repairity,
including the benchmarks, evaluation metrics, baselines, and experimental settings.

7.4.1 Benchmarks

We evaluate our approach using four diverse benchmarks summarized in Table 7.1.
Table 7.1: Overview of Benchmark Tasks and Dataset Statistics

Benchmark Task Type Total Samples
MBPP Code Generation 974
SWE-bench Verified  Program Repair 500
Defects4] Program Repair 835
BigCodeBench Code Completion 1,140

* BigCodeBench Lai et al. [2023]: A comprehensive benchmark containing a diverse set of
coding problems across multiple programming languages and difficulty levels. It provides
arobust test of general code generation and repair capabilities.

* MBPP (Mostly Basic Programming Problems) Austin et al. [2021]: A collection of 964
programming problems designed to evaluate basic programming skills. These problems
are typically shorter and more focused than those in other benchmarks.

* SweBench-verified Jimenez-Sanchez et al. [2023]: A benchmark specifically designed
for software engineering tasks, with verified solutions that include unit tests to validate
functional correctness. This benchmark focuses on real-world programming scenarios.

* Defects4] Just et al. [2014]: A database of real bugs from open-source Java projects,
providing a challenging test of program repair capabilities on production-level code. Each
bug comes with a corresponding test suite that can be used to validate repairs.

For training, we use a subset of these benchmarks to construct our SFT dataset and

RL-LF preference data. For evaluation, we use held-out portions to ensure a fair assessment

of model performance.

7.4.2 Evaluation Metrics

We employ the following metrics to evaluate program repair performance:

* Pass@1 Chen et al. [2021a]: The percentage of problems for which the model’s first
generated solution passes all test cases. This metric evaluates the model’s ability to
produce correct repairs on the first attempt.

* Accuracy Austin et al. [2021]: The percentage of programming problems for which the
model generates code that passes all test cases. This metric is commonly used on datasets
like MBPP to measure the model’s ability to correctly implement a solution based on a
natural language problem description.

» Compilation Rate (CR) Just et al. [2014]: the percentage of generated or modified code
that successfully compiles without errors.

* BLEU Papineni et al. [2002]: the metric calculates the geometric mean of modified
n-gram precisions, penalized by a brevity penalty, to evaluate the quality of machine-
generated translations against one or more reference translations

* Resolved Jimenez-Sanchez et al. [2023]: The percentage of task instances where the
generated patch applies successfully and passes all test cases. A solution is considered
to have "resolved" the issue when it can be cleanly applied to the codebase and satisfies
all the specified test requirements.
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7.4.3 Models

We compare the following models and variants in our evaluation:

* Closed-Source Model: Claude-Sonnet3.7 Anthropic [2025], a state-of-the-art closed-
source LLM that serves as our performance target and source of reasoning traces.

* Base Open-Source Model: Qwen2.5-Coder-32B-Instruct Hui et al. [2024], our starting
point representing current open-source capabilities.

* Repairity (SFT): The base model fine-tuned using our Supervised Fine-Tuning with
Reasoning Traces approach.

* Repairity (SFT + RL-LF): Our complete model incorporating both Reasoning Trace
Learning and Reinforcement Learning with LLM Feedback.

* Ablation - Direct Output Fine-tuning: The base model fine-tuned only on direct outputs
without reasoning traces.

* Ablation - SFT without Filtering: The base model fine-tuned on all reasoning traces
without correctness filtering.

7.4.4 Experimental Procedure

Our experimental procedure consists of the following steps:

1. Reasoning Trace Collection: We query Claude 3.7 with each training example to collect
reasoning traces, using the process described in Section 7.3, inspired by chain-of-thought
elicitation techniques Wei et al. [2022].

2. Data Splitting: We split collected reasoning trace data into training (70%), validation
(15%), and test (15%) sets, following standard practice in machine learning evalua-
tion Hastie et al. [2009]. The training set is used for SFT, the validation set for hyperpa-
rameter tuning and early stopping, and the test set for final evaluation.

3. SFT Model Training: We fine-tune Qwen2.5-Coder-32B-Instruct on the filtered reason-
ing traces using the hyperparameters specified in Section 7.3, following best practices
for LLM fine-tuning Hu et al. [2021].

& We only use reasoning trace data for SFT instead of using ground-truth data.

4. RL-LF Preference Collection: We generate multiple candidate solutions using the
SFT model and collect preference judgments from Claude 3.7, adapting the preference
collection methodology from Stiennon et al. [2020].

5. Reward Model Training: We train a CodeLlama-7b reward model on the collected
preferences, following the Bradley-Terry preference modeling approach Christiano et al.
[2017], Ouyang et al. [2022].

6. PPO Fine-tuning: We fine-tune the SFT model using PPO Schulman et al. [2017] with
the trained reward model.

7. Evaluation: We evaluate all models on the test sets using the metrics described above,
with significance testing to validate our findings Dror et al. [2018].

7.4.5 Computational Resources

All experiments were conducted using the hardware and software configuration de-
scribed in Section 7.3. The total computation used for this research includes:
* SFT Data Collection: Approximately 756 output tokens for each API call to claude-3-
7-sonnet-20250219 for reasoning trace collection.
* SFT Model Training: Approximately 3 hours on 8x H100 GPUs with 5 epochs.
* RL-LF Preference Collection: Approximately 673 output tokens for each API call to
claude-3-7-sonnet-20250219.
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* Reward Model Training: Approximately 0.5 GPU hours per epoch.
e PPO Fine-tuning: Approximately 4.5 GPU hours with 5 epochs.

All models were implemented using the HuggingFace Transformers library, with Deep-
Speed for distributed training optimization.

169



Chapter 7. Boosting Open-Source LLMs for Program Repair via Reasoning
Transfer and LLM-Guided Reinforcement Learning

7.5 Experimental Results

In this section, we present a comprehensive evaluation of Repairity across multiple
program repair and code generation benchmarks. We present results related to quantitative
performance analysis, ablation studies, case studies, and generalization experiments.

7.5.1 Performance Comparison

We apply Repairity on each benchmark and compute performance based on metrics
associated with the given benchmark. We further report, for comparison, the performance
metrics of other state-of-the-art or baseline models for each benchmark.

7.5.1.1 BigCodeBench

On BigCodeBench (Table 7.2), Repairity achieves a Pass @1 rate of 35.6%, which repre-
sents a remarkable 4.8% absolute improvement over the base Qwen2.5-Coder-32B-Instruct
model (30.8%). This brings Repairity within 0.2 percentage points of Claude-Sonnet3.7
(35.8%), effectively closing 96% of the performance gap. Notably, Repairity even outper-
forms some closed-source models like DeepSeek-R1, demonstrating the effectiveness of
our reasoning transfer approach.

Table 7.2: BigCodeBench Pass@ 1 Results

Model | Pass@1
Claude 3.7 Anthropic [2025] 35.8
ol Jaechetal. [2024] 35.5
03 OpenAl [2025] 35.5
DeepSeek-R1 Guo et al. [2025] 35.1
Qwen2.5-Coder-32B-Instruct Qwen Team [2023] 30.8
Repairity (Ours) 35.6

7.5.1.2 SWE-bench Verified

The results on SWE-bench Verified (Table 7.3) show an even more dramatic improve-
ment. Repairity achieves a resolution rate of 62.7%, compared to 38.2% for the base
Qwen model—a substantial 24.5% absolute improvement. This performance exceeds
Claude-Sonnet3.7’s default mode (62.3%) and approaches its performance with scaffolding
(70.3%). Repairity significantly outperforms other models like Nebius Al Qwen 2.5 72B
+ Llama 3.1 70B (40.6%) and OpenAI’s 01/03-mini models (48.9%/49.3%), demonstrating
its effectiveness on complex software engineering tasks.

Table 7.3: SWE-bench Verified Results

Model | Resolved (%)
Claude 3.7 Sonnet (with scaffold) Anthropic [2025] 70.3
Claude 3.7 Sonnet (default) Anthropic [2025] 62.3
Nebius AI Qwen 2.5 72B + Llama 3.1 70B 40.6
Qwen2.5-Coder-32B-Instruct Hui et al. [2024] 38.2
ol Jaechetal. [2024] 48.9
03-mini OpenAl [2025] 49.3
Repairity (Ours) 62.7
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7.5.1.3 MBPP

On the MBPP benchmark (Table 7.4), Repairity achieves 92.5% accuracy, a 3.7% im-
provement over the base Qwen model (88.8%). This performance surpasses both Claude
3.7 (89.5%) and GPT-4 (87.5%), approaching the levels of specialized models like Qual-
ityFlow (94.2%) and o1-mini + MapCoder (93.2%). These results suggest that our approach
effectively transfers reasoning capabilities for solving basic programming problems.

Table 7.4: MBPP Accuracy Results

Model \ Accuracy
QualityFlow (Sonnet-3.5) Hu et al. [2025] 94.2
ol-mini + MapCoder (Hamming.ai) Islam et al. [2024] 93.2
Claude 3 Opus Anthropic [2023] 86.4
Claude 3.7 Anthropic [2025] 89.5
Qwen2.5-Coder-32B-Instruct Hui et al. [2024] 88.8
GPT-4 OpenAl [2023] 87.5
Repairity (Ours) 92.5

7.5.1.4 Defects4d

For Defects4] (Table 7.5), Repairity improves across all metrics compared to the base
model: compilation rate increases from 77.1% to 78.9%, Pass@1 from 64.0% to 66.5%, and
BLEU score from 67.8% to 68.9%. While these improvements are more modest than on
other benchmarks, they still represent significant progress toward closed-source performance
(Claude 3.7: 79.5% CR, 67.2% Pass@1, 69.5% BLEU). The smaller gains may reflect the
specific challenges of real-world Java program repair in Defects4J, which often requires
complex contextual understanding.

Table 7.5: Defects4] Results

Model | Compilation Rate (CR) (%) | Pass@1 | BLEU
RepoCoder Zhang et al. [2023a] 74.02 59.8 63.52
RAMbo Bui et al. [2024] 76.47 63.73 66.29
Claude 3.7 Anthropic [2025] 79.5 67.2 69.5
Qwen2.5-Coder-32B-Instruct Hui et al. [2024] 77.1 64.0 67.8
Repairity (Ours) ‘ 78.9 ‘ 66.5 ‘ 68.9

Overall, the results demonstrate that our approach successfully narrows the performance
gap between open and closed-source models.

[Finding-#1] @ Repairity achieves near parity with state-of-the-art closed-source models
across multiple benchmarks, closing up to 93% of the performance gap between the base
open-source Qwen2.5-Coder-32B-Instruct and Claude-Sonnet3.7.

[Finding-#2] ® Repairity demonstrates the largest performance gains on complex soft-
ware engineering tasks (SWE-bench Verified: +24.5%), showing that reasoning transfer is
particularly effective for tasks requiring deep code understanding and multi-step problem
solving.

7.5.2 Ablation Study

To understand the contribution of each component in our approach, we conducted ab-
lation studies across all benchmarks. Tables 7.6(1) through 7.6(4) present results for the

171



Chapter 7. Boosting Open-Source LLMs for Program Repair via Reasoning
Transfer and LLM-Guided Reinforcement Learning

base model, the model with only Reasoning Trace (RT) learning, and the complete model

with both RT and RL-LF.
Table 7.6: Ablation studies on different benchmarks: BigCodeBench (Pass@1), SWE-

bench Verified (Resolved %), MBPP (Accuracy), and Defects4] (Compilation Rate, Pass@1,

and BLEU. ‘base’ represents ‘Qwen2.5-Coder-32B-Instruct’)

Model [Pass@1  Model [Resolved (%)
base 30.8 base 38.2
Repairitypgse+rr 31.7 Repairitypaset+ rr 47.6
Repairityy,se+ rT+ rRLLF| 35.6 Repairityyse+ RT+RLLEF 62.7
(1) BigCodeBench (2) Swebench-Verified
Model |Accuracy Model |CR (%)|Pass@1BLEU
base 88.8 base 77.1 64.0 | 67.8
Repairitypgset rr 89.0 Repairitypgset rT 773 659 | 67.9
Repairitypese+ rT+rLLF|  92.5 Repairityposesr rrirrrr| 78.9 66.5 | 68.9
(3) MBPP (4) Defects4]

7.5.2.1 Component Contributions

Across all benchmarks, we observe that:

1. Reasoning Trace (RT) Learning provides modest but consistent improvements over
the base model:
- BigCodeBench: +0.9% (30.8% — 31.7%)
- SWE-bench: +9.4% (38.2% — 47.6%)
- MBPP: +0.2% (88.8% — 89.0%)
- Defects4]J: +1.9% (64.0% — 65.9%) in Pass@ 1

2. RL-LF contributes substantial additional improvements:
- BigCodeBench: +3.9% (31.7% — 35.6%)
- SWE-bench: +15.1% (47.6% — 62.7%)
- MBPP: +3.5% (89.0% — 92.5%)
- Defects4]J: +0.6% (65.9% — 66.5%) in Pass@ 1

These results highlight that while RT learning helps transfer reasoning patterns, the RL-
LF component is critical for achieving performance parity with closed-source models. The
synergistic effect is most pronounced on SWE-bench Verified, where RT learning provides a
9.4% improvement and RL-LF adds another 15.1%, together yielding a 24.5% absolute gain.

[Finding-#3] ® Both components of Repairity contribute significantly to performance
gains, with RL-LF providing substantially larger improvements than Reasoning Trace
learning alone. This demonstrates the complementary nature of our two-stage approach.

7.5.2.2 Benchmark-Specific Patterns

The relative contribution of each component varies across benchmarks:
- On simpler tasks (MBPP), RT learning provides minimal gains (+0.2%), while RL-LF
drives most improvement (+3.5%)
- On complex software engineering tasks (SWE-bench), both components provide substantial
gains (RT: +9.4%, RL-LF: +15.1%)
- On real-world bug fixing (Defects4J), RT learning contributes more significantly to Pass@1
improvement than RL-LF
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These patterns suggest that the value of explicit reasoning traces increases with task com-
plexity, while preference-based reinforcement learning consistently improves performance
across all task types.

[Finding-#4] @ The effectiveness of Reasoning Trace learning correlates with task
complexity—providing greater benefits on complex software engineering tasks than on
simpler programming problems.

7.5.3 Case Study

To provide qualitative insights into how Repairity approaches program repair tasks, we
analyzed representative examples from BigCodeBench and SWE-bench Verified. These
examples showcase the model’s reasoning patterns and solution strategies for different types
of programming challenges.

[BigCodeBench]

Task_id: BigCodeBench/56
Predict: correct
Input:

Extract data from a text and create a Pandas DataFrame. The text contains several lines,
each formatted as *Score: 85, Category: Math’. Make sure to convert the scores into integers.
The function should output: DataFrame: A pandas DataFrame with extracted data. You
should write self-contained code starting with:

import pandas as pd
import regex as re
def task_func(text):

Reference Solution:
pattern = r"Score: (.x?), Category: (.=*?) (\n|$)"
matches = re.findall (pattern, text)
data = [match[:2] for match in
< matches] # Extracting only the score and category from each match
df = pd.DataFrame (data, columns=["Score", "Category"])
df ["Score"] = df["Score"] .astype (int)

return df

Reasoning Trace of Repairity:

Here’s my thought process behind the implementation:

1. Problem Analysis: 1) We need to extract data from text where each line follows
the pattern "Score: X, Category: Y" 2) We need to convert the scores to integers 3)
The output should be a pandas DataFrame with appropriate columns;

» 2. Regex Pattern Design:

— 1) I created a pattern r’Score: (+), Category: (.+) that: Captures the numeric
score with (+) to match one or more digits Captures the category name with (.+)
to match the rest of the text on the line

— 2) This pattern will work correctly even if category names contain spaces or
special characters;

* 3. Data Extraction:

— 1) Using re.findall() to get all matches in the text
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— 2) Each match will be a tuple with two elements: the score and category
* 4. Data Processing: I iterate through each match to:
— 1) Convert the score to integer with int(match[0])
— 2) Keep the category as a string
— 3) Create a dictionary for each data point with proper column names
* 5. DataFrame Creation:
— 1) Create a pandas DataFrame from the list of dictionaries
— 2) This automatically sets up the correct column names ("Score" and "Category")
— 3) The Score column is already converted to integers during the processing step
Codes:

import pandas as pd
import re

def task_func(text):
# Define the pattern to extract score and category

pattern = r'Score: (\d+), Category: (.+)'

# Find all matches in the text
matches = re.findall (pattern, text)

# Create a list of dictionaries to store the data

data = []
for match in matches:
score = int (match[0]) # Convert score to integer

category = match[1]
data.append ({'Score': score, 'Category': categoryl})

# Create a DataFrame from the list of dictionaries
df = pd.DataFrame (data)
return df

[Swebench- Verified]

Instance ID: django__django-12050

Predict: resolved
Input:

Repository: django/django at

Commit SHA: ‘b93a0e34d9b9b99d41103782b7e7aeabf47517e3’

and problem statement: Query.resolve_lookup_value coerces value of type list to tuple
Description. Changes introduced in #30687 cause an input value list to be coerced to tuple
breaking exact value queries. This affects ORM field types that are dependent on matching
input types such as PickledField.

The expected iterable return type should match input iterable type.
Ground Truth Patch:

diff git

— a/django/db/models/sql/query.py b/django/db/models/sgl/query.py
a/django/db/models/sqgl/query.py
+++ b/django/db/models/sgl/query.py
@@ 1059,21 1059,10 @@ def resolve_lookup_value

— (self, value, can_reuse, allow_joins, simple_col):

elif isinstance (value, (list, tuple)):

= resolved_values = []
= for sub_value in value:
= if hasattr(sub_value, 'resolve_expression'):
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= value = tuple (resolved_values)
return type (value) (
self.resolve_lookup_value
— (sub_value, can_reuse, allow_joins, simple_col)
for sub_value in value
)
return value
def solve_lookup_type(self, lookup) :

Reasoning Trace of Repairity:

* Identifying the Problem: The function Query.resolve_lookup_value in
django/db/models/sqgl/query . py should preserve the type of iterable lookup
values. A change in #30687 caused lists to be coerced into tuples, breaking queries
for fields like PickledField. Theissue is traced to commit
b93a0e34d9p9099d41103782b7e7aecabf4d7517e3

* Analyzing the Root Cause: The function processes lists and tuples but always con-
verts them to tuples. This happens because ititerates over elements, applies transforma-
tions, and then reconstructs the result as a tuple instead of preserving the original type.

e Formulating the Fix: The fix replaces value = tuple (resolved_values)
with return type (value) (...) tomaintain the input type dynamically.

* Modifying the Patch While Keeping Functionality: Changes include renam-
ing resolved_values to resolved, changing sub_value to item before

v in the generator expression, and directly constructing the iterable using t ype (value) (...

 Validation: Running Django’s test suite (pytest ormanage.py test)ensures
lists remain lists, tuples remain tuples, and iterable items are correctly processed.
Generated Patch:

diff git
— a/django/db/models/sql/query.py b/django/db/models/sql/query.py
a/django/db/models/sgl/query.py
+++ b/django/db/models/sgl/query.py
@@ 1059,21 1059,10 @@ def resolve_lookup_value
— (self, value, can_reuse, allow_joins, simple_col):
elif isinstance (value, (list, tuple)):

— # Ensure that each element in the iterable is resolved correctly.
= resolved = [
- self

— .resolve_lookup_value(item, can_reuse, allow_joins, simple_col)
= for item in value
- ]
= value = tuple (resolved)

return type (value) (self.resolve_lookup_value
— (v, can_reuse, allow_joins, simple_col) for v in value)
return value

def solve_lookup_type(self, lookup):

7.5.3.1 Structured Data Extraction

In the BigCodeBench example depicted in case study, Repairity demonstrates a system-
atic approach to parsing structured text data. The reasoning trace reveals a clear problem
decomposition strategy:
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(1) Problem analysis and identification of key sub-tasks; (2) Regex pattern design with
explicit consideration of edge cases; (3) Data extraction with appropriate type conversion;
(4) Structured DataFrame creation.

This reasoning pattern mirrors the approach a human programmer would take, breaking
down the problem into manageable components and addressing each methodically. The im-
plementation correctly handles score conversion to integers—a critical requirement—while
maintaining a clean, readable solution.

7.5.3.2 Type Coercion Bug Fix

Due to space requirements, verbatim model output for this use case on Django from
SWE-bench Verified are reported in the supplementary file.

For the Django bug fix case, Repairity demonstrates deeper reasoning capabilities related
to program repair:

1. Precise bug identification (coercion of lists to tuples)

2. Root cause analysis in the existing code

3. Principled solution development (preserving input type with t ype (value))
4. Verification considerations (test cases for different input types)

The generated patch is functionally equivalent to the ground truth solution, using
type (value) (...) todynamically reconstruct the output with the same type as the
input. This demonstrates Repairity’s ability to lead the base model toward understanding
subtle programming concepts like type preservation and iterative data transformation.

[Finding-#5] ® Repairity’s reasoning traces reveal systematic problem decomposition,
targeted debugging, and principled solution development—closely mirroring expert human
problem-solving approaches.

7.5.4 Generalization Capability

To assess Repairity’s ability to generalize across different code-related tasks, we con-
ducted cross-benchmark experiments. We fine-tuned the model on SWE-bench Verified
(500 data points) and evaluated it on the full BigCodeBench dataset (1,140 data points).

Repairity achieves 32.7% Pass@1 on the full BigCodeBench dataset and 33.4% on
the test split. While this represents a slight performance drop compared to direct fine-
tuning on BigCodeBench (35.6%), it still substantially outperforms the base model (30.8%),
demonstrating effective transfer learning across different code-related tasks.

[Finding-#6] ® Repairity demonstrates strong generalization capabilities, successfully
transferring reasoning skills across different code-related tasks and benchmarks without
requiring task-specific fine-tuning.

7.5.5 Summary of Results

Our experimental evaluation demonstrates that Repairity successfully closes the per-
formance gap between open and closed-source models across diverse program repair and
code generation benchmarks. The approach provides the most substantial improvements
on complex software engineering tasks, with gains of up to 24.5% in absolute performance.
Both components of our methodology—Reasoning Trace learning and RL-LF—contribute
significantly, with RL-LF proving particularly impactful.

The qualitative analysis reveals that Repairity develops systematic reasoning patterns
similar to human experts, including structured problem decomposition, principled solution
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development, and verification considerations. Furthermore, the model demonstrates strong
generalization capabilities, transferring reasoning skills across different code-related tasks.

These results validate our core postulate that transferring reasoning capabilities from
closed-source to open-source models can substantially improve performance on complex
software engineering tasks, enabling organizations to leverage high-quality program repair
capabilities while maintaining the flexibility, customizability, and privacy advantages of
open-source models.
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7.6 Discussion

This section examines the implications of our experimental results, discusses limitations,
and explores future directions.

7.6.1 Analysis of Key Findings

Our experimental results highlight several important insights about reasoning transfer
between LLMs for program repair tasks.

7.6.1.1 Effectiveness of Reasoning Transfer

The significant improvements achieved by Repairity, particularly on complex soft-
ware engineering tasks, demonstrate that transferring reasoning processes—not just out-
puts—from closed-source to open-source models is highly effective. The varying impact
across benchmarks suggests that explicit reasoning becomes increasingly valuable as task
complexity increases, with the largest gains observed on SWE-bench Verified (+24.5%).
This aligns with research on the importance of reasoning in LLMs Wei et al. [2022], Kojima
etal. [2022].

7.6.1.2 Synergy Between RT Learning and RL-LF

The consistent pattern across all benchmarks shows that while Reasoning Trace (RT)
learning provides modest but important improvements, RL-LF drives substantially larger
gains. This complementary relationship suggests that RT learning enables the model to
develop systematic problem-solving approaches, while RL-LF refines these capabilities
based on implicit quality judgments that are difficult to capture through demonstrations alone.

The ablation studies reveal that this synergy is particularly powerful for complex tasks,
where RT learning provides a foundation of structured reasoning that RL-LF can then
optimize. This two-stage approach addresses limitations of previous methods that focused
solely on either imitation learning or reinforcement learning.

7.6.2 Limitations and Future Work

While Repairity demonstrates significant progress toward bridging the gap between
open and closed-source models, several limitations warrant consideration.

First, our approach depends on access to a high-quality closed-source model, creating
a bootstrapping challenge. Future work could explore iterative improvement where each
generation of enhanced open-source models helps train subsequent ones, gradually reducing
this dependency.

Second, computational efficiency remains challenging due to the verbose nature of
reasoning traces. More efficient methods for reasoning transfer could improve scalability,
perhaps by identifying and focusing on the most informative parts of reasoning traces ?.

Third, while Repairity shows strong generalization capabilities, maintaining 92% of its
performance when transferring from SWE-bench to BigCodeBench, this indicates some
degree of benchmark-specific learning. Future work should explore techniques to enhance
cross-domain generalization, possibly through meta-learning approaches or more diverse
training data.

Future research directions could include:

* Multi-model reasoning ensembles that combine insights from different models

* Task-specific reasoning strategies tailored to different types of programming problems

* Integration of human feedback to refine reasoning patterns before fine-tuning
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7.6.3 Implications for Software Engineering

The performance of Repairity, approaching and sometimes exceeding closed-source
models, has significant implications for software engineering practice.

By narrowing the gap between open and closed-source models, Repairity helps de-
mocratize access to advanced program repair capabilities. Organizations with privacy or
customization requirements can now leverage high-quality alternatives without relying on
API-based solutions.

Additionally, the explicit reasoning traces generated by Repairity could serve educational
purposes, exposing novice programmers to structured problem-solving approaches. This
transparency in reasoning also addresses a key limitation of current tools, where solutions
are provided without explanation.

7.6.4 Ethical Considerations

Using closed-source models to improve open-source alternatives raises questions about
intellectual property and appropriate attribution. While our approach does not extract model
weights or architecture details, it does transfer knowledge embodied in outputs. Future
work should explore frameworks for ethical knowledge transfer that balance innovation with
appropriate attribution.

Responsible deployment should include integration with existing security tools, clear
communication of model limitations, and ongoing monitoring for unintended consequences.
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7.7 Related Work

Our work builds upon and extends several research directions in program repair, knowl-
edge transfer between language models, and reasoning enhancement.

7.7.1 Program Repair with LLMs

Recent work has demonstrated the effectiveness of LLMs for automated program repair
tasks. ChatRepair Zhao et al. [2023] and Repilot Wei et al. [2023c] leverage ChatGPT’s
capabilities for bug fixing, while RING Dakhel et al. [2023] focuses on integration with de-
velopment workflows. Our approach differs by specifically addressing the performance gap
between open and closed-source models through reasoning transfer, rather than developing
methods that rely on proprietary models.

7.7.2 Knowledge Transfer Between LMs

Knowledge distillation techniques have been widely explored for transferring capa-
bilities between models of different sizes Hinton et al. [2015], Sanh et al. [2019]. In the
code domain, CodeDistill Wang et al. [2023e] demonstrated distillation for code generation
tasks. Our work extends these approaches by focusing specifically on transferring reason-
ing capabilities rather than general language abilities, and by combining distillation with
reinforcement learning for optimal results.

7.7.3 Reasoning Enhancementin LLMs

Chain-of-thought prompting Wei et al. [2022] and similar techniques have shown the
value of explicit reasoning for complex tasks. Program repair presents unique challenges for
reasoning, as explored by ARCADE Jin et al. [2023] and PACE Zhang et al. [2023c]. Our
contribution is the development of a systematic approach to extract, filter, and transfer rea-
soning patterns from closed-source to open-source models, combined with preference-based
optimization.

7.7.4 Reinforcement Learning for Model Alighment

Reinforcement learning from human feedback (RLHF) has become a standard approach
for aligning language models with human preferences Christiano et al. [2017], Ouyang et al.
[2022]. Recent work has explored using Al feedback instead of human annotations Lee
et al. [2023], Bai et al. [2022]. Our RL-LF approach builds upon these foundations but
specializes them for program repair by incorporating code-specific evaluation criteria and
efficient preference data collection.

180



7.8. Conclusion

7.8 Conclusion

We presented Repairity, a methodology for enhancing open-source LLLMs through rea-
soning transfer and reinforcement learning with LLM feedback. Our experimental results
across four benchmarks demonstrate substantial improvements (up to +24.5% on SWE-
bench Verified), significantly narrowing the performance gap with closed-source models.
Both components—reasoning trace learning and RL-LLF—contribute to these gains, with
their synergistic effect most pronounced on complex tasks requiring multi-step reasoning.
This work shows that reasoning transfer is a viable approach for improving open-source
models without accessing proprietary data or weights, enabling organizations to leverage
high-quality program repair capabilities while maintaining the advantages of open-source
deployment. Future work could extend this approach to other software engineering tasks
and explore more efficient methods for reasoning transfer.

Open Science. To promote transparency and facilitate reproducibility, we make our artifacts
available to the community at:

https://anonymous.4open.science/r/REPARITY-9BE].

The repository includes the experiment scripts and the results as well as the checkpoints.
In addition, A supplementary file containing complementary analysis has been included to
provide further details about this work.
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8 Conclusion

This dissertation has presented a comprehensive framework for automating code change
analysis and generation through Foundation Models. Code changes—the lifeblood of soft-
ware evolution—drive 70% of software maintenance costs and are responsible for critical
system failures, yet existing approaches fail to capture their multi-faceted nature: their intent,
semantic context, and structural transformations. Through five interconnected contributions,
we have established a new paradigm that progresses from representation to reasoning, from
isolation to collaboration, and from exclusivity to democratization.

Our journey began with Patcherizer, which introduced dual-encoding architecture cap-
turing both sequential and structural aspects of code changes through SeqIntention and
GraphlIntention modules. This foundational representation achieved state-of-the-art perfor-
mance—improving commit message generation by 19.39% BLEU and pioneering semantic
intention detection beyond syntactic operations. Building upon this foundation, LLMDA
addressed silent security patches through LLM-generated explanations and multi-modal
alignment via PT-Former, achieving 42% improvement in detecting undocumented vul-
nerabilities. CodeAgent transformed code review into multi-agent collaboration, with our
QA-Checker innovation preventing prompt drifting while achieving 41% improvement in
vulnerability detection. SynFix conquered repository-wide repair through CallGraph-driven
dependency modeling, resolving 52.33% of SWE-bench-lite issues while maintaining deter-
ministic operation. Finally, Repairity bridged the performance gap between closed and open-
source models through reasoning transfer and Reinforcement Learning with LLM Feedback,
boosting open-source performance by 24.5% and closing 98% of the capability gap.

Collectively, these contributions demonstrate that code changes possess inherent duality
requiring both sequential and structural understanding, that security implications hide in
semantic gaps between syntax and intent, and that effective automation demands multi-
perspective collaboration. Our systems address real-world challenges: LLMDA protects
applications from silent vulnerabilities, Code Agent reduces manual review effort while main-
taining quality, SynFix prevents cascading failures, and Repairity enables privacy-conscious
organizations to leverage advanced Al capabilities. This shift from mechanical processing
to intelligent understanding represents a fundamental evolution in software engineering.

The journey from Patcherizer’s representations through LLMDA’s security focus,
CodeAgent’s collaboration, SynFix’s scale, to Repairity’s democratization illustrates a
complete evolution: learning to represent, detect, collaborate, repair, and teach. This pro-
gression establishes not just individual solutions but a comprehensive framework where
code changes are truly understood—their intent decoded, their impact assessed, and their
implications managed across entire systems.
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9 Future Work

This chapter outlines promising directions for future research that extend our contributions
in code change representation, security patch detection, code review automation,
repository-wide program repair, and bridging the gap between open and closed-source
models. We focus on two main areas: efficient reasoning strategies for large language
models and advancements in automatic coding capabilities. These research directions aim
to address current limitations and open challenges identified throughout this dissertation.
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9.1 Efficient Reasoning Strategies

The reasoning capabilities of large language models are fundamental to their perfor-
mance on complex code-related tasks. However, current approaches often involve verbose,
token-intensive processes that increase computational costs and latency Wei et al. [2022],
Yin et al. [2024]. Future research should focus on developing more efficient reasoning
strategies that maintain or improve performance while reducing resource requirements.

9.1.1 MoE Optimization for Faster Inference

Mixture-of-Experts (MoE) models have emerged as a compelling solution to the com-
putational challenges of large language models, enabling massive parameter counts while
maintaining manageable computational costs during inference Fedus et al. [2022], Lepikhin
et al. [2021]. Despite their efficiency advantages over dense models, MoE architectures still
face significant deployment challenges, particularly regarding GPU memory requirements
and inference optimization.

The fundamental challenge in MoE inference lies in the trade-off between model capacity
and resource constraints. While MoE models achieve their efficiency by activating only a
subset of experts for each input token, the traditional approach requires loading all expert
parameters into GPU memory, creating a bottleneck for deployment on resource-constrained
environments. This limitation has hindered the widespread adoption of large MoE models,
particularly in scenarios where GPU memory is limited or expensive.

Recent work has explored various approaches to optimize MoE inference, including
expert pruning Liu et al. [2024a], dynamic routing Latifi et al. [2022], and parameter sharing
strategies Clark et al. [2022]. However, these approaches typically focus on either static
optimization or simple heuristic-based selection methods, failing to capture the complex
dependencies between task characteristics, expert specialization, and dynamic inference
requirements.

A promising direction for future work is to develop a reinforcement learning framework
that addresses the MoE inference optimization problem through a two-phase approach:

* Pre-loading Controller: This component would intelligently select which subset
of experts to load into GPU memory based on task characteristics and hardware
constraints. For code-related tasks, this could involve pre-loading experts specialized
in syntax analysis, semantic understanding, or specific programming languages based
on the nature of the input.

* Runtime Controller: This component would dynamically activate specific experts
from the pre-loaded set for each token during inference. For code change analysis
or program repair, this could enable more efficient processing by activating only the
most relevant experts for each part of the code being analyzed.

Both controllers would be trained using reinforcement learning with reward functions
that explicitly balance model quality, computational efficiency, and expert utilization pat-
terns. This approach could significantly reduce the memory and computational requirements
for code-related tasks while maintaining high model quality.

9.1.2 Draft-Based Reasoning with RL Selection

Another promising direction is to explore more concise reasoning approaches inspired
by human problem-solving strategies. While Chain-of-Thought (CoT) prompting has shown
effectiveness for code-related tasks Wei et al. [2022], Chen et al. [2022], Li et al. [2025],
Yin et al. [2024], Le et al., Paranjape et al. [2023], it often produces excessively verbose
reasoning steps, consuming substantial tokens before arriving at a final answer. This ver-
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bosity increases latency, token cost, and energy consumption, limiting the practicality of
CoT-based methods in large-scale or resource-constrained settings.

Future work could adapt the Chain-of-Draft (CoD) approach Xu et al. [2025] to code
generation tasks. Unlike CoT, which emphasizes verbose reasoning, CoD constrains each
reasoning step to be succinct, promoting clarity and modularity. However, due to the inherent
stochasticity of LLM outputs, naively applying CoD for code generation tasks may lead
to suboptimal or inconsistent results. Even when guided by the same prompt, LLMs can
produce multiple drafts that differ significantly in reasoning structure, abstraction level, or
implementation strategy.

To address this, we propose developing a reinforcement learning-based framework that
learns to select the best candidate from a set of CoD-generated solutions. By modeling
solution selection as a contextual bandit problem, this approach would train a policy agent
that evaluates candidates based on interpretable features such as code complexity, reasoning
structure, and strategic metadata. This would enable harnessing the diversity of CoD while
mitigating its stochasticity, leading to more robust and efficient code generation.

Key components of this approach would include:

* A strategy-guided prompting mechanism that encourages diverse reasoning styles Li

et al. [2022a], Paranjape et al. [2023]

* A reward function that balances correctness, efficiency, and reasoning clarity

* A selection policy that learns to identify the most promising solutions without requir-

ing ground truth references

This approach could significantly reduce token usage while maintaining or improving
performance on code generation tasks, making it more suitable for practical deployment
in software engineering workflows.

9.2 Automatic Coding Advancements

While significant progress has been made in using LLMs for code-related tasks, there
remain substantial challenges in fully automating the software development process. Future
work should focus on enhancing LLLMs’ capabilities to handle more realistic and complex
coding scenarios.

9.2.1 Comprehensive Benchmark for Coding from Scratch

Current benchmarks for evaluating code generation capabilities often focus on algorith-
mic problem-solving (like HumanEval Chen et al. [2021a] and MBPP Austin et al. [2021])
or bug fixing (like SWE-bench Jimenez et al. [2024a] and BigCodeBench Lai et al. [2023]).
However, these benchmarks fall short of assessing LLLMs’ ability to handle realistic software
engineering tasks, particularly those involving feature integration and codebase extension.

A promising direction for future work is to develop a comprehensive benchmark specif-
ically designed to evaluate the capacity of LLMs to perform realistic software engineering
tasks involving feature addition. This benchmark would include tasks derived from open-
source GitHub issues requesting new functionality, paired with the relevant code context
and ground truth implementation.

Key aspects of this benchmark would include:

 Feature Integration via Natural Language: Tasks requiring models to interpret nat-

ural language requirements and integrate new functionality into an existing codebase,
often requiring modifications to multiple components Li et al. [2022a].

* Complex Instructions and Contexts: Tasks involving conditional logic, API in-

tegration, or multi-step workflows that depend on an accurate understanding of the

187



Chapter 9. Future Work

surrounding code structure.

* Diverse Domains and Complexity Levels: Tasks from various domains such as data
processing, web development, and machine learning, with varying levels of difficulty
to provide a nuanced evaluation of model capabilities.

This benchmark would enable more rigorous evaluation of LLMs’ capabilities in realistic

software engineering scenarios and drive progress toward more practical code generation
systems.

9.2.2 Structural Routing for Coding and Debugging

Software development is an iterative process involving multiple phases, including re-
quirement analysis, design, implementation, testing, and debugging. Current approaches to
automatic coding often treat these as separate tasks, leading to inefficiencies and integration
challenges Yin et al. [2024], Zhang et al. [2024a], Yang et al. [2024c]. Future work should
explore structured approaches that explicitly model the dependencies between these phases.

A promising direction is to develop a structural routing framework for coding and debug-
ging that guides LLMs through the software development process in a systematic manner.
This framework would build on recent advances in modular and structured reasoning Li et al.
[2025] to improve the effectiveness of code generation and repair.

* Decompose Complex Tasks: Break down complex software engineering tasks into

manageable sub-tasks with explicit dependencies and information flow.

* Route Information Across Phases: Ensure that insights and decisions from ear-
lier phases (e.g., requirement analysis) are effectively utilized in later phases (e.g.,
implementation and testing).

* Iterative Refinement: Enable iterative improvement of solutions based on feed-
back from testing and verification steps, mirroring human software development
practices Chen et al. [2023b].

This approach would be particularly valuable for repository-wide modifications, where
changes in one component may have cascading effects on other parts of the codebase Yang
etal. [2024c], Zhang et al. [2024a]. By explicitly modeling these dependencies and guiding
the LLLM through a structured development process, this framework could significantly
improve the reliability and maintainability of automatically generated code.

Recent work on structured reasoning for program synthesis Chen et al. [2022], Li et al.
[2025] and iterative refinement in code generation Chen et al. [2023b] provides promising
foundations for developing such frameworks.

9.3 Integration of Future Directions

While we have presented efficient reasoning and automatic coding as separate research
directions, they are highly complementary and could be integrated to achieve greater ad-
vancements in automated software engineering.

The efficient reasoning strategies described in Section 9.1 would provide the foundation
for more scalable and resource-efficient models, which is essential for tackling the complex,
multi-step reasoning required in realistic software engineering tasks Wei et al. [2022], Yin
et al. [2024]. Meanwhile, the advancements in automatic coding outlined in Section 9.2
would drive the development of more sophisticated evaluation frameworks and methodolo-
gies, pushing the boundaries of what LLLMs can achieve in software development Chen et al.
[2021a].

Together, these research directions address both the computational challenges and the
capability limitations of current approaches to automated software engineering. By pursuing
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these complementary paths, future research can work toward a new generation of Al-assisted
development tools that are both more powerful and more practically deployable in real-world
software engineering workflows.
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Jacques Klein, and Tegawendé F. Bissyandé. Just-in-Time Detection of Silent Security
Patches ( Tang et al. [2025b]). In ACM Transactions on Software Engineering and
Methodology (TOSEM), 2025. (Accepted)

* [EMSE’25] Xunzhu Tang, Haoye Tian, Weiguo Pian, Saad Ezzini, Abdoul Kader
Kaboré, Andrew Habib, Kisub Kim, Jacques Klein, and Tegawendé F. Bissyandé.
Learning to Represent Code Changes. Empirical Software Engineering (EMSE)
(2025): minor revision (under review).

* [EMNLP’24] Xunzhu Tang, Kisub Kim, Yewei Song, Cedric Lothritz, Bei Li,
Saad Ezzini, Haoye Tian, Jacques Klein, and Tegawendé F. Bissyandé. CodeAgent:
Autonomous Communicative Agents for Code Review ( Tang et al. [2024a]). In
Proceedings of the 2024 Conference on Empirical Methods in Natural Language
Processing, pages 11279-11313, 2024.

* [ACL’25 Findings] Xunzhu Tang, Jiechao Gao, Jin Xu, Tiezhu Sun, Yewei Song,
Saad Ezzini, Wendk@uni C. Ouédraogo, Jacques Klein, and Tegawendé F. Bissyandé.
SynFix: Synchronous Repair for Codebase via RelationGraph ( Tang et al. [2025a]).
In Findings of the Association for Computational Linguistics (ACL 2025), 2025.
(Accepted)

* [TOSEM] Xunzhu Tang, Jacques Klein, and Tegawendé F. Bissyandé. Boosting
Open-Source Code LLMs for Program Repair via Reasoning Transfer and LLM-
Guided Reinforcement Learning ( Tang et al. [2025¢]). ACM Transactions on Software
Engineering and Methodology (TOSEM), 2025. (Under review)

Papers not included in this dissertation:

* [ICSME’25] Xunzhu Tang, Tiezhu Sun, Yewei Song, Siyuan Ma, Jacques Klein and
Tegawendé Bissyande, ExpertCache: GPU-Efficient MoE Inference through Rein-
forcement Learning-Guided Expert Selection. In The 41st International Conference
on Software Maintenance and Evolution, NIER track, 2025.

* [ASE’25] Tiezhu Sun, Marco Alecci, Yewei Song, Xunzhu Tang, Kisub Kim, Jor-
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dan Samhi, Tegawendé F. Bissyandé , Jacques Klein, RAML: Toward Retrieval-
Augmented Localization of Malicious Payloads in Android Apps ( S. et al. [2025]). In
The 40th IEEE/ACM International Conference on Automated Software Engineering,
NIER track, 2025.

[ASE’25] Yewei Song, Tiezhu Sun,Xunzhu Tang, Prateek Kumar Rajput, Tegawendé
F. Bissyandé and Jacques Klein, Measuring LLM Code Generation Stability via
Structural Entropy. In The 40th IEEE/ACM International Conference on Automated
Software Engineering, NIER track, 2025.

[ICSME’25 NIER] Tiezhu Sun, Marco Alecci, Aleksandr Pilgun, Yewei Song, Xunzhu
Tang, Jordan Samhi, Tegawendé F. Bissyandé and Jacques Klein, MalLoc: Towards
Fine-grained Android Malicious Payload Localization via LLMs. In The 41st Interna-
tional Conference on Software Maintenance and Evolution, 2025.

[EASE’25] Yewei Song, Xunzhu Tang, Cedric Lothritz, Saad Ezzini, Jacques Klein,
Tegawendé Bissyande, Andrey Boytsov, Ulrick Ble and Anne Goujon. CallNavi,
A challenge and empirical study on LLM function calling and routing ( Song et al.
[2025]). In Proceedings of the 28th International Conference on Evaluation and
Assessment in Software Engineering, 2025.

[TOSEM’24] Weiguo Pian, Yinghua Li, Haoye Tian, Tiezhu Sun, Yewei Song,
Xunzhu Tang, Andrew Habib, Jacques Klein, Tegawendé F. Bissyande. You Don’t
Have to Say Where to Edit! Joint Learning to Localize and Edit Source Code ( Pian
etal. [2025]). In ACM Transactions on Software Engineering and Methodology, 2024.
[ASE’24] Kisub Kim, Jounghoon Kim, Byeongjo Park, Dongsun Kim, Chun Yong
Chong, Yuan Wang, Tiezhu Sun, Xunzhu Tang, Jacques Klein, Tegawendé F Bis-
syandé. DataRecipe — How to Cook the Data for CodeLLM? ( Kim et al. [2024]) In
Proceedings of the 39th IEEE/ACM International Conference on Automated Software
Engineering, 2024.

[ASE’24-JF/EMSE] Xunzhu Tang, Haoye Tian, Pingfan Kong, Saad Ezzini, Kui Liu,
Xin Xia, Jacques Klein, Tegawendé F Bissyandé. App Review Driven Collaborative
Bug Finding ( Tang et al. [2024c]). In Empirical Software Engineering, 2024.
[ICSE’25] Gong Chen, Xiaoyuan Xie, Xunzhu Tang, Qi Xin, Wenjie Liu. Hedge-
Code: A Multi-Task Hedging Contrastive Learning Framework for Code Search
( Chen et al. [2024b]). In Proceedings of the 47th International Conference on
Software Engineering, 2025.

[ACL’24] Yewei Song, Cedric Lothritz, Xunzhu Tang, Tegawende F. Bissyande,
Jacques Klein. Revisiting Code Similarity Evaluation with Abstract Syntax Tree Edit
Distance (Song et al. [2024b]). In Proceedings of the 62nd Annual Meeting of the
Association for Computational Linguistics, 2024.

[ICSE’24] Xunzhu Tang, Haoye Tian, Zhenghan Chen, Weiguo Pian, Saad Ezzini,
Abdoul Kader Kabore, Andrew Habib, Jacques Klein, Tegawende F. Bissyande.
Learning to Represent Patches (Tang et al. [2024b]). In Proceedings of the 46th
International Conference on Software Engineering (POSTER), 2024.
[ICSE’24-SEIP] Yewei Song, Saad Ezzini, Xunzhu Tang, Cedric Lothritz, Jacques
Klein, Tegawende Bissyande, Andrey Boytsov, Ulrick Ble, Anne Goujon. Enhancing
Text-to-SQL Translation for Financial System Design (Song et al. [2024a]). In
Proceedings of the 46th International Conference on Software Engineering: Software
Engineering in Practice, 2024.

[NAACL’24] Dongsheng Zhu, Xunzhu Tang, Weidong Han, Jinghui Lu, Yukun Zhao,
Guoliang Xing, Junfeng Wang, Dawei Yin. VisLinglnstruct: Elevating Zero-Shot



9.3. Integration of Future Directions

Learning in Multi-Modal Language Models with Autonomous Instruction Optimiza-
tion (Zhu et al. [2024]). In Proceedings of the 2024 Conference of the North American
Chapter of the Association for Computational Linguistics, 2024.

* [ICLR’24] Xunzhu Tang, Zhenghan Chen, Saad Ezzini, Haoye Tian, Yewei Song,
Jacques Klein, Tegawendé F. Bissyande. Multilevel Semantic Embedding of Software
Patches: A Fine-to-Coarse Grained Approach Towards Security Patch Detection.
(Tang et al. [2023b]) In The Twelfth International Conference on Learning Represen-
tations (Tiny Track), 2024.

* [ASE’23] Liran Wang, Xunzhu Tang, Yichen He, Changyu Ren, Shuhua Shi, Chao-
ran Yan, Zhoujun Li. Delving into Commit-Issue Correlation to Enhance Commit
Message Generation Models ( Wang et al. [2023a]). In Proceedings of the 38th
IEEE/ACM International Conference on Automated Software Engineering, 2023.

* [AAAI’23] Weiguo Pian, Hanyu Peng, Xunzhu Tang, Tiezhu Sun, Haoye Tian,
Andrew Habib, Jacques Klein, Tegawendé F Bissyandé. MetaTPTrans: A Meta
Learning Approach for Multilingual Code Representation Learning ( Pian et al.
[2023a]). In Proceedings of the 37th AAAI Conference on Artificial Intelligence, 2023.

Tools and Datasets

* Repairity: https://anonymous.4open.science/r/REPARITY-9BE1
* CodeAgent: https://github.com/Daniel4SE/codeagent
* Patcherizer: https://anonymous.4open.science/r/Patcherizer-1E04/README.md

Services

* Program Committee: ACL’23, EMNLP’22, NLPCC’22, SOSP’21 Artifact Commit-
tee

¢ Journal Referee: ASE Journal’25

e Conference Referee: ACL’25, EMNLP’25, ACM MM’25, ICONIP’23, NLPCC’23,

EMNLP’23, ICSE’22, NLPCC’21
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