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Abstract—Zero-Knowledge Proofs (ZKPs) are cryptographic
building blocks of many privacy-preserving security protocols.
An important research focus in this area is the development of
post-quantum ZKPs. These are ZKPs whose security is reduced
to computational hardness assumptions that are assumed to be
intractable even by scalable quantum computers.

In this paper, we study the post-quantum ZKPs of Jain,
Krenn, Pietrzak, and Tentes (Asiacrypt 2012). These are the only
ZKPs for proving arbitrary binary statements whose security
reduces to the Learning Parity with Noise (LPN) problem-a very
conservative post-quantum hardness assumption.

We make the following contributions to further develop the
potential and understanding of these ZKPs. First, we optimize the
efficiency of the verifier by several orders of magnitude, making
this part as computationally light as that of the prover. Second,
we show that the only open source implementation of these ZKPs
does not implement them correctly, allowing a malicious prover
to convince the verifier of false statements. Third, we formally
verify for the first time the security of these (optimized) ZKPs
in EasyCrypt. Fourth, we show how these ZKPs can be used
to construct the first code-based ZKP of shuffle and verifiable
e-voting protocol.

I. INTRODUCTION

Zero-Knowledge Proofs (ZKPs) are cryptographic building
blocks of many privacy-preserving security protocols. Using
a ZKP, a party can convince another party that a certain
statement is correct without revealing any (possibly sensitive)
information beyond the correctness of that statement. For
example, ZKPs can be employed to authenticate users without
learning their private credentials, or to verify that encrypted
ballots in an e-voting protocol were tallied correctly without
learning the links between individual voters and their choices.

Over the last three decades, research in ZKP has led to
a wide variety of solutions. These systems differ from each
other in various aspects, in particular with respect to the type
of statements (specific vs. arbitrary) and the cryptographic
objects (commitments, signatures, public-key ciphertexts, etc.)
they support, their efficiency, and the security assumptions on
which they are based (discrete logarithm, lattice-based, etc.).

In this paper, we will focus on ZKPs whose security is
based on the difficulty of solving a well-studied code-based
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problem, namely the hardness of decoding random linear
codes. This assumption is characterized by the fact that,
despite decades of research, there has been no significant
speedup in its cryptanalysis, neither in the classical nor in
the quantum model. Therefore, decoding random linear codes
is considered an extremely conservative hardness assumption
in cryptography and especially in post-quantum cryptography.
One of the most prominent ZKPs in this field is the protocol
by Jain, Krenn, Pietrzak, and Tentes [35] (Asiacrypt 2012).
Their ZKP can be used to prove arbitrary binary statements
among committed bit vectors. The security of their ZKP
and commitment scheme reduces to the Learning Parity with
Noise (LPN) problem, which is equivalent to the hardness of
decoding random linear codes. Specifically, the LPN problem
asks to distinguish “noisy” systems of binary vectors of the
form A -s @ e, where e is the noise, from uniformly random
binary vectors. This means that LPN is a specific instance,
for p = 2, of the more general Learning With Errors (LWE)
problem, which is defined for arbitrary vector spaces Z,,.

Since the Jain et al. system operates directly at the binary
level, it is a reasonable candidate for applications with hard-
ware constraints that require fast low-level implementations.
For example, Prada-Delgado, Baturone, Dittmann, Jelitto and
Kind [38] demonstrated how to use this ZKP to implement a
Physical Unclonable Function (PUF) on a microcontroller.

However, despite these contributions, the potential and
understanding of the original ZKPs of Jain et al. [35] and
the work building on it is limited in the following aspects:

1) Slow verifier: While the prover of these ZKPs is computa-
tionally light, the computational complexity of the verifier
of the original ZKPs is several orders of magnitude
higher and therefore hardly practical. This is reflected,
for example, in the benchmarks presented by Bellini,
Gaborit, Hasikos, and Mateu [11] (Table 5 in their paper).
Their performance results show that in the underlying
Y.-protocol of the basic ZKP (i.e., proving the well-
formedness of a single commitment), the prover needs



less than 2 ms to produce the proof, while the verifier on
average needs more than 116 ms to verify it.

2) Security understanding: The understanding of whether
and how these ZKPs provide the desired security proper-
ties needs to be improved. First, while Jain et al. have pro-
vided handwritten security proofs for their commitment
scheme and (the basic version of) their ZKP, the security
of their schemes has not yet been formally verified.
Second, the complexity of these ZKPs makes it difficult to
understand them and, as we will show, to implement them
correctly in a way that guarantees security in practice.

3) Limited application scenarios: The applications of these
ZKPs in the literature is currently focused on the Internet
of Things (IoT). However, it has not been researched
whether these cryptographic protocols can also be used
for other privacy-preserving applications.

A. Our contributions

We make the following contributions to further develop the
potential and understanding of this code-based ZKP:

1) Optimization: We show how the original ZKPs of Jain
et al. can be modified in a simple but effective way so
that the computational complexity of the verifier becomes
as light as that of the prover. Our modification fully
preserves the security of the original ZKPs: the main
idea behind this optimization is that the prover sends
some additional information to the verifier that the verifier
would otherwise have to compute itself in a relatively
inefficient way. Since we are not aware of any related
work using the same trick, we suspect that it may be
of independent interest. Our benchmarks show that our
version of these ZKPs can be realized several orders of
magnitude more efficiently than before.

2) Security review: We reviewed the only open source im-
plementation [11] of the original ZKP and found that it
does not implement it correctly. We show that a malicious
prover in their implementation can exploit this inconsis-
tency to convince an honest verifier of the correctness of
a false statement.

3) Formal verification: We formally prove for the first time
the security of the commitment scheme and of the full
(optimized) ZKPs in EasyCrypt.

4) New application: We show how to create an efficient
ZKP of shuffle whose security reduces to the LPN
problem. These cryptographic protocols are common
building blocks for verifiable mixing networks [29] that
can anonymize sensitive data in a verifiable way. As
a concrete application, we present the first code-based
verifiable e-voting protocol.

B. Related work

1) Code-based ZKPs: The original idea of code-based
ZKPs dates back to the seminal work of Stern [42]. Since then,
many code-based ZKPs have been proposed in the literature.
There are essentially two groups of code-based ZKPs, depend-
ing on whether they prove specific or arbitrary statements. The

ZKPs in the first group (e.g., [13], [33], [14], [27], [36]) prove
knowledge of a committed or encrypted value, which can be
used to create efficient code-based signatures. In the second
group, however, there are much fewer protocols in the litera-
ture, namely the one by Jain et al. [35] (which we study in this
paper) and [11], [24]. From a security perspective, the main
difference between [35] and [11], [24] is the metric that they
apply to measure the distance of a code: the first work uses
the Hamming metric and the two other use the rank metric.
While assuming the rank metric can lead to more efficient
constructions, this general approach is controversial because
several rank-based cryptographic primitives have already been
broken (see, e.g., [9] and the references therein). This means
that, to the best of our knowledge, the ZKP of [35] is the
only one in the literature to prove arbitrary statements among
committed values and whose security reduces to the (currently)
undisputed assumption that it is computationally intractable to
decode random linear codes in the Hamming metric.

The ZKPs of Jain et al. [35], which we verified, are
examples of “Stern-style” sigma protocols. Stern’s work [42]
does not use the language of sigma protocols since it predates
that notion, but it has the requisite 3-round structure. The
kind of soundness achieved by a Stern sigma protocol is
not the usual definition of special soundness but rather what
has subsequently been called [-special soundness [16], since
the extractor is allowed [ accepting transcripts with distinct
messages; specifically for “Stern-style” sigma protocols [ is 3.
The basic problem being addressed which prevents the use of
more standard sigma protocols is that the witness has low
weight and so masking it in a way which preserves both
soundness and zero-knowledge is non-trivial. The solution
is to commit to the mask and masked secret as normally
with a cut-and-choose ZKP, along with permuted versions of
these two values. Depending on the challenge either check the
consistency of mask and permuted mask, masked secret and
permuted masked secret, or the weight of the permuted secret.

2) Formal verification of code-based cryptography: To the
best of our knowledge, there has been no specific work on
the formal verification of code-based cryptography outside of
information-theoretic analysis. In this sense, our work breaks
new ground; however, as we have already observed, the LPN
problem is a specific instance of the LWE problem. LWE,
and lattice-based cryptography more generally, has been a
significant focus of formal verification including works on
Saber [34], Dilithium [7], and Kyber [3]. In fact, we use the
EasyCrypt libraries designed for lattice-based cryptography
with additional constraints to restrict us to the LPN setting.

Sigma protocols have seen a significant amount of formal
verification including [10], [2], [25], [28]; to our knowledge of
these only [28] supports [-special soundness. Moreover, to our
knowledge all the existing work targets Schnorr style sigma
protocols [40] (proving knowledge of some preimage) or sim-
ple cut and choose with a challenge space of 2. We preferred
to make use the existing support for LWE in EasyCrypt rather
than the existing support for [-special sound sigma protocols
in Coq. Extending the work of [10], [2] to cover Stern style



sigma protocols would be interesting but we expect it would
be complicated, if not impossible, given that the Stern style
protocols do not appear to have the homomorphic property
which is relied upon.

3) Post-quantum ZKP of shuffle: Several post-quantum
ZKPs of shuffle have been proposed in the literature [4],
[5], [32], [31], [21], [20]. Their security reduces to the Ring
Learning With Errors (RLWE) assumption, which is often
assumed to create more efficient lattice-based ZKPs. However,
this advantage comes at the cost of a potentially lower security
guarantee because RLWE requires specially structured lattices
in contrast to the pure LWE assumption. In contrast, the
security of our proof of shuffle reduces to the hardness of
decoding random linear codes, which, as mentioned above, is
a more conservative hardness assumption.

4) Post-quantum verifiable e-voting: There are basically
two ways to achieve verifiable e-voting, which differ in the
way ballots are verifiably counted: homomorphic tallying and
verifiable mixing.

For homomorphic tallying, the encryption (or commitment)
scheme to encrypt the voters’ ballots is additively homo-
morphic. This property is used to first aggregate the voters’
ballots homomorphically and finally decrypt (or open) the
aggregated ciphertext in a verifiable way. The main advantage
of this approach is that the aggregation is verifiable by anyone
without any further proof. Since the voters need to prove the
well-formedness of their encrypted ballots, which can become
expensive in terms of memory and time, homomorphic tallying
is particularly useful for elections with simple ballot types
(e.g., yes/no elections). The only post-quantum solutions for
homomorphic tallying in the literature are the lattice-based e-
voting protocols Evolve [23] and Epoque [18].

For verifiable mixing, the encrypted ballots are processed
through a mixing network. This is a sequence of so-called
mixing servers that successively re-randomize and shuffle the
voters’ encrypted ballots. Since voters do not have to prove
the well-formedness of their ballots, this approach can handle
arbitrarily complex ballot types. There are several techniques
for making a mixing network verifiable [29]. The ones that
have been used in the literature for post-quantum e-voting
are the lattice-based ZKPs of shuffle mentioned above and
the so-called trip-wire technique [17]. Unlike the existing
post-quantum ZKPs of shuffle, which are all based on the
RLWE assumption, the trip-wire technique can also be realized
efficiently with cryptographic primitives that are based on the
(more conservative) pure LWE problem, and it avoids a lattice-
based ZKP of correct decryption [26], [41]. On the other hand,
the trip-wire technique requires an active verifier, while the
ZKPs of shuffle can also be verified passively.

II. PRELIMINARIES

We introduce the notation we use throughout this paper
and the definitions of commitment schemes, zero-knowledge
proofs, 3 protocols, and the (exact) Learning Parity with
Noise (LPN) assumption. We have adopted the notation and
definitions from the original paper for consistency.

A. Notation

We denote vectors by bold lowercase letters a, matrices by
bold uppercase letters A, probabilistic polynomial time (ppt)
algorithms by sans-serif letters A, and sets by calligraphic
letters A.

We use a < A to denote that a is drawn uniformly at
random from the set A, a <£ x to denote that a is drawn

according to a probability distribution y, and a & A to denote
that a is a result of a randomized algorithm A.

We define the sets Z = {0,1} and ZF = {0,1}*. The
Hamming weight of a vector a € ZF is ||a; = Ele ali].
We define the set of all k-bit vectors of weight exactly w
as IF = {a € Z*: ||a|; = w}. We denote the all-zeroes
vector by 0* and the all-ones vector by 1¥. We denote the
concatenation of a and b by a||b.

We denote the symmetric group on k elements by Sg, and
the permutation of a vector a € Z% with permutation 7 € Sy,

by w(a)[-] = a[r(-)].

B. Commitment scheme

A commitment scheme allows a party to commit to a
message without revealing the message itself (see App. A).

The commitment scheme we study satisfies the following
security properties: (1) correctness guarantees that if the
public key pk and the commitment are generated correctly,
then the verification algorithm accepts (with overwhelming
probability), (2) perfectly binding ensures that a commitment
can only be opened to one message, and (3) computationally
hiding guarantees that a commitment does not reveal the
committed message. See App. A for the formal definitions
of these properties.

C. Learning Parity with Noise

The Learning Parity with Noise (LPN) problem asks to
distinguish “noisy” systems of binary linear equations of the
form A -s @ e, where e is the noise, from uniformly random
binary vectors.

Definition 1 (Learning Parity with Noise (LPN)): For k,{ €
N, let x be an error distribution over Z*. The decisional
(x, ¢, k)-LPN problem is (s, €)-hard if for every distinguisher
D of size s:

Pr [D(A,A -x®e)=1]— Pr [D(A,r) =1]| <e¢,
A,x,e Ar
where A <& 7h%¢ e Ly ¢ £ Tk and x £ ¢

For 7 € (0, %), we denote by LPN. the version of
LPN, where x is the Bernoulli distribution and every bit
eli] is chosen independently and identically distributed with
Prleli] =1] =r.

Jain et al. [35] introduced the following new version of
the LPN problem on which the security of their commitment
scheme and ZKP will be based. In the exact LPN problem
with parameter 7, the Hamming weight of the error vector is
exactly [k7], not only of expected weight k7 as in LPN,.

Definition 2 (Exact Learning Parity with Noise (xLPN)):
Let £,/ € N and let 0 < 7 < 1/2 be the noise parameter.



The decisional exact (7,¢,k)-LPN problem is (s,e€)-hard if
for every distinguisher D of size s:

AP1r [D(AA -xPe)=1]— II;r [D(A,r) =1]| <k,

whereA&Ik”,eﬁI r(ﬂlk, andx(ﬁl'[ is fixed
and secret.

Jain et al. proved that the hardness of the decisional xLPN.;
problem is polynomially related to the hardness of the search
LPN, problem, which itself is based on the hardness of decod-
ing random linear codes [15]. We will choose the parameters
of the commitment scheme and ZKP such that these reductions
hold true.

k7]

D. Zero-knowledge proofs of knowledge and Y-protocols

A Zero-Knowledge Proof (ZKP) is an interactive protocol
between two parties, the prover P and the verifier V. The
prover P wants to convince the verifier V that a certain
statement x is true without revealing any further information.

More formally, the common input to the prover and the
verifier is a binary relation R and a statement x. The secret
input to the prover is a witness w such that (z,w) € R.
Now, the prover wants to convince the verifier that there exists
w such that (z,w) € R without revealing any information
about w. For example, R can model that the messages of
two commitment vectors are equal modulo permutation, when
x contains the two commitment vectors and w contains the
messages and the permutation.

The ZKPs that we study in this work are created with so-
called X-protocols (see App. A). They can be turned into
non-interactive ZKPs with the Fiat-Shamir heuristic or into
interactive ZKPs with standard techniques, such as [22].

III. ORIGINAL SCHEME
A. Commitment scheme

The commitment to a message m € ZV is Com(m) =
A - (r|m) @ e, where A € ZF*(*+?) is public random binary
matrix, r € Z* is a uniformly random vector, and e € Z* is a
uniformly random vector with fixed low weight.

Definition 3 (xLPN commitment scheme [35]): Let £ € N
be the main security parameter, 0 < 7 < 0.25 be the noise
parameter, v € N be the message length, k& € O(¢ + v),
and w = [rk] be the weight. We assume these parameters
as implicit input to all algorithms.

o KeyGen:

1) Sample A’ <& ZFXE and A7 & Thxv,

2) Return public key A = A’||A” € TF*(¢Hv),
e Com(A,m):

1) Sample r <% 7% and e <& TF.

2) Setc=A - (r|m)De.

3) Return commitment/opening pair (c, (r,e)).
o Ver(A,c,m',r'):

1) Compute € = A - (r'|m’) ® c.

2) Return 1 if ||€’||; = w and O otherwise.

Jain et al. provided a handwritten proof that this commit-
ment scheme is perfectly binding and computationally hiding
if the parameters are chosen such that the respective xLPN.;
problem is hard and such that (with overwhelming probability)
the public key A has weight larger than 2w.

B. Y-protocol

Jain et al. proposed three LPN-based ¥-protocols for spe-
cific relations that can be combined to construct an LPN-
based X-protocol for any relation. The first X-protocol proves
the well-formedness of a single commitment, the second
one linear and the third one multiplicative relations between
commitments. Essentially, the 3-protocols for linear and mul-
tiplicative relations are built with several instances of the
Y-protocol of well-formedness and some mechanisms for
assembling these instances.

Since the X-protocol of well-formedness is the main com-
ponent of the general-purpose X-protocol, we restrict our
following summary to this >-protocol. (We have still formally
verified all X-protocols.) The full protocol is presented in
Fig. 1. In this protocol, the joint input to the prover and the
verifier is a pair (A,c), and the prover wants to convince
the verifier that it knows (e,s) such that c = A - s @ e and
|le]|1 = w hold true.

1) Main idea: The main idea behind this protocol is as
follows. In the first step, the prover creates a mask t = A-v®f.
Now, at a higher level, depending on the challenge of the
verifier, the prover either reveals the mask or the masked
commitment. To ensure that the masked commitment does
not leak any information about the original commitment c,
in particular about the noise vector e, Jain et al. used the
following trick. First, the vector f in the mask is chosen
uniformly at random from Z* (and not from Z¥ as in an xXLPN
commitment). Second, the prover shuffles f & e with a random
permutation 7 that serves as an additional mask.

2) Protocol flow: Based on this idea, the X-protocol works
as follows. In the first step, the prover creates two masks:
a random permutation 7 and a vector tg = A - v @ f,
where v and f are chosen uniformly at random. Then, the
prover creates the following three commitments (here, the
commitment scheme can be any perfectly binding commitment
scheme): ¢y commits to the pair of masks 7w and tg, c¢; to
the permutation of f with 7, and cy to the permutation of
f ® e with m. Afterwards, the prover sends the commitments
a = (cg,c1,c2) to the verifier, who responds with a random
challenge e € {0,1,2}. If e = 0, the prover opens ¢y and
c1, if e = 1, the prover opens ¢y and co, and if e = 2,
the prover opens c¢; and cy. Then, the verifier checks the
correctness of the respective openings and, depending on the
challenge, also verifies the following. If e = 0, the verifier
checks whether to@7~1(t1) is in the image of A and whether
m is a permutation. If e = 1, the verifier checks whether
to ® 7 1(t2) @ c is in the image of A. If ¢ = 2, the verifier
checks whether ||t1 @ ta]|1 = w.

3) Security: Jain et al. presented a handwritten proof why
this protocol is in fact a X-protocol according to Definition 5.



We formally verified this theorem in EasyCrypt (see Sec-
tion VI). We now explain on a more intuitive level why the
security holds true.

To see why this protocol is special honest-verifier zero-
knowledge, observe that for challenge e = 0, the output of the
verifier does not contain any information about c; for challenge
e = 1, the secret vector v perfectly blinds f, which itself
perfectly blinds e; for challenge e = 2, the secret permutation
m perfectly blinds f and f ¢ e.

This protocol provides special soundness because when we
assume that the checks for all possible challenges e succeed,
then the validity of all individual checks implies the existence
of (s',e) with A-s' @ e’ and |€/|; = w.

IV. OPTIMIZATION

We show how the computational efficiency of the verifier
algorithm in the original X-protocols (Section III) can be
improved by several orders of magnitudes in a simple way
without affecting security. Since it is easy to see that our
improvement applies to all X-protocols of this family (linear
and multiplicative relations), we here focus on the basic
protocol for proving knowledge of a valid opening.

A. Problem

The ve?riﬁer in the original protocol checks whert)her to ®
7 1(t1) € img(A) for e = 0, and to @71 (t2) Dc € img(A)
fore=1.

While numerical linear algebra provides different algorithms
to verify whether a given vector is in the image of a linear
function (here, the linear function defined by A), the com-
putationally best algorithms (to give an exact, not only an
approximate answer) we know have efficiency O(n?), where
n is the size of the vector. This issue is for example reflected
in the benchmarks of [11] who implemented the original -
protocol [35]. They report that the time for checking one of
these two equations is more than 170 ms, while each other
operation (i.e., sampling random elements and permutations,
computing and verifying commitments, checking Hamming
weights) requires about 0.5 ms or less.

Since the X-protocol needs to be repeated several times to
reduce the knowledge error, this drawback creates a significant
practical overhead that makes the original Y-protocol infeasi-
ble for many realistic applications.

B. Our solution

Our main observation is that in the original protocol, the
verifier gets enough information to efficiently compute all

?
solutions of the equations to @ 7~ 1(t;) € img(A) for e = 0,
?

and to ® 7 1(t2) ® c € img(A) for e = 1.

We therefore propose to augment the output of the prover
by its solutions to these equations, namely v in the first case
and v/ = v@s in the second one. While this modification does
not affect the zero-knowledge property of the scheme, it allows
the verifier to check these two equations more efficiently by
to@m () = A-vfore=0,and to®r !(ty)Pc = A-v'
for e = 1.

We have modified the corresponding checks in Bellini et
al.’s implementation' accordingly and tested their efficiency
on a standard laptop. The parameters ¢ = 128, k = 1320, v =
2640, w = 284 were chosen such that the underlying decoding
problem requires at least 2'2® operations with a quantum or
classical computer; see Section 5.1 in [11] for details.

We ran both the original and our optimized subroutine on
standard machine. We found that the optimization makes the
subroutine 7137 times faster on average. Applying this factor
to the runtime of more than 170 ms reported by Bellini et al.,
we interpolate that the runtime of the optimized subroutine
in their setup requires less than 0.025 ms. Interestingly, our
(simple) improvement makes Jain et al.’s ZKP similarly fast
to Bellini et al.’s rank-based ZKP, even though it is based on
a more conservative hardness assumption.

We note that the size of the transcript of the X-protocol is
bounded by 7% -k = 1.265 Kilobytes, when we choose the
parameters as above and instantiate the commitment scheme
Com’ with the Jain et al.’s commitment scheme (Section III).

C. Security

We provide two proofs that the optimized version is a -
protocol for the (original) relation R = {((A,c), (s,e)): c =
A -s®eAle|l1 = w}. Our first proof is a pen-and-paper proof
that we present in this section. Our second proof is formally
verified (see Sec. VI).

a) Correctness.: We show that if the prover and verifier
are honest, then the transcript is always accepted by the
verifier:

o If the challenge is 0, we have to ® 7 1(t1) = (A-v®

flof=A v.

« If the challenge is 1, we have to®m 1 (t2)dc = A(vPs).

o If the challenge is 2, we have ||t; @tz = [|[f® (f &

e)lli = el = w.

b) Special soundness.: We show that from three accept-
ing transcripts for challenges 0, 1, and 2, we can efficiently
extract a witness (s, e) for the statement (A, c). If the tran-
scripts are accepted, it follows from the binding property of the
commitment scheme (Com’;Ver') that to 7 1(t;) = A-v
and to ®7 1 (t2) ®c = A(v@s). By adding these equations,
we obtain the first part of the witness, s, and by adding A - s
to ¢, we obtain the second part e.

c) Special honest-verifier zero-knowledge.: For each
challenge ¢ € {0,1,2}, we show how to modify the real
protocol with the knowledge of e but without knowledge
of the witness, so that the resulting family of transcripts is
indistinguishable from the family of transcripts of the real
protocol. Our simulator is identical to the real protocol except
for the following changes:

e« e=0: We set (ca,dz) <& Com’(0).

o €= 1: We sample t Aok v Bt and 7 &S,
We set to « A - v/ @ c @ nL(ts) and (c1,dy) <&
Com’(0).

See https://github.com/Crypto-TII/2020-CANS-rank_commitments (ac-
cessed 26.04.2024).



Original X-protocol of well-formedness

Prover P((A,c), (e,s))

T S, v & T B TR
(co,do) < Com/(m,to = A -v & f)
(c1,d1) <% Com'(t, = n(F))
(c2,ds) <& Com/(t2 = n(f @ €))

a = (co,c1,C2)

Verifier V(A, c)

e & {0,1,2}

if e =0 then

Z (ﬂ,to,tl,do7d1)
elseif e = 1 then

Z (7T,t07t2,d07d2)
elseif e = 2 then

Z (tl,tz,dl,dg)

if e =0 then
Vel’/(to, Co, do)

2

1,Ver'(t1,cl,d1) ; 1

? ?
to® 7 ' (t1) € img(A), 7 € S
if e =1 then

Ver (o, co, do) = 1, Ver (ta, ca,d2) = 1

to @7 ' (t2) B c € img(A)
if e = 2 then

Ver'(t1,c1,d1) ~ 1, Ver'(tz, c2, d2) 1
62 @ t2fly = w

Fig. 1: Original X-protocol for R = {(A,c),(e,s): c=A-s@eA |le]y = w} (well-formedness of a commitment).

e ¢ = 2: We sample t; <£ 7% and to <£ I{f,. We set
R
(C(),d()) <— COI’T‘I/(O)
From the hiding property of the commitment scheme

(Com’, Ver), it follows that the real and the modified protocol
are indistinguishable.

V. SECURITY REVIEW OF IMPLEMENTATION

We discovered that the only open-source implementation of
the ZKP [35], namely the one by Bellini et al. [11] (see Fig. 3),
is not correct and therefore does not provide soundness. In
fact, for the following reason, a malicious prover in their
implementation can cheat without being caught. We note that
the same soundness issue also applies to the implementation
of the rank-metric ZKP that [11] proposed themselves.

The issue is that the first commitment ¢y of the prover
does not contain the permutation 7, i.e., the prover in their
implementation computes ¢o as Com(tp = A - v @ f) instead
of Com(m,tg = A - v @ f), as defined in [35]. In this way, a

malicious prover can convince an honest verifier that a vector
c = A-s®e is supposedly well-formed even when ||e||; # w.

For example, consider the case that kK = 3, w = 1, A =
[(1,0,0),(0,1,0),(0,1,0)], and ¢ = A - s for some arbitrary
s. Although (A, c) is not a valid statement (because e = 03),
a malicious prover can convince an honest verifier otherwise,
as described next.

First, the dishonest prover chooses ty = 02, t; = (1,0, 1),
and to = (0,0,1). If e = 0, the prover returns to,t;, and
mo = (12)(3) to the verifier, and if e = 1, it returns tg, t2,
and 71 := (13)(2). If e = 2, the prover just sends t; and ts.
Although |le||; = 0 # w, the verifier in their implementation
accepts the transcript because all equations are correct (note
that the vectors in img(A.) are of the form (a,b, )" for a,b €
I):

e e=0:tg@my (t1) =(0,1,1)! € img(A).

ee=1:tg@m (t2) ®c=(1,0,0)! @ A-scimg(A).

e e=2: ||t1 @tg”l = ||(1,0,0)t||1 =1=w.



Optimized Y-protocol of well-formedness

Prover P((A,c), (e,s))

Tl Sy, v & T B TR
(co,do) <& Com'(m,to = A - v @ f)
(c1,d1) <& Com'(t; = 7 (£))
(c2,ds) <& Com'(t2 = n(f D e))

a = (co,c1,c2)

Verifier V(A,y)

e <2 {0,1,2}

if e = 0 then
Z <= (7r7t07t17d07d17)

elseif e = 1 then

(ot s [T 03]

elseif ¢ = 2 then
2 4+ (t1,t2,d1,d2)

if e =0 then

Ver/(to,co,do) z 1,Ver'(t1,cl,d1) 9
?

wor i) Za-v]ris,

if e =1 then
Ver'(to, co, do) ~ 1, Ver'(ta, c2, d2) 21
woreodiar]

if e =2 then
Ver'(t1,c1,d1) 2z 1, Ver'(ta, c2, d2) 24
[t @ to]l1 = w

Fig. 2: Optimized 3-protocol for R = {(A,c),(e,s): c=A -sdeA |e||; = w} (well-formedness of a commitment)

VI. VERIFICATION

We have verified all the main results of [35] in the inter-
active theorem prover EasyCrypt; note that EasyCrypt only
considers classical adversaries so while we reduce to a Post-
Quantum assumption we do not prove the result for quantum
adversaries. We expect that these results could be lifted to
Quantum Adversary’s using EasyPQC [8] but we have not
done so. Our proof files and verification instructions can be
found at https://github.com/gerlion/zkp-xpln.

Our EasyCrypt proofs use the standard EasyCrypt definition
of a X-protocol with some modifications to handle the need for
three accepting transcripts to be extracted, and the restriction
of the challenge space to be the integers modulo 3. We use
a standard linear algebra library (DynMatrix) restricted to
the case where the underlying field has two elements. We
introduce a variant of the standard commitment protocol which
gives the adversary access to certain auxiliary information in

the hiding experiment, this information does not depend on
the message to be committed to. We include a discussion of
the axioms we used in Appendix C. Below we include the
various final lemmas we proved in EasyCrypt; we do not have
space to include all the definitions, which can be found in
the supplementary material, but this should nevertheless give
a feel for our results.

a) Theorem 3.1: The correctness, binding, and hiding of
the commitment scheme.
JKPT12 commitment scheme has prefect correctness.

lemma JKPT12_correctness:

hoare[ Correctness (JKPT12). main: true ==> res].

For any adversary the chance it can win the binding game
is bounded by the chance that the sampled generator matrix
of the linear code does not have distance larger than 2w.
This value is negligible for given proper choices of k, [, and v.



Flawed >-protocol of well-formedness (as implemented in [11])
Prover P((A,c), (e,s)) Verifier V(A, c)

R R R
T S, v s T F L TR

(c1,d1) <& Com'(t; = = (f))
(c2,da) <& Com/(ty = m(f @ e))

a = (co,c1,C2)

e <2 {0,1,2}

if e =0 then

Z (ﬂ,to,tl,do7d1)
elseif e = 1 then

Z (ﬂ,to,fq,dmdg)
elseif e = 2 then

Z (tl,tz,dl,dg)

if e =0 then
Vel’/(to, Co, do)

; 1,Ver'(t1,cl,d1) ; 1
?

to @7 ' (t1) € img(A), €S
if e =1 then

Ver' (to, co, do) Z 1, Ver'(tz, c2, d2) z

\
—

to ® 7 (t2) @ c € img(A)
if e =2 then

Vel’l(t1,C1,d1) ; 1,Ver/(t2,cQ,d2) ; 1
[t1 & tall1 = w

Fig. 3: Implemented X-protocol for R = {(A,c),(e,s): c = A-s@eA|e|1 = w} (well-formedness of a commitment)
by [11].

= 1%r.
lemma JKPT12_computational_binding (B<:Binder) &m: ’

islossless B.bind => . ..
Pr[BindingExperiment (JKPT12, B).main() @ &m : res] The valid open ZKP has perfect binding.
<= mDist k 1 v.

lemma ValidOpenProt_Sound (F <: SigmaFaker) &m:
hoare[ SpecialSoundnessExp (VOProt,

The adversary chance of breaking hiding reduces to the exact VOAlg, F).main : true —> res].

LPN problem.

lemma JKPT12_comp_hiding (U<:Unhider) &m: The adversary’s advantage against the hiding property of the
islossless U.choose => valid open ZKP is bounded by its ability to break the hiding

islossless U.guess =>
Pr[HidingExp (JKPT12,U). main() @ &m : res] —-1%r/2%r =

Pr[GameL(A(U)). main() @ &m :res]- lemma ValidOpen_ZK s w e &m :
Pr[GameR(A(U)). main() @ &m : res].

of the used commitment scheme.

R s w=>
e \in range 0 3 =>
b) Theorem 4.1: The completeness, soundness, and islossless D.distinguish =>
(honest-verifier) zero-knowledge of the valid opening ZKP. Pr[SHVZK(VOProt, VOAlg, D).simulate(s,e) @ &m : res]
. —  Pr[SHVZK(VOProt, VOAlg, D). real(s,w,e) @ &n : res]
The valid open ZKP has perfect completeness. <= Pr[HidingExpL (U(D)). main((s,w,e)) @ &m : res] —

D 1di a1 Q .
lemma ValidOpenProt_Completeness s w' &m: R s w' => PriHidingExpR (U(D)) . main((s,w,e)) @ &m : res].

Pr[Completeness (VOProt). main(s, w') @ &m : res]




c) Theorem 4.2:: The completeness, soundness, and
(honest-verifier) zero-knowledge of the linear relation ZKP.
The linear relation ZKP has perfect completeness.

lemma LinerRelProt_Completeness s w' &m : s w' =>
Pr[Completeness (LRProt). main(s, w') @ &m res] =

The linear relation ZKP has perfect binding.

lemma LinearRelProt_Sound (F <: SigmaFaker) &m:

hoare[ SpecialSoundnessExp (LRProt, LRAIlg, F).main
true ==> res|.

The adversary’s advantage against the hiding property of the
linear relation ZKP is bounded by its ability to break the hiding
of the used commitment scheme.

lemma LinearRelPro_ZK s w e &m :

R s w=>

e \in range 0 3 =>

islossless D.distinguish =>

Pr[SHVZK(LRProt, LRAlg, D).simulate(s,e) @ &n :
—  Pr[SHVZK(LRProt, LRAlg, D). real(s,w,e) @ &m : res]
<= Pr[HidingExpL (U(D)). main((s,w,e)) @ &n : res] -

Pr[HidingExpR(U(D)). main((s,w,e)) @ &m : res].

d) Theorem 4.3: The completeness, soundness, and
(honest-verifier) zero-knowledge of the multiplicative relation
ZKP.

The multiplicative relation ZKP has perfect completeness.

lemma MultiRelProt_Completeness s w' &m:
R s w =>

Pr[Completeness (MRProt). main(s, w') @ &m res] =

The multiplicative relation ZKP has perfect binding.

lemma MulitRelProt_Sound (F <: SigmaFaker) &m:
hoare[ SpecialSoundnessExp (MRProt, MRAlg, F).main
true ==> res|.

The adversary’s advantage against the hiding property of the
multiplicative relation ZKP is bounded by its ability to break
the hiding of the used commitment scheme.

lemma MulitRelProt_ZK s w e &m :

R s w=>

e \in range 0 3 =>

islossless D.distinguish =>

Pr[SHVZK(MRProt, MRAIlg, D).simulate(s,e) @ &n : res]
—  Pr[SHVZK(MRProt, MRAIlg, D). real(s,w,e) @ &m : res]
<= Pr[HidingExpL (U(D)). main((s,w,e)) @ &mn : res] -

Pr[HidingExpR (U(D)). main((s,w,e)) @ &m : res].

The proofs of the ZKPs are tedious but relatively straight-
forward to construct and verify. The only real problem is that
the sheer complexity of the linear and multiplicative ZKPs
caused problems for EasyCrypt. It seems that the more recent
versions of EasyCrypt are able to handle the complexity and
we have been able to remove a number of the tricks we initally
employed.

We discovered the flaw in the existing implementation
(Section V) by comparing it to the EasyCrypt encoding. Since
the EasyCrypt encoding is much closer to code and therefore
much easier to compare, it makes, for example, explicit many
of the input validations that are implicit in the original paper.

VII. PROOF OF SHUFFLE

We present the first proof of shuffle whose security reduces
to the hardness of decoding random linear codes.

1%r . The concept of our proof of shuffle follows the cut-and-

choose idea by Sako and Kilian [39], which they instantiated
with ElGamal’s public-key encryption scheme and correspond-
ing zero-knowledge proof based on the hardness of the discrete
logarithm. An implementation of their proof of shuffle is used,
for example, in the Helios e-voting system [1]. In this section,
we show how to instantiate this blueprint with the optimized
LPN-based X-protocols from Sec. IV.

a) Notation.: In the following, we generalize our nota-
tion of commitments to vectors by applying the commitment
scheme to individual entries of the vector.

res] A. Main idea

Assume that we have a vector of commitments ¢ and a
vector of plaintext messages 1 such that ¢ € Com(o(m))
for some secret permutation o. In the first step of the under-
lying interactive protocol, the prover creates an intermediate
commitment vector § <~ Com(m(m)) to the same vector of
messages m but with an independent random permutation 7.
Depending on the challenge from the verifier, the prover either
opens 7 to show that it is in fact a commitment to 1, or the

1%prover reveals o’ < o o~ and proves that the commitment

vectors ¢ and ¢’(¥) contain the same (secret) messages. To
prove the latter property, the prover and the verifier run as a
subroutine the X-protocol for proving equality of committed
messages, which we can derive from the (optimized) -
protocol for linear relations, as described next.

As usual, this protocol can be turned into a NIZKP for
the same relation using the Fiat-Shamir transformation and by
repeating it several times to reduce the soundness error.

B. Subroutine

A main component of our proof of shuffle is the X-protocol
of plaintext equality. We now describe how to realize this sub-
routine for the LPN-based commitments with the (optimized)
Y-protocol for linear relations.

In fact, the X-protocol for linear relations can be used to
prove that three commitments c1, Co, c3 satisfy ¢; = Com(m;)
(for all ¢ € {1,2,3}) and X; - m; & X - my = mgy for
some (mutually known) matrices X1, Xo € ZY*, which
define the linear relation. Now, the required Y-protocol for
plaintext equality is an instance of this general linear relation
for X; = 1Y*% and Xy = 0Y*". We fully describe this -
protocol in Fig. 4. Essentially, it consists of running the -
protocol of well-formedness (Fig. 2) twice, plus an additional
(computationally negligible) extra check.

To generalize this -protocol to commitment vectors, we
can simply run it in parallel for all vector entries and merge
these parallel runs into a joint one.



Optimized Y-protocol of plaintext equality

Prover P((A, c1,c2), (e1,e2,s1,s2))

x & 7Y
foreach i in{1,2} do
TG <£ Sk,ui (ﬁ Iz,fi <£ Ik
Vi < uin
(ci0, di0) €= Com’(mistio = A - vi & F)
(Ci71,di71) <£ Com/(ti,l = Wl(fl))
(07;72, di,g) <£ COm/(tLQ = 7T7;(fi D el))

a < (Ci0,Ci1,Ci2)ic{1,2}

Verifier V(A, c1, c2)

e <X {0,1,2}

if e =0 then

z 4= (misti0,ti1,dio, din, Vi)ieq1,2)
elseif ¢ =1 then

v (W] = v, @ sy

Z (ﬂ'iyti,()’ti,%di,()ydi,%Vg)ie{l,Q}
elseif e = 2 then

z < (ti1,tio, din, di2)ic(1,2}

if ¢ =0 then
foreach i in{1,2} do
Ver' (ti,0, ¢i,0, di0) = 1, Ver'(ti1, ci1,din) L1
?
tio® Wfl(tm) ZA- Vi, T € Sk
X1 = X5 (where (usl|xi) = vi)
if e =1 then
foreach i in{1,2} do

Ver' (ti.o, o, dio) = 1, Ver (ti2, cio, dio) = 1
—1 ? /
tio@m (ti2) Pci=A-v;
rT
X1 = X9

if e =2 then
foreach i in{1,2} do

2

Ver'(ti1, i, din) = 1,Ver (ti2, ciz, dio) = 1
[[ti1 @ ti2

L w

Fig. 4: ¥-protocol for R = {((A,c1,c2), (e1,e2,81,82)):c1 = A-s;PejAca = A-soDex A(TFry,ro €I Im € IV: s =

(r1]jm) A s2 = (r2]jm))} (equality of plaintexts).

C. Protocol flow

The full proof of shuffle works as follows (see Fig. 5). The
prover takes as input a statement/witness pair ((¢,m), (o,d))

that is in the shuffle relation

—=

R = {((&m), (0,d)): Ver'(o(1), & d) = 1}

and the verifier takes as input the statement (&, m).

In the first step, the prover chooses a random permutation 1,
. S - R - .
and then commits to 7(1m) as (¥, ) «— Com(m(1)). The veri-

fier gets ¥ and returns a random bit e £ {0,1} as a challenge.
If the challenge bit is 0, the prover returns z < (7, ) so that



Y-protocol of shuffle

Prover P((¢,m), (o,d))

R
T—S

(7,6) & Com(x (1))

Verifier V(¢ m)

e & {0,1}

if e =0 then

z  (m,9)

elseif e = 1 then

2 (o' =con )

—

Fig. 5: Interactive proof for R = {((¢,m), (o,d)): Ver(c(m), ¢, d)

plaintext equality described in Fig. 4.

the verifier can check whether Ver' (7 (1), 7, ) < 1. Other-
wise, if the challenge bit is 1, the prover returns ¢’ = com~ L,
and then the prover and the verifier run the X-protocol of
plaintext equality P.,, where the input to the prover is the
statement/witness pair ((Z,0’ (%)), (o(m),d,0’(6))) and the
input to the verifier is the statement (¢, o’(¥)). If the respective
check is positive, the verifier returns 1, otherwise it returns 0.

D. Security

We refer to [30] for a formal security analysis, where an
abstract version of our proof of shuffle was formally verified
(with the cryptographic primitives as black boxes). Since we
proved in the previous sections that the commitment scheme
and the X-protocol of plaintext equality, which we use to
instantiate the generic proof of shuffle, provide the required
properties, it follows that our code-based instantiation of this
protocol achieves the claimed features.

On an intuitive level, the underlying protocol offers special
honest verifier zero-knowledge since in each run, either the
individual links between the commitment vectors or the indi-
vidual links between the intermediate commitments and the
plaintext messages remain secret, but never both at the same
time. The protocol offers special soundness since the prover’s
openings for both challenges of the same message imply the
existence of the respective witness.

1} (proof of shuffle). P., denotes the X-protocol of

E. Efficiency

Since our interactive protocol inherits the soundness error
% of the underlying 3-protocol for linear relations, we need to
repeat it 28 or 55 times to get soundness error 276 or 2732,
respectively.

The computational complexity of the proof of shuffle is
dominated by computing and verifying the intermediate com-
mitment vector (prover: 0.197 ms, verifier: 0.03 ms, for a
single commitment, see Table 4 in [11]) and by running the
underlying Y:-protocol of plaintext equality. We further observe
that the X-protocol of plaintext equality is executed on average
in half of the repetitions and that, as explained above, it
essentially consists of running two times the X-protocol of
well-formedness (prover: 1.897 ms, verifier: 0.891 ms, for
single commitments, see Section IV). Putting these numbers
together, we can estimate that the prover can “process” ap-
proximately 17 or 9 messages per second for soundness errors
2716 or 2732 respectively. With our optimization, the speed
of the verification algorithm is about two times better than the
prover’s, but without it, the verifier would need more than 2
minutes for the same numbers of messages instead of 1 second.

The size of the transcript of the proof of shuffle is essentially
the average between the size of § and the size of the transcript
of the Y-protocol of plaintext equality. Therefore, the proof



size of the protocol is on average 1-(2-1.265+0.165) = 1.348
Kilobytes per message. Hence, for soundness errors 2716 or
2732 we need around 1 Gigabit per 3312 or 1686 shuffled
messages, respectively.

VIII. VERIFIABLE E-VOTING

We propose the first verifiable e-voting protocol whose
security and vote privacy reduce to the hardness of decoding
random linear codes.

A. Introduction

1) Overview: A voting protocol is (usually) run between an
election authority EA, a set of voters V1, ..., V,,, and a trustee
T (sometimes called tallier). The election authority EA is
responsible for setting up the election (date, set of candidates,
voting method, etc.) and for registering voters. During the
submission phase, the voters Vq,...,V,, cast their individual
votes v1, . .., Un. In the tallying phase, the trustee T then takes
these votes as input, applies the specified voting method p to
these votes, and outputs the election result p(vy,...,v,); in
our case, p will be the random shuffle function.

2) Security and privacy properties: It is obvious that, with-
out any further measures, if T is dishonest, it can manipulate
the election outcome undetectably. Therefore, secure e-voting
protocols offer public verifiability [19] to ensure that everyone
is able to verify that the final election result is correct, even
if the trustee or other participants are corrupt. Since the
mechanism for verifying the correctness of an election should
not reveal how individual voters voted, such e-voting systems
also strive for vote privacy [12], which guarantees that the
links between individual voters and their votes in the public
result remain secret.

To combine public verifiability and vote privacy, an addi-
tional party, called the public bulletin board PBB, is usually
employed. The role of PBB is to broadcast all the data
necessary to verify the correctness of the final result.

3) Verifiable mixing approach: The e-voting protocol that
we design in this paper follows the verifiable mixing approach
to combine public verifiability and vote privacy. We now
describe the high-level protocol flow of this approach.

During the submission phase, the voters V; commit to their
votes v;, send their opening values to the trustee over private
channels, and post their commitments to PBB. In the tallying
phase, the trustee randomly permutes the voters’ choices and
posts the shuffled votes to PBB. The trustee additionally
computes and publishes a proof of shuffle so that everyone
can verify that the final result is correct with respect to the
voters’ commitments, while keeping their opening values and
the overall permutation secret.

B. Protocol
1) Cryptographic primitives: We use the following crypto-
graphic primitives:
o The xLPN-based commitment scheme described Sec. III.
o The xLPN-based non-interactive zero-knowledge proof
(NIZKP) of knowledge of well-formedness II,,; derived
from the optimized Y -protocol presented in Sec. IV.

e The xLLPN-based NIZKP of shuffle II,;, derived from the
protocol designed in Sec. VII.

¢ An (arbitrary) code-based IND-CCA secure public-key
encryption scheme (KeyGen, ., Enc, Dec) (e.g., based on
the KEMs BIKE or HQC).

2) Participants: The protocol is run between the election
authority EA, the voters Vi,...,V,, the trustee T, and the
public bulletin board PBB. We assume that all messages from
the election authority, the voters, and the trustee on the public
bulletin board are authenticated (e.g., by using code-based
digital signatures).

pk>

3) Setup phase: The election authority EA determines
the main security parameter ¢ € N, the noise parameter
0 < 7 < 0.25, the message length v € N, the parameter
k € O(f + v), and the weight w = [7k]; we assume that
these parameters are implicit inputs to all algorithms of the
commitment scheme. The election authority determines the
public key A <+ KeyGen of the commitment scheme. Finally,
EA posts these parameters on PBB. The trustee T runs the key
generation algorithm KeyGen,,;. of the public-key encryption
scheme to generate its public/private (encryption/decryption)
key pair (pk, sk) and publishes pk.

4) Submission phase: Voter V,; reads all parameters from
PBB and then runs the following program:

1) Pick favorite choice m € Z".

2) Commit to m as (c, (r,e)) < Com(A, m).

3) Create a NIZKP 7, of well-formedness of c as mf <
II,¢(A,c,m,r,e).

4) Encrypt (m,c,r) under pk as e < Enc(pk, (m, c,r)).

5) Post the ballot b; < (i,c, Ty, €) to PBB.

5) Tallying phase: Trustee T reads all encrypted ballots
(i,¢,myys,e) from PBB. First, it discards all ballots that do
not have the right format. Second, it discards all ballots with
duplicate entries or with invalid proofs of well-formedness.?
For all remaining ballots, T uses its secret key sk to decrypt
the ciphertext e on that ballot and checks whether the resulting
plaintext is a valid opening of the commitment of the same
ballot; if not, it discards this ballot.

After this filtering step, the trustee T computes a uniformly
random permutation o and applies it to the votes to deter-
mine the final result r < (mg,(;))icn).” Then, T uses the
opening values (r;,€;);c[,) of all commitments (c;);c[,) and
the permutation o to compute a proof of shuffle w5, <
I (((ci)ien]> (Mi)iepm)), (0, (ri, €)ie[n))). Finally, T posts
(r,msp) to the public bulletin board PBB.

6) Verification phase: Everyone can verify whether the
proof of shuffle ms, is correct w.r.t. the committed votes
(Ci)icn) and the final result 7 < (M (;))ie[n). Furthermore,
every voter can check whether her submitted ballot b; is in the
input to the tallying phase.

2This is to prevent so-called replay attacks [37], where a targeted voter’s
ballot is duplicated in order to amplify its choice in the final election result
and thus undermine its vote privacy.

3For simplicity of notation, we assume that all ballots were correct.



C. Security

We now state and explain why the protocol designed in
Sec. VIII-B provides public verifiability and vote privacy. For
a formal security analysis, we refer to Section 5.2 in [6], where
an abstract version of our protocol (with the cryptographic
primitives as black boxes) has been formally verified. Since we
proved in the previous sections that the commitment scheme
and the zero-knowledge proofs, which we use to instantiate the
voting protocol, provide the required properties, it follows that
our code-based voting protocol achieves the claimed features.

1) Verifiability: The protocol provides verifiability under
the (general) trust assumption that the public bulletin board
PBB is honest, while the voters and the tallier can be
malicious, and under the xLPN hardness assumption. This
essentially follows from the soundness of the well-formedness
proofs of the voters, which guarantees that even a malicious
voters cannot create a malformed ballot that is accepted for
tallying; and from the soundness of the shuffling proof of the
tallier, which ensures that the votes in the final result match the
messages in the income commitments (modulo permutation).

2) Vote privacy: The protocol guarantees vote privacy
under the (general) trust assumption that the public bulletin
board PBB and the tallier are honest, while the voters can be
malicious, under the XLPN hardness assumption and under the
IND-CCA assumption of the public-key encryption scheme.
This follows essentially from the hiding property of the com-
mitment scheme and the secrecy of the public-key encryption
scheme, which ensure that no one can learn the votes from
the commitments and ciphertexts; from the zero-knowledge
feature of the well-formedness proofs, which guarantees that
these proofs do not leak any information about the random
coins used to commit to the vote; from the special soundness
(proof of knowledge) of the well-formedness proofs, which
ensures that ballots are mutually independent; and from the
zero-knowledge feature of the shuffle proof, which keeps all
information about the global permutation secret.

D. Performance

1) Voter: Each voter creates a commitment to its vote and
a NIZKP of knowledge. For the parameters we chose (see
Section IV), the size of the commitment is 0.17 Kilobytes
and it takes less than 0.2 ms to compute it, according to Table
4 in [11]. The size of the voter’s NIZKP is 35.42 Kilobytes
and it takes 28 ms to compute it, according to Table 5 in [11]
(for soundness error 27'6). With our optimization, verifying
the correctness of a voter’s NIZKP can also be done in less
than 28 ms, which is practical even for large electorates. The
size and the speed of the ciphertext that encrypts the voter’s
opening values depends, of course, on the specific instantiation
of the PKE scheme; this part can also be realized efficiently,
for example, with the BIKE or HQC KEMs. In summary, the
workload for voters is sufficiently low, even if they are using
computers with limited computing power or poor Internet
connection.

2) Trustee: The main work for the trustee is to compute
the NIZKP of shuffle. Our calculations in Section VII show
that the trustee can process about 17 messages per second. We
can improve the speed of the trustee by observing that most
of the trustee’s computations can be done independently of
the specific messages being shuffled. First, in the commitment
phase of the underlying X-protocol of plaintext equality, the
permutation and random vectors to hide the secret messages,
the first two commitments, and the randomness for the third
commitment can be computed in advance. Second, in the
commitment phase of the interactive proof of shuffle, the
permutation and the randomness for the commitments can be
computed in advance.

When a trustee computes this data in an offline phase (which
is realistic for e-voting), the performance results in [11] show
that speed of tallying process can improved by a factor of
about 3. For example, the trustee could create a NIZKP for
more than 1.000.000 voters in less than 6 hours.

Without our improvement, using the original version, it
would take more than 1300 hours to verify a NIZKP of this
size. However, with our computationally improved verifier, a
NIZKP of this size can be verified in less than about 12 hours,
making this practically interesting application feasible.

IX. CONCLUSION

We have improved the understanding and potential of the
only conservative code-based ZKP for arbitrary statements. We
have shown how to make the verifier of this ZKP as efficient
as the prover. We formally verified the security of the resulting
optimized ZKP in EasyCrypt. We have shown that it is possible
to create a code-based ZKP of shuffle and how to use it to
design the first code-based verifiable e-voting protocol.

We see several open challenges for future research. For
example, it is interesting to develop new code-based proofs of
shuffle that are lighter in terms of both computational power
and memory requirements, and to develop a code-based e-
voting protocol in which trust in the tallier for vote privacy is
distributed.
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APPENDIX
A. Commitment schemes

Definition 4 (Commitment scheme): A commitment scheme
is a triple of algorithms (KeyGen, Com, Ver) that satisfies the
following properties:

o The key generation algorithm KeyGen takes as input 1°
and outputs a public commitment key pk.

o The commitment algorithm Com takes as input a message
m from a message space M and a commitment key pk,
and outputs a commitment/opening pair (c,d).

o The verification algorithm Ver takes as input a key pk,
a message m, a commitment ¢ and an opening d, and
output 1 or 0.

The X-protocols we study in this work satisfy the following

properties:

o Correctness:

PrVer(pk,m,c,d) = 1; pk £ KeyGen (1),
m e M, (c,d) <& Com(m, pk)] = 1

e Perfectly binding: For all pk € KeyGen, m,m' €
M and all ¢,d,d’, if Ver(pk,m,c,d) = 1 and
Ver(pk,m',c,d’) = 1, then m = m/.

o Computationally hiding: With overwhelming probability
over the choice of pk & KeyGen(1%), for every m,m’ €
M and (c,d) <% Com(m, pk), (c',d') <% Com(m/, pk),
the distributions of ¢ and ¢’ are computationally indistin-
guishable.

B. Y-protocols

Definition 5 (3-protocol): Let (P, V) be a pair of connected
ppt Turing machines. Let R be a binary relation. Then (P, V)
is X-protocol for relation R with challenge set £ if the
following conditions are satisfied:

1) Form: The protocol is of the following form:

a) P creates a commitment ¢ and sends it to V.
b) V draws a challenge e £ & and sends it to P.
¢) P sends a response z to V.
d) V returns O or 1.
A protocol transcript (a,e, z) is called accepting if V
returns 1.
2) Completeness: For all (zr,w) € R, the verifier in
(P(z,w),V(x)) returns 1.

3) Special soundness: There exists a ppt algorithm E (the

knowledge extractor) that takes accepting transcripts



{(a,e,z.): e € £} with the same commitment a as input,
and outputs w’ such that (z,w’) € R.

4) Special honest-verifier zero-knowledge: There exists a ppt
algorithm S (the simulator) that takes = and e € £ as
inputs, and that outputs triples (a,e,z) whose distribu-
tion is (computationally) indistinguishable from accepting
protocol transcripts generated by real protocol runs.

C. EasyCrypt Axioms

When discussing axioms it is necessary to distinguish
between axioms on classes of things, which become proof
obligations when the abstract is replaced with the specific,
and directly assumed axioms. In the list below, we mention
those axioms in the second class. We do, however, rely on
classes of things such as algebraic structures and existence of
perfectly correct and binding commitment schemes.

Our axioms are included across the various files as they
become necessary; we briefly summarize the axioms here:

a) Int axioms: Our results are defined over integer pa-
rameters k,l,v and w which we assume are all greater than
zero, or in the case of w greater than or equal to.

b) Distribution axioms: We require two distributions,
one over the field and one distribution over vectors of low
weight. We use axioms to ensure these distributions are
lossless and uniform, and for the distribution over vectors
returns vectors of the expected length and weight.

c) Islossless axioms: We assume that all our adversaries
always terminate when called.

d) Ring axioms: We assume the underlying ring has two
elements.

e) Linear code generator axioms: We axiomatize the
chance that the generator matrix has distance greater than 2w.

f) Mapping from int lists to vectors: We introduce ab-
stract operators to map from lists of integers to vectors and
from vectors to lists of integers. We axiomitize the injectivity
of lists of integers to vectors.

g) Multiplicative Relation ZKP axioms: To aid the run
time of EasyCrypt in the checking the Multiplicative Relation
ZKP we introduce a number of abstract operators alongside
a single axiom which defines the operator. We could just as
easily remove the axiom and define the operators as the axioms
does but this would change the behavior of the simplify tactic
and slow down the proof checking.

h) Multiplicative Relation Matrix axioms: In section 4.3
of [35] they discuss drawing a matrix of size (v x 4v)
of full rank such that R.m; = m;. We introduce this as
an abstract distribution with the properties axiomitized. A
matrix is drawn from a ostensibly different distribution by the
simulator which we axiomitize as R_sample?2, our axiom
R_sample_equiv says that the two distribution are iden-
tical since they are both uniformly random matrices of full
rank with the specified restriction on the weight of its rows.
Removing these axioms would strengthen our result but the
linear algebra involved is largely orthogonal to the reasoning
in the sigma protocols themselves.



