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ABSTRACT
Voicecraft workshop aims to establish a research community fo-
cused on the design and evaluation of Voice Assistant (VA) personas
for both task-oriented functions (e.g., information search, online
shopping) and personal growth applications (e.g., coaching, mindful
reflection, tutoring). Through discussion and collaborative efforts,
we will seek to propose a set of practices and standards that will
help to improve the ecological validity of VA personas. In particular,
we will explore topics such as the interaction design of voice-based
interfaces, the impact of agent personas on the user experience,
and the approaches for designing such VA agents. This workshop
will serve as a platform to build a better-equipped community to
explore VA personas that provide a better fit to range of everyday
interaction scenarios.

CCS CONCEPTS
• Human-centered computing → HCI design and evaluation
methods.
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1 THEME AND GOALS
The theme of the workshop is “Voicecraft: Designing Task-specific
Voice Assistant Personas”. Increasingly, AI-based artifacts are em-
bedded in interfaces that interact with the user in a dialogue-based
manner, via text and voice. Indeed, voice-based user interaction
with AI-based artifacts can be viewed as an emerging and essential
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facet of HCI [5]. The growing popularity and increased usage of
interfaces that feature synthetic speech could be partly attributed
to their ever-improving natural language processing capabilities.
Recent developments in Deep Learning have contributed to a rapid
improvement of the quality of synthetic voices in terms of intelligi-
bility and naturalness, making them almost indistinguishable from
human speech [13, 18].

Conversational agents, including Amazon Alexa and Google
Home, are adept at embodying complex personas, such as financial
advisors or exercise coaches. These agents facilitate various every-
day tasks that have significant implications for users’ finances—such
as ordering takeaways or making online purchases [10]. Addition-
ally, they serve in roles like instructors or health coaches, where
they offer valuable health-related information [8] and tailored ex-
ercise programs [9], further demonstrating their versatility and
impact in daily life. Despite rapid advancements in speech tech-
nology and its widespread commercial deployment, research into
the design of these voices and their implications for users remains
limited [16]. This scarcity of studies contributes to inconsistencies
in the development and evaluation of system personas—such as
teachers [7] or therapists [15]—that utilize synthetic voices. These
personas are often assessed through interactive user studies, which
occur both online and in laboratory settings, yet lack uniform stan-
dards and methodologies.

To address these challenges, this workshop will convene in-
terdisciplinary experts in audio engineering, speech perception,
UX design, and related fields to refine how voice user interfaces
are crafted, specifically focusing on the development of persona-
specific voice assistants. The goal is to enhance design practices
and increase the ecological validity of these systems. Throughout
the workshop, through interactive demonstrations, vibrant group
discussions, and hands-on prototyping activities, we will explore
key questions tailored to the creation of effective and engaging
personas, such as:

• How to choose and design appropriate VA personas based on
the context of use?

• How to effectively tailor VA personas’ voices to different appli-
cation domains?

• What are the sociotechnical and ethical implications of design-
ing VA personas?
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We encourage collaboration between academia and industry and
welcome participation from anyone interested in conversational
user interface design, development, and evaluation. By bringing
the interdisciplinary community together, our goal is to provide
insights on how to improve development of VA personas that are tai-
lored to specific applications, and ensure higher ecological validity
of their task-based evaluation.

2 BACKGROUND AND MOTIVATION
VAs lack visual affordances and, thus, unlike Graphical User Inter-
faces (GUIs), rely on ‘personas’ to act as the system’s front end.
Personas are personalities assigned to VAs to establish familiarity
with the users and form a crucial part of the VA design process
[4]. In previous literature, VAs have been designed to occupy vari-
ous personas, such as instructors, teachers, therapists, and coaches
[6]. Designing personas involves choosing personality traits or
adjectives, imagining a biography, and selecting or designing an
appropriate voice to interact with the end-user.

Since auditory cues such as pitch variance or speaking rate
and their modifications can affect user perception and behaviour
(e.g., [1, 11, 12, 14, 17]), exploring such cues will be the focus of
our workshop. Previous work has demonstrated that modifying the
voice characteristics of a speech agent can significantly influence
user experience. For instance, Zargham et al. [19] introduced the
concept of multi-agent voice assistants, employing multiple syn-
thetic voices to embody various personas within a single voice user
interface. Their findings indicated that users distinguished each
voice as a unique character with a distinct personality, expressing a
preference for this multi-agent approach over conventional single-
agent systems. Participants perceived different voices as distinct
characters with personalities. They believed certain agents could
be more suitable for specific task domains, conveying different
character traits through voice factors like tone, gender, or accent.

Voicecraft is a venue that will bring audio engineers, UX de-
signers, and speech perception experts together to discuss how to
design and implement VA personas that are engaging and provide
good fit to a particular task.

3 ORGANISERS
Mateusz Dubiel is a Research Associate in the Department of Com-
puter Science at the University of Luxembourg, where he works on
development and evaluation of conversational agents. Specifically,
his current research focuses on assessment of cognitive and usabil-
ity implications of interfaces that feature speech, and exploration
of their potential to inspire positive behavioural change in users.
He served as Short Papers Chair for CUI ’22 and is one of General
Chairs for CUI ’24
Smit Desai is a Ph.D. candidate in the School of Information Sci-
ences at the University of Illinois, Urbana-Champaign. His primary
research focus centers around comprehending the mental models
of users as they engage with conversational agents, utilizing inno-
vative research techniques such as metaphor analysis. He leverages
this valuable insight to advance the development of conversational
agents in diverse social roles, including educators and storytellers.
His research has yielded publications in esteemed HCI forums like
CHI, TOCHI, CSCW, and CUI.

Nima Zargham is a Ph.D. student in the Digital Media Lab at the
University of Bremen. His research focuses on human-centered
approaches for designing speech-based systems that elicit desir-
able user experiences. Nima has previously organized CUI-related
workshops at notable conferences such as ACM/IEEE HRI 2023,
ACM CUI 2023, and ACM CHI 24. Additionally, he served as a local
chair at the ACM CHI-PLAY 2022 conference. His research efforts
have resulted in publications featured in prestigious HCI venues,
including CHI, CUI, and CHI-PLAY.
Anuschka Schmitt is a research associate and Ph.D. candidate
at the Institute of Information Management at the University of
St.Gallen (HSG), Switzerland and currently a visiting researcher
at Harvard University’s School of Engineering and Applied Sci-
ences. Her research focuses on user trust and decision-making in
human-computer interaction, as well as perceptual and behavioural
implications of conversational AI.

4 SCHEDULE AND DESCRIPTION OF
ACTIVITIES PLANNED

The tentative schedule and workshop activities are presented in
Table 1. Since the purpose of our workshop is to synthesise in-
sights from experts from different communities and translate them
into practical persona design and evaluation recommendations, we
will ensure that ample time is dedicated to prototyping activities,
discussions, and interactions between the participants.

Table 1: Tentative Workshop Plan

Time Slot (duration) Activity

09:00-09:15 (15mins) Welcome and Introductions
09:15-10:15 (60mins) Keynote by Prof. Matthew Aylett
10:15-10:30 (15mins) Coffee Break
10:30-10:45 (15mins) Expressive TTS Demonstration
10:45-11:30 (45mins) Group Prototyping Session
11:30-12:00 (30mins) Group Reporting and Discussion
12:00-12:30 (30mins) Closing Remarks and Future Plans

In order to inspire participants and spur discussions, the work-
shop will begin with a keynote delivered by Prof. Matthew Aylett1,
who will explain how drawing inspiration from human dramatic
performance can help us design interactive speech synthesis sys-
tems that can be finely controlled by a human voice. The first part of
the workshop will also include a demo session, where participants
will be presented with examples of anthropomorphic voice agents,
followed by a discussion about their personas.

The demonstration will be followed by the group prototyping
session, where participants will work together to design their own
persona for a specific application. To foster interdisciplinary collab-
oration, each group will include participants from different back-
grounds. In order to facilitate this process and assist participants
with any questions, each group will be moderated by at least one
workshop organiser. The participants will have 45 minutes to de-
sign their personas and prepare short presentations motivating the
design process and proposing an evaluation criteria. Then after
1https://www.edinburgh-robotics.org/academics/matthew-aylett
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each group will give a short presentation showcasing their persona
and explaining their fit to the proposed interactive scenario (30
minutes). This followed by 30 minutes of brainstorming activity
and summarising the insights. The exact format and duration of
group reporting and discussion will be based on the final number
of workshop attendees (max. 20 people).

5 ANTICIPATED OUTCOMES
We anticipate that our workshop will provide both theoretical and
practical outcomes. As for theory, the workshop will: (1) bring a
better, cross-disciplinary understanding of how VA personas should
be developed to provide the best fit for the designated task and
ensure the best user experience, and (2) help to inform a set of
standardised evaluation criteria to ensure that systems that feature
such personas are evaluated in a more ecologically valid way.

In terms of practical outcomes, the ‘Voicecraft: Designing Task-
specific Voice Assistant Personas’ workshop will lead to the forma-
tion of a new research community comprised of academics, industry
experts and members of the public that will promote research on
the interactive, task-based evaluation of VA personas and continu-
ously identify and tackle new challenges as they arise. Ultimately,
we anticipate that the concerted efforts of our newly formed com-
munity will lead to higher robustness and standardisation of VA
personas design and evaluation. In summary, the workshop will
lead to:

(1) Fostering a closer collaboration between the CUI community
members and speech perception researchers.

(2) Synthesising views from different areas of expertise (i.e.,
audio engineering, UX desing and speech perception).

(3) Better design and development practice, and improved eco-
logical validity of VA evaluation studies.

6 RESULTS DISSEMINATION BEYOND CUI
2024

The workshop outcomes will be presented as a report and posted on
the workshop’s website to reach a broader audience. The organisers
will use social media platforms (Mastodon and X (formerly Twitter))
to disseminate these materials.
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