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Abstract. The Hidden Weight Bit Function (HWBF) has drawn consid-
erable attention for its simplicity and cryptographic potential. Despite its
ease of implementation and favorable algebraic properties, its low nonlin-
earity limits its direct application in modern cryptographic designs. In
this work, we revisit the HWBF and propose a new weightwise quadratic
variant obtained by combining the HWBF with a bent function. This
construction offers improved cryptographic properties while remaining
computationally efficient. We analyze the balancedness, nonlinearity, and
other criteria of this function, presenting theoretical bounds and experi-
mental results to highlight its advantages over existing functions in similar
use cases. The different techniques we introduce to study the nonlinearity
of this function also enable us to bound the nonlinearity of a broad family
of weightwise quadratic functions, both theoretically and practically. We
believe these methods are of independent interest.

Keywords: Boolean functions · HWBF · Nonlinearity.

1 Introduction

The Hidden Weight Bit Function (HWBF) has attracted significant attention since
its introduction by Bryant in 1991 [7]. It has been regarded as the simplest example
of a function whose binary decision diagram has exponential size [5,7]. The ease
of implementing this function across various computational models—owing to its
reliance on computing the Hamming weight of the input and applying a simple
linear function—combined with its relatively strong cryptographic properties
as demonstrated in [46] (e.g., balancedness, nonlinearity, degree, and algebraic
immunity), has made it a noteworthy candidate for use as a filter function in
stream cipher constructions.

Recent developments in stream ciphers have reignited interest in this function.
The emergence of new applications for stream ciphers with filter functions
on a larger number of variables—such as Hybrid Homomorphic Encryption
(HHE) [40]—has further emphasized the relevance of such functions. HHE requires
Boolean functions that can be efficiently evaluated in an input-oblivious algorithm.
For instance, several new binary stream ciphers have been proposed since 2016,
including Kreyvium [9], FLIP [37], Rasta [25], FiLIP [36], Dasta [4] and Fasta [19].
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Currently, designs employing Boolean functions with more than one hundred
variables as filters lead to HHE schemes with the best latency [1,20,28,39].

The HWBF, while efficient to compute, suffers from low nonlinearity, which
limits its direct application as a filter function. Consequently, various generaliza-
tions have been explored to enhance this parameter while preserving or improving
other cryptographically relevant properties, such as balancedness, algebraic de-
gree, and algebraic immunity. Notable examples include functions introduced
in [13,16] and [38]. The latter work considers functions obtained by computing
the Hamming weight of the input and applying a quadratic Boolean function,
so-called weightwise quadratic functions.

In this article, we propose a new generalization of the HWBF, a weightwise
quadratic function constructed by XOR-ing the HWBF with a bent quadratic
function. This leads to a family of Boolean functions that are computationally
efficient and feature superior cryptographic properties compared to previous
constructions. Additionally, the techniques we introduce to analyze nonlinearity
have broader applicability and provide bounds on the maximum absolute Walsh
spectrum for a wider class of weightwise quadratic functions. Our contributions
are as follows:

– Balancedness analysis (Section 3): We define the revisited HWBF in n vari-
ables, hereafter denoted by f , and analyze its balancedness. This involves
studying the (restricted) Walsh transform of specific quadratic functions
over sets of fixed Hamming weights (called slices). By establishing recursive
relations for these values, we determine for which values of n the function is
balanced.

– Nonlinearity bounds (Section 4): We relate the maximum Walsh coefficients
of the revisited HWBF to the coefficients of generating functions and employ
complex analysis techniques to prove lower bounds on the nonlinearity of f .
Unlike most studies on Boolean functions used in cryptography, this approach
yields strong nonlinearity bounds for a broader class of functions in an even
number of variables.

– Experimental results and comparisons (Section 5): For bounded values of
n, we employ specific techniques to refine the nonlinearity bounds of f ,
providing tighter estimates up to n = 80. Through experiments, we compare
these bounds with actual nonlinearity values for f and other weightwise
quadratic functions, such as the majority function, the HWBF, and the two
main examples in [38]. Our results highlight the revisited HWBF’s superior
nonlinearity relative to functions with similar computational costs.

– Analysis of other cryptographic parameters (Section 6): We evaluate other
cryptographically relevant parameters of f , including degree, algebraic im-
munity, and fast algebraic immunity. Similar to the nonlinearity analysis, the
revisited HWBF outperforms or matches other functions with comparable
computational costs.
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2 Preliminaries

Throughout this paper, n ⩾ 0 will always denote a non-negative integer. Further,
our intervals will only contain integers, so that for instance [0, n] = {0, 1, . . . , n}.
The set of binary vectors of length n will be denoted by Fn

2 , with the zero vector
written as 0n. The canonical basis of Fn

2 will be written as {e1, . . . , en}; therefore,
ei ∈ Fn

2 is the vector which is zero everywhere except at position i. The entries of
a binary vector x ∈ Fn

2 will always be denoted by x1, . . . , xn. Given a permutation
π : [1, n] → [1, n] and a vector x ∈ Fn

2 , we define π(x) = (xπ(i))i∈[1,n] ∈ Fn
2 . We

write the scalar product of two binary vectors x, y ∈ Fn
2 as x ·y =

∑n
i=1 xiyi ∈ F2.

The Hamming weight of a binary vector x ∈ Fn
2 is denoted by wH(x) = |{i ∈

[1, n] : xi = 1}|.

2.1 Boolean Functions and Cryptographic Parameters

In this part, we recall general concepts on Boolean functions and their crypto-
graphic properties we use in this article. For a deeper introduction on Boolean
functions and their cryptographic parameters, we refer to the book [12], and
to [15] for properties on slices, so-called weightwise properties.

Definition 1 (Slice). For any integer k, we introduce the set Ek,n = {x ∈ Fn
2 :

wH(x) = k}, and call it the k-th slice of the Boolean hypercube (of dimension n);
note that if k ̸∈ [0, n], then Ek,n = ∅.

Definition 2 (Boolean function). A Boolean function in n variables is a
function from Fn

2 to F2. The set of all Boolean functions in n variables is denoted
by Bn, and we denote this set without the null function by B∗

n.

Below, for a Boolean function f ∈ Bn, we write f +1 for the Boolean function
g ∈ Bn which satisfies g(x) = f(x) + 1 for every x ∈ Fn

2 .

Definition 3 (Algebraic normal form, degree). We call algebraic normal
form of a Boolean function f ∈ Bn its unique representation as an element of the
ring F2[x1, . . . , xn]/(x

2
1 + x1, . . . , x

2
n + xn), and we express it as f(x1, . . . , xn) =∑

I⊆[1,n] aI
(∏

i∈I xi

)
, where aI ∈ F2. The (algebraic) degree of f is defined by

deg(f) = 0 in case f is the null function, and deg(f) = max{|I| : I ⊆ [1, n], aI =
1} otherwise.

Definition 4 (Walsh transform). The Walsh transform at a ∈ Fn
2 of f ∈ Bn

restricted to a subset S ⊆ Fn
2 is defined as Wf,S(a) =

∑
x∈S(−1)f(x)+a·x. The

(unrestricted) Walsh transform of f is then defined as Wf = Wf,Fn
2
. For any

integer k, we also set Wf,k = Wf,Ek,n
.

Definition 5 (Balancedness). A Boolean function f ∈ Bn is called balanced if
|{x ∈ Fn

2 : f(x) = 0}| = 2n−1 = |{x ∈ Fn
2 : f(x) = 1}|. Equivalently, f is balanced

if and only if Wf (0n) = 0.
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Definition 6 (Nonlinearity, e.g., page 79 in [12]). The nonlinearity NL(f)
of a Boolean function f ∈ Bn is the minimum Hamming distance between f and
all the affine functions in Bn, that is, NL(f) = min{dH(f, g) : g ∈ Bn, deg(g) ⩽ 1},
where the Hamming distance between f and g is defined as dH(f, g) = |{x ∈ Fn

2 :
f(x) ̸= g(x)}|. Alternatively, the nonlinearity of f ∈ Bn can also be defined in
terms of its Walsh transform: NL(f) = 2n−1 − 1

2 maxa∈Fn
2
|Wf (a)|.

When n is even, the nonlinearity of a Boolean function in n variables can
reach at most 2n−1 − 2n/2−1. Functions reaching this maximum are called bent
functions. Due to their broad applications and importance, they have been the
focus of multiple works, e.g., [42,24,8,45,33]. The quadratic function dn ∈ Bn

given by dn(x) =
∑n/2

i=1 x2i−1x2i is an example for such a bent function.

The algebraic degree of multiples of a Boolean function is a crucial quantity
for various attacks on stream ciphers that utilize a Boolean function as a filter.
The well-known algebraic attack [22] and fast algebraic attack [21] on filtered
LFSRs have motivated the study of cryptographic properties such as algebraic
immunity and fast algebraic immunity, e.g., [2,27,29]. Nowadays, these parameters
are systematically determined for any function considered as a filter.

Definition 7 (Annihilator, algebraic immunity [32]). Let f ∈ Bn be a
Boolean function. Then a function g ∈ B∗

n is called an annihilator of f if
it satisfies fg = 0. The algebraic immunity of f is then defined as AI(f) =
min{deg(g) : g ∈ B∗

n is an annihilator of f or f + 1}.

Definition 8 (Fast algebraic immunity, e.g., [3,17,30]). The fast algebraic
immunity of f ∈ Bn is defined as FAI(f) = min{2AI(f),min{deg(g) + deg(fg) :
g ∈ Bn, 1 ⩽ deg(g) < AI(f)}}.

2.2 Symmetric Functions, HWBF and Weightwise Degree-d Functions

Recall that the Boolean symmetric functions in n variables are those that are
constant on the slice Ek,n for every k ∈ [0, n]. This class of functions has been thor-
oughly studied in the context of cryptography, see e.g., [6,10,11,14,18,34,35,41,44].
In this article, the symmetric functions that we consider will mainly be the slice
indicator function and the majority function.

Definition 9 (Slice Indicator Functions). The indicator function of the slice
of weight k ∈ [0, n] is the function φk,n ∈ Bn defined by φk,n(x) = 1 if and only
if wH(x) = k.

Definition 10 (Majority function). The majority function in n variables is the
Boolean function Majn ∈ Bn defined by Majn(x) = 1 if and only if wH(x) ⩾ n/2.

Bigger families of functions can be obtained by considering functions of
bounded degree on each slice. This corresponds to the concept of weightwise
degree-d functions introduced in [26] for d = 1 and [38] for the general case.
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Definition 11 (Weightwise degree-d functions, Definition 12 in [38]).
A Boolean function f ∈ B∗

n is called weightwise degree-d if it can be written
under the form f =

∑n
k=0 fkφk,n with fk ∈ Bn of degree at most d. The set of

weightwise degree-d functions is denoted by WDd
n. Additionally, a weightwise

degree-d function f =
∑n

k=0 fkφk,n is called a cyclic weightwise degree-d function
if for all k ∈ [0, n] and all x ∈ Fn

2 , it holds that fk(x) = f0(O
k(x)), where

Ok : Fn
2 → Fn

2 is the cyclic shift by k positions, defined by Ok(x1, . . . , xn) =
(x(1+k) mod n, . . . , x(n+k) mod n), the representatives modulo n being taken as in-
tegers in [1, n].

Various weightwise affine functions (i.e., belonging to WD1
n) have been ex-

hibited, such as in [15] where the bent functions in Propositions 1 and 2 are
weightwise affine, or in [26] to show that no weightwise perfectly balanced function
is weightwise affine for n ⩾ 8. The arguably best known example of weightwise
affine function is the Hidden Weight Bit Function introduced in [7], the one
obtained by fixing f0 = 0 and fk = xk for k ∈ [1, n]. The cryptographic properties
of this function have been studied in [46], showing good algebraic properties for
this function.

Definition 12 (Hidden Weight Bit Function). We call Hidden Weight Bit
Function (HWBF) the Boolean function h ∈ Bn defined as:

h(x) =

n∑
k=1

xkφk,n(x).

In [38], the parameters of different functions from WD1
n and WD2

n are studied
experimentally for n ⩽ 20, and lower bounds are given for the nonlinearity for
all n. These bounds focus on cyclic weightwise quadratic functions and involve
sums of binomial coefficients. For simplicity, in the following, we provide only
the nonlinearity values of the majority function and HWBF, as these bounds will
be used for comparison.

Property 1.

– (E.g., Theorem 3 and Theorem 2 in [23]) The majority function Majn ∈ Bn

satisfies NL(Majn) = 2n−1 −
(
n−1

n
2

)
and deg(Majn) = 2⌊log2(n)⌋ for even n ⩾ 2.

– (Theorem 3 and Theorem 1 in [46]) The HWBF h ∈ Bn satisfies NL(h) =
2n−1 − 2

(n−2
n−2
2

)
for even n ⩾ 2 and deg(h) = n− 1 for even n ⩾ 4.

2.3 Krawtchouk Polynomials

We use Krawtchouk polynomials and some of their properties to prove one of
our main results. We give the necessary definition here and refer to [31] for more
details, for instance.
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Definition 13 (Krawtchouk polynomials). The n-th Krawtchouk polynomial
of degree k ∈ Z is given by Kk(x, n) =

∑k
j=0(−1)j

(
x
j

)(
n−x
k−j

)
. Alternatively, the

Krawtchouk polynomials can be characterized as the coefficients in the generating
function for (1 + z)n−x(1− z)x in the variable z, that is, (1 + z)n−x(1− z)x =∑

k∈Z Kk(x, n)z
k.

3 Revisited HWBF and Balancedness

In this part, we will formally define the revisited HWBF function and introduce
a quantity that allows us to study its balancedness and nonlinearity.

3.1 Definition and Basic Properties

Definition 14 (Revisited Hidden Weight Bit Function). For an even
integer n ⩾ 0, we call revisited HWBF the Boolean function f ∈ Bn defined as:

f(x) =

n∑
k=1

xkφk,n(x) +

n/2∑
i=1

(xi + 1)xi+n/2.

Since f is the sum of a quadratic function and a weightwise affine function, it
is a weightwise quadratic function. Note that, while the HWBF can be computed
by first computing the Hamming weight of the input and then applying a linear
function, the revisited HWBF can be computed by first computing the Hamming
weight of the input and then applying a quadratic function, leading to a similar
computational cost for both.

Using the formalism of Definition 11, f is the weightwise quadratic function
defined by f0(x) = 0 and fk(x) = xk +

∑n/2
i=1(xi + 1)xi+n/2 for k ∈ [1, n]. This

form allows to derive the restricted Walsh transform of f , which can be a useful
tool to study the balancedness and bound the nonlinearity of a function.

Proposition 1. Let n ⩾ 0 be an even integer, and let f ∈ Bn be the revisited
HWBF. Consider any binary vector a ∈ Fn

2 and any integer k ∈ [1, n]. Define
c = a+ ek +

∑n
i=n/2+1 ei. Then the restricted Walsh transform of f satisfies:

Wf,k(a) =
∑

x∈Ek,n

(−1)
∑n/2

i=1 xixi+n/2+c·x.

Proof. By definition, we have Wf,k(a) =
∑

x∈Ek,n
(−1)xk+

∑n/2
i=1(xi+1)xi+n/2+a·x.

Therefore:

Wf,k(a) =
∑

x∈Ek,n

(−1)
∑n/2

i=1 xixi+n/2+(xk+
∑n

i=n/2+1 xi+a·x)

=
∑

x∈Ek,n

(−1)
∑n/2

i=1 xixi+n/2+c·x.
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Accordingly, we can study the restricted Walsh transform of the revisited
HWBF by analyzing the following Boolean function dn ∈ Bn.

Definition 15. Let n ⩾ 0 be an even integer. Then we define the Boolean
function dn ∈ Bn by:

dn(x) =

n/2∑
i=1

x2i−1x2i.

Further, for an integer k and a binary vector a ∈ Fn
2 , we define:

Dk,n(a) = Wdn,k(a) =
∑

x∈Ek,n

(−1)dn(x)+a·x.

The Dk,n(a) satisfy a recursive relation.

Proposition 2. Let n ⩾ 0 be an even integer. Then for all integers k and all
binary vectors a ∈ Fn

2 , the following hold:

– We have D0,0(a) = 1 and Dk,0(a) = 0 if k ̸= 0.
– If n ⩾ 2, then for b = (a1, . . . , an−2) ∈ Fn−2

2 , we have:

Dk,n(a) = Dk,n−2(a) + ((−1)an−1 + (−1)an)Dk−1,n−2(a)

+ (−1)1+an−1+anDk−2,n−2(a).

Proof. We have that D0,0(a) = (−1)0 = 1 since E0,0 = {ε} for the empty vector
ε = a ∈ F0

2. That Dk,0(a) = 0 if k ̸= 0 follows from Ek,0 being empty if k ̸= 0.
Assume now that n ⩾ 2. By considering binary vectors x ∈ Fn

2 as x = (y, xn−1, xn)
for y ∈ Fn−2

2 , we get:

Dk,n(a) =
∑

x∈Ek,n

(−1)dn(x)+a·x

=
∑

y∈Ek,n−2

(−1)dn−2(y)+b·y +
∑

y∈Ek−1,n−2

(−1)dn−2(y)+b·y+an−1

+
∑

y∈Ek−1,n−2

(−1)dn−2(y)+b·y+an

+
∑

y∈Ek−2,n−2

(−1)dn−2(y)+b·y+1+an−1+an

= Dk,n−2(a) + ((−1)an−1 + (−1)an)Dk−1,n−2(a)

+ (−1)1+an−1+anDk−2,n−2(a).

Remark 1. We note that Proposition 2 gives three different cases depending on
the values of the two last elements of a:

– if an−1 = 0 = an, then Dk,n(a) = Dk,n−2(a) + 2Dk−1,n−2(a)− Dk−2,n−2(a),
– if an−1 ̸= an, then Dk,n(a) = Dk,n−2(a) + Dk−2,n−2(a),
– if an−1 = 1 = an, then Dk,n(a) = Dk,n−2(a)− 2Dk−1,n−2(a)− Dk−2,n−2(a).
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Remark 2. The recursive formula of Proposition 2 gives different cases depending
on the values of the pair (an−1, an). However, the same reasoning applies to
any pair of the form (a2i−1, a2i) for i ∈ [1, n/2]. Therefore, the value of Dk,n(a)
depends only on the number of pairs (a2i−1, a2i) in a being (0, 0), (1, 1), (0, 1) or
(1, 0). We give the values of Dk,2(a) for n = 2 in Table 1. These values together
with Proposition 2 are sufficient to determine any Dk,n(a).

Table 1. Values of Dk,2(a).

a (0, 0) (0, 1) (1, 1)
D0,2(a) 1 1 1
D1,2(a) 2 0 −2
D2,2(a) −1 1 −1

In the following, we show how the Walsh transform of the revisited HWBF
f ∈ Bn can be written in terms of the Dk,n(a). Then, in Section 3.2, we use
Proposition 2 to determine the balancedness of f , and in Section 4.1 we study
the value of Dk,n(a) using generating functions.

Proposition 3. Let n ⩾ 0 be an even integer, and let f ∈ Bn be the revisited
HWBF. Denote by π : [1, n] → [1, n] the permutation sending the first n/2
elements to the odd positions and the n/2 last ones to the even positions. Let
a ∈ Fn

2 be a binary vector, and let b = π−1(a) +
∑n/2

i=1 e2i. Then the following
holds true:

Wf (a) = 1 +

n∑
k=1

Dk,n(a).

Proof. For every k ∈ [1, n], we have by Proposition 1 that:

Wf,k(a) =
∑

x∈Ek,n

(−1)f(x)+a·x

=
∑

π(x)∈Ek,n

(−1)f(π(x))+a·π(x)

=
∑

π(x)∈Ek,n

(−1)
∑n/2

i=1 xπ(i)xπ(i+n/2)+xπ(k)+a·π(x)+
∑n/2

i=1 xπ(i+n/2)

=
∑

π(x)∈Ek,n

(−1)dn(x)+xπ(k)+π−1(a)·x+
∑n/2

i=1 x2i

=
∑

x∈Ek,n

(−1)dn(x)+(b+π(ek))·x

= Dk,n(a).

We conclude by applying Wf (a) = 1 +
∑n

k=1 Wf,k(a).
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3.2 Balancedness of f

In this part, we determine for which values of n the revisited HWBF f ∈ Bn is
balanced, using the expression of its Walsh transform in terms of the Dk,n(a)
and the recursive relation of these quantities.

Theorem 1. Let n ⩾ 2 be an even integer. Then the Walsh transform of the
revisited HWBF f ∈ Bn at 0n satisfies:

Wf (0n) =

{
0 if n ≡ 0 mod 4,

−2
(
(n−2)/2
(n−2)/4

)
if n ≡ 2 mod 4.

Accordingly, f is balanced if and only if n ≡ 0 mod 4.

Proof. We use Proposition 3, applying Remark 2 and that π−1(0n) = 0n:

Wf (0n) = 1 +

n∑
k=1

Dk,n(a)

= 1 +

n/2∑
k=1

Dk,n(a) +

n∑
k=n/2+1

Dk,n(a).

Using the recursive relation from Proposition 2, we obtain:

Dk,n(a) = Dk,n−2(a)

+ Dk−2,n−2(a).

By reapplying this n/2− 1 times, we obtain:

Dk,n(a) =

n/2−1∑
i=0

(
n/2− 1

i

)
Dk−2i,2(a)

=

(
n/2− 1

k/2

)
D0,2(a) +

(
n/2− 1

(k − 1)/2

)
D1,2(a)

+

(
n/2− 1

k/2− 1

)
D2,2(a)

=

(
n/2− 1

k/2

)
− 2

(
n/2− 1

(k − 1)/2

)
−
(
n/2− 1

k/2− 1

)
.

We similarly get:

Dk,n(a) =

(
n/2− 1

k/2

)
+ 2

(
n/2− 1

(k − 1)/2

)
−
(
n/2− 1

k/2− 1

)
.
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Then, combining both, we obtain:

Wf (0n) = 1 +

n/2∑
k=1

Dk,n(a) +

n∑
k=n/2+1

Dk,n(a)

=

n/2∑
k=0

((
n/2− 1

k/2

)
− 2

(
n/2− 1

(k − 1)/2

)
−
(
n/2− 1

k/2− 1

))

+

n∑
k=n/2+1

((
n/2− 1

k/2

)
+ 2

(
n/2− 1

(k − 1)/2

)
−
(
n/2− 1

k/2− 1

))

=

n∑
k=0

((
n/2− 1

k/2

)
−
(
n/2− 1

k/2− 1

))

+ 2

 n∑
k=n/2+1

(
n/2− 1

(k − 1)/2

)
−

n/2∑
k=0

(
n/2− 1

(k − 1)/2

)
= 0 + 2

 n∑
k=n/2+1

(
n/2− 1

(k − 1)/2

)
−

n/2∑
k=0

(
n/2− 1

(k − 1)/2

)
= 2

 n/2−1∑
i=⌈n/4⌉

(
n/2− 1

i

)
−

⌊(n−2)/4⌋∑
i=0

(
n/2− 1

i

) .

The result follows by applying that
(
n
k

)
=
(

n
n−k

)
for all integers n ⩾ 0 and k.

4 Extensive Study of the Dk,n(a) and Bounds on the
Walsh Spectrum of f

This section examines the values of Dk,n(a) through the use of generating functions.
To begin, in Section 4.1, we determine essential characteristics of these values.
Subsequently, in Section 4.2, we employ Cauchy’s estimate to bound the absolute
value of the Dk,n(a). This approach allows us to also bound the absolute value of
the Walsh transform of the revisited HWBF, thereby constraining the nonlinearity.
Lastly, in Section 4.3, we illustrate how this result can be extended to bound the
nonlinearity of a family of weightwise quadratic functions.

4.1 Study of the Dk,n(a) through Generating Functions

Definition 16. Let n ⩾ 0 be an even integer. For a ∈ Fn
2 , we denote by p = p(a)

the number of i ⩾ 1 for which (a2i−1, a2i) = (0, 0), by q = q(a) the number of
i ⩾ 1 for which (a2i−1, a2i) = (1, 1), and by r = r(a) the number of i ⩾ 1 for
which (a2i−1, a2i) ∈ {(0, 1), (1, 0)}. We then have p + q + r = n/2. We further
introduce the integer polynomial Pa(z) given by the following expression:

Pa(z) = (−z2 + 2z + 1)p · (−z2 − 2z + 1)q · (z2 + 1)r.
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Proposition 4. For every even integer n ⩾ 0 and every binary vector a ∈ Fn
2 ,

the following holds: ∑
k∈Z

Dk,n(a)z
k = Pa(z).

Proof. We proceed by induction on even n ⩾ 0. For the base case n = 0, we
consider the empty vector a = ε ∈ F0

2; it satisfies Pa(z) = 1, while D0,0(a) = 1
and Dk,0(a) = 0 if k ̸= 0 by Proposition 2. For the inductive step, let n ⩾ 2
be even, and assume that the corresponding formula holds for n− 2. Using the
recursive formula for Dk,n(a) from Proposition 2 with b = (a1, . . . , an−2) ∈ Fn−2

2 ,
we have:∑
k∈Z

Dk,n(a)z
k =

∑
k∈Z

Dk,n−2(a)z
k +

(
(−1)an−1 + (−1)an

)∑
k∈Z

Dk−1,n−2(a)z
k

+ (−1)1+an−1+an

∑
k∈Z

Dk−2,n−2(a)z
k

= Pb(z) +
(
(−1)an−1 + (−1)an

)
zPb(z) + (−1)1+an−1+anz2Pb(z)

= Pb(z) ·
(
z2(−1)1+an−1+an + z

(
(−1)an−1 + (−1)an

)
+ 1
)

= Pa(z).

Remark 3. We have already argued in Remark 2 that Dk,n(a) only depends on
p(a), q(a) and r(a). This observation can also be obtained from Proposition 4:
since Pa(z) only depends on p(a), q(a) and r(a) (by definition), we deduce that
also Dk,n(a) only depends on p(a), q(a) and r(a). Therefore, for any p, q, r ⩾ 0
satisfying p+q+r = n/2, it makes sense to introduce the notation Dp,q,r

k,n = Dk,n(a),
where a ∈ Fn

2 is any vector with (p(a), q(a), r(a)) = (p, q, r). We will make use of
this notation in Section 5.1.

Proposition 5. For every even integer n ⩾ 0, for every binary vector a ∈ Fn
2 ,

and for every integer k, the following holds:

Dn−k,n(a) = (−1)p+q+kDk,n(a).

Proof. We define the reverse polynomial Qa(z) as the degree n polynomial where
each coefficient of zk in Qa(z), for any k, is equal to the coefficient of zn−k in
Pa(z). Then we have:

Qa(z) = znPa(1/z)

= (z2 + 2z − 1)p · (z2 − 2z − 1)q · (z2 + 1)r

= (−1)p+q(−z2 − 2z + 1)p · (−z2 + 2z + 1)q · (z2 + 1)r

= (−1)p+qPa(−z).

Therefore, the coefficient of zk in Qa(z), which is Dn−k,n(a), is equal to the
coefficient of zk in (−1)p+qPa(−z), which is (−1)p+q+kDk,n(a).
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Corollary 1. Let n ⩾ 0 be an even integer, and let a ∈ Fn
2 be a binary vector.

If r = r(a) is odd, then it holds that Dn/2,n(a) = 0.

Proof. By Proposition 5, it holds that Dn/2,n(a) = (−1)p+q+n/2Dn/2,n(a) =
−Dn/2,n(a) because p+q+n/2 is odd: p+q+n/2 ≡ n/2−p−q ≡ r ≡ 1 mod 2.

Another immediate case for zero coefficients is the following.

Proposition 6. Let n ⩾ 0 be an even integer, and let a ∈ Fn
2 be a binary vector.

If k is an odd integer and p = q, then it holds that Dk,n(a) = 0 = Dn−k,n(a).

Proof. If p = q, we have Pa(z) = (z4 − 6z2 +1)p · (z2 +1)r, which can be seen as
a polynomial in z2. Thus, the coefficient Dk,n(a) in Pa(z) of zk for odd k must
be zero. It also follows that Dn−k,n(a) = 0 by Proposition 5.

Remark 4. We can also use Proposition 4 to obtain Dk,n(a) through differentiation
and evaluation at z = 0, to get k! · Dk,n(a) =

dk

dkz
Pa(z)|z=0. Using this formula,

we can for instance use a computer algebra system to deduce Dk,n(a) for small
values of k, see Table 2. Note that even though the expression for D3,n(a) involves
a division by 3, its evaluation at specific values for (p, q, r) will always yield
integers. Indeed, either p − q ≡ 0 mod 3, or (p − q)2 ≡ 1 mod 3, in which case
2(p− q)2 + 7 ≡ 0 mod 3.

Table 2. Values of Dk,n(a) for small values of k.

k Dk,n(a)
0 1
1 2(p − q)
2 2(p − q)2 − 3(p + q) + r
3 2

3 (p − q)
(
2(p − q)2 − 9(p + q) + 3r + 7

)

From differentiation, we can get more cases in which Dk,n(a) = 0.

Proposition 7. Let n ⩾ 0 be an even integer, and let a ∈ Fn
2 be a binary vector.

1. For every integer s ⩾ 0, define ℓs = s(s − 1). If n = 16m and {p, q} =
{m+ ℓs,m+ ℓs+1} for integers m, s ⩾ 0, then D2,n(a) = 0 = Dn−2,n(a).

2. For every integer s ⩾ 0, define ℓs =
(
6s2 + 6s+ (−1)s(2s+ 1)− 1

)
/8. If

n = 16m + 2 and {p, q} = {m + ℓs,m + ℓs+2} for integers m, s ⩾ 0, then
D3,n(a) = 0 = Dk−3,n(a).

3. For every integer s ⩾ 0, define ℓs = s2. If n = 16m + 4 and {p, q} =
{m+ ℓs,m+ ℓs+1} for integers m, s ⩾ 0, then D2,n(a) = 0 = Dn−2,n(a).

4. For every integer s ⩾ 0, define ℓs =
(
6s2 + 6s− (−1)s(2s+ 1) + 1

)
/8. If

n = 16m + 6 and {p, q} = {m + ℓs,m + ℓs+2} for integers m, s ⩾ 0, then
D3,n(a) = 0 = Dn−3,n(a).
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Proof. We use the expressions from Table 2, and replace p, q and r by their
respective values. For instance, for the case n = 16m, we replace p, q and r
by m + s(s − 1), m + s(s + 1) and 6m − 2s2, respectively, in the expression
D2,n(a) = 2(p− q)2 − 3(p+ q) + r, which yields D2,n(a) = 0. This checking can
be automatized by a computer algebra system, for which we provide a SageMath
implementation.3

Remark 5. There are other instances where Dk,n(a) = 0 which have not been
described by any of the previous results. For instance, we have D4,34(a) = 0 if
{p, q} = {1, 2}.

Using Proposition 4, we can also deduce some sums involving the Dk,n(a).

Proposition 8. Let n ⩾ 0 be an even integer, and let a ∈ Fn
2 be a binary vector.

1. The sum and alternating sum over k of the Dk,n(a) are, respectively:∑
k∈Z

Dk,n(a) = (−1)q2n/2,
∑
k∈Z

(−1)kDk,n(a) = (−1)p2n/2.

2. The sum over the even and the odd k of the Dk,n(a) are, respectively:∑
k∈Z

D2k,n(a) = 2n/2−1
(
(−1)q + (−1)p

)
,∑

k∈Z
D2k+1,n(a) = 2n/2−1

(
(−1)q − (−1)p

)
.

Proof. For the sum and the alternating sum, we compute Pa(1) and Pa(−1),
respectively. The sum of the Dk,n(a) over the even (respectively, odd) k is obtained
by adding (respectively, subtracting) these two sums and dividing by 2.

4.2 Bounding the Walsh Transform of f using the Cauchy Estimate

We recall Cauchy’s estimate on holomorphic functions.

Property 2 (Cauchy’s estimate, e.g., Theorem 10.26 in [43]). Let w be a complex
number, and let R > 0 be some radius. Let D ⊆ C be a set containing every
complex number z satisfying |z − w| ⩽ R. Let f : D → C be a holomorphic
function, and let MR be the maximum of the absolute value of f on the circle
defined by |z − w| = R. Then for every integer k ⩾ 0, the k-th derivative of f
evaluated at w can be bounded, in absolute value, by

∣∣∣ dk

dkz
f(z)|z=w

∣∣∣ ⩽ k!·MR

Rk .

Theorem 2. Let n ⩾ 0 be an even integer, and let a ∈ Fn
2 be a binary vector.

Then, for every integer k ∈ [0, n], it holds that:

|Dk,n(a)| ⩽ 23n/4.

3 https://github.com/se-tim/Revisited-HWBF.git

https://github.com/se-tim/Revisited-HWBF.git
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Proof. From Remark 4 we have k! · Dk,n(a) =
dk

dkz
Pa(z)|z=0. Choosing f = Pa,

w = 0 and R = 1 in Property 2 then gives |Dk,n(a)| = 1
k!

∣∣∣ dk

dkz
Pa(z)|z=0

∣∣∣ ⩽ M ,
where M is the maximum of |Pa(z)| on the complex circle c1 = {z ∈ C : |z| = 1}.
We claim, and prove below, that the maximum of

∣∣−z2 + 2z + 1
∣∣ on c1 is 2

√
2.

This implies that the maximum of
∣∣−z2 − 2z + 1

∣∣ on c1 is 2
√
2 as well because

−z2 − 2z + 1 = −(−z)2 + 2(−z) + 1. Since the maximum of
∣∣z2 + 1

∣∣ on c1 is
2 < 2

√
2, it follows that |Dk,n(a)| ⩽ M ⩽ (2

√
2)p+q2r ⩽ (2

√
2)n/2.

We prove that the maximum of | − z2 + 2z + 1| on c1 is 2
√
2 by showing

that the one of | − z2 + 2z + 1|2 on c1 equals 8. Using that |w|2 = ww for every
complex number w, we obtain for all z ∈ c1:∣∣−z2 + 2z + 1

∣∣2 =
(
z2 − 2z − 1

) (
z2 − 2z − 1

)
= 6−

(
z2 + z2

)
= 6− 2Re

(
z2
)
.

Since the minimum of Re
(
z2
)

on c1 is −1, we conclude that the maximum of
| − z2 + 2z + 1|2 on c1 is 6− 2(−1) = 8.

Corollary 2. Let n ⩾ 0 be an even integer, and let f ∈ Bn be the revisited
HWBF. Then for every binary vector a ∈ Fn

2 , it holds that:

|Wf (a)| ⩽ 1 + n · 23n/4.

Equivalently, it holds that NL(f) ⩾ 2n−1 − 1
2 − 23n/4+log2(n)−1.

Proof. It is enough to prove the bound on |Wf (a)|; the bound on the nonlinearity
of f comes from the second expression of Definition 6. We have previously
established in Proposition 3 that Wf (a) = 1 +

∑n
k=1 Dk,n(a) for some vectors

bk ∈ Fn
2 . Then, applying the triangle inequality together with Theorem 2 yields

|Wf (a)| ⩽ 1 +
∑n

k=1 |Dk,n(a)| ⩽ 1 + n · 23n/4.

4.3 Generalization to a Family of Weightwise Quadratic Functions

In this part, we generalize the results of Section 4.2 to all weightwise quadratic
functions f such that, for every k ∈ [1, n], the function fk (as defined in Defini-
tion 11) contains exactly t quadratic terms with no shared variables. We skip the
proofs of the following results; they are provided in the appendix, see Section A.

Definition 17. For an even integer n ⩾ 0 and an integer t ∈ [0, n/2], we define
the Boolean function dt,n ∈ Bn by:

dt,n(x) =

t∑
i=1

x2i−1x2i.

Further, for an integer k and a binary vector a ∈ Fn
2 , we define:

Dt,k,n(a) = Wdt,n,k(a) =
∑

x∈Ek,n

(−1)dt,n(x)+a·x.
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In particular, it holds that dn/2,n(x) = dn(x) and Dn/2,k,n(a) = Dk,n(a). We
now focus on the Dt,k,n(a).

Proposition 9. Let n ⩾ 0 be an even integer, and let t ∈ [0, n/2]. Let a ∈ Fn
2

be a binary vector, and write a = (b, c) with b ∈ F2t
2 and c ∈ Fn−2t

2 . Then the
following holds for all integers k:

Dt,k,n(a) =

2t∑
ℓ=0

Dℓ,2t(a) · Kk−ℓ(wH(c), n− 2t).

Definition 18. Let n ⩾ 0 be an even integer, and let t ∈ [0, n/2]. Let a =
(b, c) ∈ Fn

2 be a binary vector with b ∈ F2t
2 and c ∈ Fn−2t

2 . By letting u = ut(a) =
n− 2t− wH(c) and v = vt(a) = wH(c), we introduce the polynomial Pt,a(z) given
by the following expression:

Pt,a(z) = Pb(z) · (1 + z)u · (1− z)v.

Proposition 10. For every even integer n ⩾ 0, every integer t ∈ [0, n/2] and
every binary vector a ∈ Fn

2 , the following holds:∑
k∈Z

Dt,k,n(a)z
k = Pt,a(z).

This result can in turn be used to bound the Dt,k,n(a). The following result
is a direct generalization of Theorem 2.

Theorem 3. Let n ⩾ 0 be an even integer, and let t ∈ [0, n/2]. We define
λ = t/n, as well as:

µ = µ(λ) =

λ+1
2 + 1

2 log2

(
(−λ2+2λ+λ

√
λ2−4λ+2)

λ

(1−λ+
√
λ2−4λ+2)

2λ−1

)
if λ > 1

6 ,

1− λ if λ ⩽ 1
6 .

Then, for all a ∈ Fn
2 and all k ∈ [0, n], the following hold:

|Dt,k,n(a)| ⩽ 2µn, |Wdt,n
(a)| ⩽ 1 + n · 2µn.

The curve of λ 7→ µ(λ) defined in the above Theorem 3 is represented in
Figure 1. Observe that µ(1/2) = 3/4, which corresponds to Theorem 2.

5 Experiments and Comparisons

In this section, we establish a tighter bound on the absolute value of the Walsh
transform of the revisited HWBF for even n ∈ [1, 80]. We then compare the
nonlinearity of this function to that of other functions suited to similar use cases,
such as the HWBF or the weightwise cyclic functions from [38].
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Fig. 1. The curve of λ 7→ µ(λ) with 0 ⩽ λ ⩽ 1
2

from Theorem 3.

5.1 Experimentally Bounding the Walsh Transform of f

Following Corollary 2, we deduce that |Wf (a)| ⩽ 1 + n · 23n/4 for every even
integer n ⩾ 0 and every binary vector a ∈ Fn

2 , where f ∈ Bn denotes the revisited
HWBF. This is a somewhat pessimistic bound. In this part, we discuss how a
tighter bound on |Wf (a)| can be obtained in polynomial time in n.

This method is based on the identity given in Proposition 3. For this, consider
a vector b ∈ Fn

2 ; we write (p, q, r) = (p(b), q(b), r(b)). Also, for k ∈ [1, n], let
bk = b+ π(ek) and (pk, qk, rk) = (p(bk), q(bk), r(bk)), where π : [1, n] → [1, n] is
again the permutation sending the first n/2 elements to the odd positions and the
n/2 last ones to the even positions. Notice first that for every integer k ∈ [1, n], it
holds that (pk, qk, rk) ∈ {(p± 1, q, r ∓ 1), (p, q ± 1, r ∓ 1)}. Furthermore, observe
that if k ∈ [0, n/2] and (pk, qk, rk) = (p+ α, q + β, r + γ) for {α, β, γ} = {0,±1}
with γ ̸= 0, then we have (pk+n/2, qk+n/2, rk+n/2) = (p+α′, q+β′, r+γ′) for some
{α′, β′, γ′} = {0,±1} with γ′ ≠ 0, where α′,β′ and γ′ only depend on α, β and
γ. Explicitly, we have (α′, β′, γ′) = (α, β, γ) if γ = 1 and (α′, β′, γ′) = (β, α, γ) if
γ = −1.

In the following discussion, we outline a method to determine an upper bound
on maxa∈Fn

2
Wf (a). A similar approach can be applied to find a lower bound on

mina∈Fn
2
Wf (a), and by utilizing both, we can also obtain an upper bound on

maxa∈Fn
2
|Wf (a)| by making use of the following identity:

max
a∈Fn

2

|Wf (a)| = max
(
max
a∈Fn

2

Wf (a),− min
a∈Fn

2

Wf (a)
)
.

For each k ∈ [1, n/2], we select {αk, βk, γk} = {0,±1} with γk ̸= 0 such that
the following expression, based on the notation introduced in Remark 3, is defined
and maximized:

Bp,q,r
k = Dp+αk,q+βk,r+γk

k,n + D
p+α′

k,q+β′
k,r+γ′

k

k+n/2,n .
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This implies that Dk,n(a) + Dk+n/2,n(a) ⩽ Bp,q,r
k for every k ∈ [1, n/2], leading

to the conclusion that
∑n

k=1 Dk,n(a) ⩽
∑n/2

k=1 B
p,q,r
k . As a result, we derive the

following upper bound:

max
a∈Fn

2

Wf (a) ⩽ 1 + max
p+q+r=n/2

n/2∑
k=1

Bp,q,r
k . (1)

Under the assumption that the values of Dp,q,r
k,n have already been computed

for all k ∈ [1, n] and for all triplets (p, q, r) satisfying p+ q + r = n/2, the bound
in equation (1) can be determined with a computational complexity of O(n3).
This is because there are O(n2) possible triplets (p, q, r) that meet the condition
p+ q + r = n/2, and the summation itself can be computed in O(n) steps.

We consider now the complexity involved in computing the values of Dp,q,r
k,n

for all k ∈ [1, n] and all triplets (p, q, r) satisfying p+ q+ r = n/2. We claim that
this computation has a complexity of O(n3 log n). Towards this, it is sufficient to
expand (−z2 + 2z + 1)p · (−z2 − 2z + 1)q · (z2 + 1)r for all triplets (p, q, r) such
that p+ q + r = n/2; this is due to Proposition 4.

To achieve this, we first precompute the expanded polynomial (−z2+2z+1)p

for each p ∈ [0, n/2]. This can be done recursively using the formula (−z2 + 2z +
1)p+1 = (−z2+2z+1) · (−z2+2z+1)p. For each p, this requires O(n) arithmetic
computations. Performing this for every p results in a total complexity of O(n2).
The same approach can be used to expand the polynomials (−z2 − 2z + 1)q and
(z2 + 1)r, resulting in an overall complexity of O(n2) for all p, q, r ∈ [0, n/2].

Finally, for each triplet (p, q, r) satisfying p+ q + r = n/2, we multiply the
three expanded polynomials (−z2 + 2z + 1)p, (−z2 − 2z + 1)q and (z2 + 1)r.
These two multiplications are performed in O(n log n) operations by using the
fast Fourier transform. Given that there are O(n2) triplets (p, q, r) to consider,
we conclude that precomputing the values Dp,q,r

k,n for all k ∈ [1, n] and all triplets
(p, q, r) has a complexity of O(n3 log n), making the overall complexity of the
procedure also O(n3 log n).

In Table 3, we compare the exact values of maxa∈Fn
2
|Wf (a)| for small values

of n (calculated using SageMath) to the bound Bn obtained through the above
method and to the bound from Corollary 2. Additionally, Table 4 provides the
values of the bound Bn for all even values of n ∈ [1, 80]. The method described
above offers a tighter bound compared to Corollary 2. Its polynomial complexity
makes it possible to extend the analysis well beyond the limitations imposed by a
full computation of the Walsh spectrum, which requires a complexity of O(n2n).
We provide a SageMath implementation to obtain the bound Bn.4

5.2 Comparison of the Nonlinearity

In this part, we compare the nonlinearity of the revisited HWBF with other
weightwise quadratic functions considered for similar use-cases, such as the
majority function, the HWBF and the cyclic weightwise functions studied in [38].
4 https://github.com/se-tim/Revisited-HWBF.git

https://github.com/se-tim/Revisited-HWBF.git
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Table 3. The actual maxa∈Fn2 |Wf (a)| compared to the bound Bn and the theoretical
bound from Corollary 2.

n maxa |Wf (a)| Bn ⌊1 + n · 23n/4⌋
2 2 2 6
4 8 8 33
6 20 28 136
8 52 76 513
10 108 212 1 811
12 292 596 6 145
14 700 1 828 20 275
16 2 176 5 196 65 537
18 4 964 14 668 208 535
20 14 968 41 468 655 361
22 34 232 118 544 2 039 002
24 109 648 325 188 6 291 457

Table 4. Approximate values of Bn for various values of n.

n ≈ Bn

2 2.00 · 100
4 8.00 · 100
6 2.80 · 101
8 7.60 · 101
10 2.12 · 102
12 5.96 · 102
14 1.83 · 103
16 5.20 · 103
18 1.47 · 104
20 4.15 · 104

n ≈ Bn

22 1.19 · 105
24 3.25 · 105
26 9.59 · 105
28 2.68 · 106
30 7.65 · 106
32 2.14 · 107
34 6.25 · 107
36 1.76 · 108
38 5.03 · 108
40 1.40 · 109

n ≈ Bn

42 4.01 · 109
44 1.12 · 1010
46 3.21 · 1010
48 8.91 · 1010
50 2.56 · 1011
52 7.12 · 1011
54 2.05 · 1012
56 5.73 · 1012
58 1.65 · 1013
60 4.59 · 1013

n ≈ Bn

62 1.32 · 1014
64 3.66 · 1014
66 1.05 · 1015
68 2.93 · 1015
70 8.40 · 1015
72 2.33 · 1016
74 6.71 · 1016
76 1.87 · 1017
78 5.39 · 1017
80 1.51 · 1018

In Figure 2, we compare bounds for the values of maxa∈Fn
2
|Wf (a)| for various

functions f ∈ Bn, where a smaller maximum indicates better nonlinearity, see
Definition 6. We present values for n up to 80, which is sufficient for examining the
asymptotic behavior of the different bounds. The bound on the cyclic weightwise
linear functions stems from [38]. With the notation from Definition 11, these
functions f satisfy f0(x) = b · x for wH(b) odd; therefore, this represents, for
instance, an upper bound for the HWBF. The bound also applies to the cyclic
weightwise quadratic function f defined by f0(x) = x1+x2x3. Next, the bound for
the majority function and the HWBF comes from Property 1; we use a single curve
here because the nonlinearity difference between these two functions is too small to
be distinguished on a logarithmic scale. The theoretical and experimental bounds
for the revisited HWBF come from Corollary 2 and Section 5.1, respectively.

The revisited HWBF demonstrates significantly better performance compared
to the majority function, the original HWBF and the functions studied in [38].
Its theoretical bound on maxa∈Fn

2
|Wf (a)| reveals an asymptotic slope of 3/4 on

a logarithmic scale, contrasting with the slope of 1 for the majority function, the
HWBF, and the bounds proven in [38]. Notably, the two curves for the revisited
HWBF appear to share this asymptotic slope of 3/4, supporting the effectiveness
of Corollary 2 and the stronger Theorem 3 in capturing asymptotic behavior.

We also compare in Table 5 the precise nonlinearity values of the functions
under consideration. Among the various weightwise quadratic functions studied
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Fig. 2. Bounds on maxa∈Fn2 |Wf (a)| for various functions f ∈ Bn for even n, shown
on a logarithmic scale. The bound for the cyclic weightwise linear functions stems
from [38]. The bound for the majority function and the HWBF comes from Property 1.
The theoretical bound for the revisited HWBF is from Corollary 2, and the experimental
bound is from Section 5.1.

so far, we observe that the revisited HWBF has the highest nonlinearity from
n = 10 onward.

Table 5. Comparison of the nonlinearity.

n 4 6 8 10 12 14 16
HWBF 4 20 88 372 1 544 6 344 25 904

Majority 5 22 93 386 1 586 6 476 26 333
t [38] 4 22 96 404 1 672 6 854 27 884
u [38] 4 24 104 456 1 888 7 816 31 616

Revisited HWBF 4 22 102 458 1 902 7 842 31 680

6 Other Parameters

In this section, we present additional cryptographic parameters for the revis-
ited HWBF. While Theorem 1 describes its balancedness and Sections 4.2 and
5 thoroughly explore its nonlinearity, our focus here will be on its algebraic
characteristics. Specifically, we will examine the degree, the algebraic immunity,
and the fast algebraic immunity, and offer comparisons with other weightwise
quadratic functions.

Proposition 11. Let n ⩾ 4 be even, and let f ∈ Bn be the revisited HWBF.
Then deg(f) = n− 1.
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Proof. We write f = q + h, where q ∈ Bn is given by q(x) =
∑n/2

i=1(xi + 1)xi+n/2

and h ∈ Bn is the HWBF. The function h has degree n−1 ⩾ 3 by Property 1, and
the function q has no monomial of degree higher than 2, so deg(f) = deg(h) =
n− 1.

In Table 6, we display the algebraic degree of different weightwise quadratic
functions. We observe that the revisited HWBF has the highest degree along with
the original HWBF when n is not a power of 2. However, when n is a power of 2,
the majority function has a degree that is one higher than that of the other two
functions, as explained by Property 1 and Proposition 11.

Table 6. Comparison of the degree and algebraic immunity.

n 4 6 8 10 12 14 16
HWBF 3, 2 5, 3 7, 4 9, 4 11, 5 13, 5 15, 6

Majority 4, 2 4, 3 8, 4 8, 5 8, 6 8, 7 16, 8
t [38] 2, 2 5, 3 6, 4 9, 5 11, 5 13, 6 14, 7
u [38] 2, 2 4, 3 6, 4 8, 5 10, 6 12, 6 14, 7

Revisited HWBF 3, 2 5, 3 7, 4 9, 5 11, 6 13, 6 15, 7

Proposition 12. Let n ⩾ 4 be even, let f ∈ Bn be the revisited HWBF, and let
h ∈ Bn be the HWBF. Then AI(f) ⩾ AI(h)− 2.

Proof. Let q ∈ Bn be given by q(x) =
∑n/2

i=1(xi + 1)xi+n/2, so that h = f + q.
Let g ∈ B∗

n with deg(g) = AI(f) be an annihilator of f + ε for some ε ∈ {0, 1}.
Then the following holds:

g · (q + 1) · (h+ ε) = g · (q + 1) · (f + q + ε)

= g · (q + 1) · (f + ϵ) + g · (q + 1) · q
= 0 + 0

= 0.

Hence, g · (q + 1) is an annihilator of h + ε. If g · (q + 1) ̸= 0, it follows that
AI(h) ⩽ deg(g ·(q+1)) ⩽ deg(g)+deg(q+1), and therefore that AI(f) = deg(g) ⩾
AI(h)−deg(q+1) = AI(h)−2. If g·(q+1) = 0, then 0 = g·(f+ϵ+q+1) = g·(h+ϵ+1),
showing that AI(f) = deg(g) ⩾ AI(h).

From Theorem 4 in [46], the algebraic immunity of the HWBF is at least
⌊n/3⌋+1, which leads to ⌊n/3⌋−1 for the revisited HWBF. In Table 6, we present
the algebraic immunity of various weightwise quadratic functions. We observe
that the revisited HWBF demonstrates the best performance after the majority
function; the latter is known to achieve optimal algebraic immunity.

Lastly, we also considered the fast algebraic immunity of the revisited HWBF
f . In Table 7, we give the best couples (d, e) encountered for the function f ,
where deg(g) = d and deg(h) = e for functions g and h satisfying fg = h.
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These various results on the algebraic properties of the revisited HWBF suggest
that it possesses strong resistance against standard attacks. Furthermore, its
high nonlinearity makes it a well-suited candidate for use as a filter function
in contexts such as filtered LFSRs or in homomorphically-friendly schemes like
FLIP and FiLIP. For example, the best current FiLIP filters in HHE [1,20,39]
are XOR-threshold functions—the sum of a k-variable linear function and an
m-variable threshold function (generalizing majority). By Proposition 7 in [14],
their nonlinearity is at most 2k+m−1−2k ·M , where M =

(m−1
m−1

2

)
if M is odd, and

M = (1/2) ·
(
m
m
2

)
if M is even. This is similar to the majority function, whereas

the revisited HWBF achieves higher nonlinearity for the same size, offering better
resistance to correlation-like attacks with fewer variables.

Table 7. Lowest possible values of (d, e) for different values of n.

n 4 6 8 10 12 14 16 18
(d, e) (1, 2) (1, 3) (1, 5) (1, 7) (1, 9) (1, 11) (1, 13) (1, 15)

(2, 4) (2, 6) (2, 8) (2, 10) (2, 12) (2, 14)
(3, 5) (3, 6) (3, 9) (3, 11) (3, 13)

(4, 9) (4, 11)
(5, 10)

7 Conclusion and Open Questions

In this work, we introduced the revisited Hidden Weight Bit Function, a weight-
wise quadratic Boolean function with improved cryptographic properties over
existing constructions. We analyzed its balancedness, and using generating func-
tions in combination with complex analysis, we derived interesting lower bounds
on its nonlinearity, demonstrating that the revisited HWBF achieves superior
nonlinearity compared to other functions with similar computational costs. We
further examined other cryptographic parameters such as degree, algebraic immu-
nity, and fast algebraic immunity, confirming that the revisited HWBF matches
or outperforms comparable functions in these aspects.

Our approach utilizes generating functions and Cauchy’s estimate to establish
lower bounds on the nonlinearity of weightwise quadratic functions. This naturally
raises the question: can the employed techniques, particularly the use of Cauchy’s
estimate, be extended to other families of Boolean functions? Specifically, this
approach appears feasible for other weightwise-degree-d functions f where the fk
are direct sums. Investigating this could potentially lead to the discovery of new
functions with comparable computational costs and even better cryptographic
properties.
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A Proofs for Section 4.3

In this section, we provide the missing proofs for Section 4.3.

Proof of Proposition 9. By considering binary vectors x ∈ Fn
2 as x = (y, z) with

y ∈ F2t
2 and z ∈ Fn−2t

2 , we get:

Dt,k,n(a) =
∑

x∈Ek,n

(−1)dt,n(x)+a·x

=
∑

(y,z)∈Ek,n

(−1)dt,2t(y)+b·y+c·z

=

2t∑
ℓ=0

∑
y∈Eℓ,2t

z∈Ek−ℓ,n−2t

(−1)dt,2t(y)+b·y+c·z

=

2t∑
ℓ=0

 ∑
y∈Eℓ,2t

(−1)d2t(y)+b·y

 ∑
z∈Ek−ℓ,n−2t

(−1)c·z


=

2t∑
ℓ=0

Dℓ,2t(a) · Kk−ℓ(wH(c), n− 2t).

Proof of Proposition 10. Applying Proposition 9, we get:

∑
k∈Z

Dt,k,n(a)z
k =

2t∑
ℓ=0

Dℓ,2t(a)z
ℓ
∑
k∈Z

Kk−ℓ(wH(c), n− 2t)zk−ℓ

=

(
2t∑
ℓ=0

Dℓ,2t(a)z
ℓ

)
· (1 + z)u · (1− z)v

= Pb(z) · (1 + z)u · (1− z)v

= Pt,a(z).

Lastly, we provide a proof for Theorem 3. We start with a preliminary result
that will be required for the proof.

Lemma 1. Let N ⩾ 1 be an integer and D ⊆ C a set of complex numbers. For
every i ∈ [1, N ], consider integers mi ⩾ 0 and ki ⩾ 1, as well as complex functions
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fi,1, . . . , fi,ki
: D → C. Assume that the following maximum exists (which holds

for instance if the functions fi,j are continuous and D is topologically compact):

M = max
∀i∈[1,N ]: pi,1+···+pi,ki

=mi

z∈D

∣∣∣∣∣∣
N∏
i=1

ki∏
j=1

fi,j(z)
pi,j

∣∣∣∣∣∣ .
Then there exist integers j1, . . . , jN with ji ∈ [1, ki] such that the following holds:

M = max
z∈D

∣∣∣∣∣
N∏
i=1

fi,ji(z)
mi

∣∣∣∣∣ .
Proof. Let us choose the integers pi,j ⩾ 0 satisfying

∑ki

j=1 pi,j = mi for every
i ∈ [1, N ] together with the complex number z ∈ D to maximize the quantity∣∣∣∏N

i=1

∏ki

j=1 fi,j(z)
pi,j

∣∣∣. Next, for every i ∈ [1, N ], choose ji ∈ [1, ki] such that
|fi,ji(z)| ⩾ |fi,j(z)| for every j ∈ [1, ki]. Then we have:

M =

∣∣∣∣∣∣
N∏
i=1

ki∏
j=1

fi,j(z)
pi,j

∣∣∣∣∣∣
⩽

∣∣∣∣∣∣
N∏
i=1

ki∏
j=1

fi,ji(z)
pi,j

∣∣∣∣∣∣
=

∣∣∣∣∣
N∏
i=1

fi,ji(z)
∑ki

j=1 pi,j

∣∣∣∣∣
=

∣∣∣∣∣
N∏
i=1

fi,ji(z)
mi

∣∣∣∣∣
⩽ M.

Proof of Theorem 3. To begin, we observe that the inequality |Wdt,n
(a)| ⩽ 1 +

n · 2µn will follow from the inequality |Dt,k,n(a)| ⩽ 2µn using precisely the
arguments of the proof of Corollary 2, so that we are only required to prove the
first inequality. Also, since the case λ = 1/2 corresponds to Theorem 2, we will
henceforth assume λ < 1/2.

Similarly to the proof of Theorem 2, we want to bound the maximum of
|Pt,a(z)| on c1 = {z ∈ C : |z| = 1} for a ∈ Fn

2 , and this will then be an upper bound
on |Dt,k,n(a)| for every k ∈ [0, n]. We write a = (b, c) with b ∈ F2t

2 and c ∈ Fn−2t
2 ,

and define (p, q, r) = (p(b), q(b), r(b)), and further consider u = n − 2t − wH(c)
and v = wH(c) as in Definition 18. To find a bound for |Pt,a(z)| on c1 that applies
to all a ∈ Fn

2 , we would like to bound the quantity maxa∈Fn
2 ,z∈c1 |Pt,a(z)|. Moving

through all a ∈ Fn
2 is equivalent to moving through all tuples (p, q, r;u, v) of

non-negative integers which satisfy p+ q + r = t and u+ v = n− 2t. It follows
from Lemma 1 that it is enough to consider only the cases for which only one of
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p, q, r is non-zero, and for which only one of u, v is non-zero. This leaves us with
the following cases to consider for (p, q, r;u, v):

(t, 0, 0;n− 2t, 0), (0, t, 0;n− 2t, 0), (0, 0, t;n− 2t, 0),

(t, 0, 0; 0, n− 2t), (0, t, 0; 0, n− 2t), (0, 0, t; 0, n− 2t).

Since simultaneously replacing (p, q) by (q, p) and (u, v) by (v, u) has the same
effect as replacing z by −z in Pt,a(z) and therefore does not change the maximum
of |Pt,a(z)| on c1, we can restrict ourselves to the following tuples for (p, q, r;u, v):

(t, 0, 0;n− 2t, 0), (0, t, 0;n− 2t, 0), (0, 0, t;n− 2t, 0).

Let us start by bounding |Pt,a(z)| on c1 in the case (p, q, r;u, v) = (t, 0, 0;n−
2t, 0). Since t = λn, we can write:

Pt,a(z) =
(
(−z2 + 2z + 1)λ(1 + z)1−2λ

)n
.

Writing z = eiα and z2 = e2iα for α ∈ [−π, π], and using that |w|2 = ww for
every complex number w, we get:

| − z2 + 2z + 1|2 =
(
−e2iα + 2eiα + 1

) (
−e−2iα + 2e−iα + 1

)
.

Expanding yields | − z2 + 2z + 1|2 = 6 − e2iα − e−2iα = 6 − 2 cos(2α) because
e2iα = cos(2α) + i sin(2α). We similarly obtain that |1 + z|2 = 2 + 2 cosα.
Combining both, we get:

Pt,a(z)|2 =
(∣∣−z2 + 2z + 1

∣∣2λ |1 + z|2(1−2λ)
)n

=
(
(6− 2 cos(2α))λ(2 + 2 cosα)1−2λ

)n
.

The goal will be to prove that the maximum of the function g(α) = g(λ)(α) =
(6− 2 cos(2α))λ(2 + 2 cosα)1−2λ for α ∈ [−π, π] is equal to 22µ; the maximum of
|Pt,a(z)| on c1 will then be

(
22µ
)n/2

= 2µn. Note that g is an even function, so
it is enough to focus on the interval α ∈ [0, π]; the function g is represented for
several values of 0 ⩽ λ < 1/2 in Figure 3.

Writing g(α) = g1(α)
λg2(α)

1−2λ for g1(α) = 6 − 2 cos(2α) and g2(α) =
2 + 2 cosα, we compute the first derivative of g, and apply the double angle
formulas cos(2α) = 2 cos2 α− 1 and sin(2α) = 2 cosα sinα:

d

dα
g(α) = g1(α)

λ−1g2(α)
−2λ

(
λg2(α)

d

dα
g1(α) + (1− 2λ)g1(α)

d

dα
g2(α)

)
= g1(α)

λ−1g2(α)
−2λ(λ(2 + 2 cosα) · 4 sin(2α)

+ (1− 2λ)(6− 2 cos(2α))(−2 sinα))

= g1(α)
λ−1g2(α)

−2λ
(
λ(2 + 2 cosα) · 4 · 2 cosα sinα

+ (1− 2λ)
(
8− 4 cos2 α

)
(−2 sinα)

)
= 8g1(α)

λ−1g2(α)
−2λ sinα

(
2λ cosα(1 + cosα)

− (1− 2λ)
(
2− cos2 α

) )
= 8g1(α)

λ−1g2(α)
−2λ sinα

(
cos2 α+ 2λ cosα+ 4λ− 2

)
.
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Fig. 3. The curves of α 7→ g(λ)(α) for the values λ = i
50

from i = 0 (the curve with the
highest value at α = 0) to i = 24 (the curve with the lowest value at α = 0).

The only interesting zeros of d
dαg(α) are those of the last factor cos2 α+2λ cosα+

4λ− 2: the factor 8g1(α)λ−1g2(α)
−2λ has none, and those for sinα are α = 0 and

α = π, with corresponding values g(0) = 22−2λ and g(π) = 0.
Our first claim is that the equation E : cos2 α+ 2λ cosα+ 4λ− 2 = 0 has a

unique solution cosα = −λ+
√
λ2 − 4λ+ 2 if λ ⩾ 1/6 and has no solution cosα

otherwise. To see this, we consider E as an equation of second degree in cosα,
which leads to the two solution candidates cosα = −λ±

√
λ2 − 4λ+ 2.

We can exclude the solution cosα = −λ−
√
λ2 − 4λ+ 2 since cosα ∈ [−1, 1]

and λ ∈ [0, 1/2). The other solution needs to be excluded for the same reason if
λ < 1/6.

Our second claim is that d2

d2αg(α)|α=0 has the same sign as 6λ − 1. To see
why, we apply the definition of the second derivative:

d2

d2α
g(α)|α=0 = lim

α→0

d
dαg(α)

α

= lim
α→0

8(6− 2 cos(2α))λ−1(2 + 2 cosα)−2λ

· sinα
α

·
(
cos2 α+ 2λ cosα+ 4λ− 2

)
= 8 · 4λ−1 · 4−2λ · 1 · (6λ− 1)

= 21−2λ(6λ− 1).

Therefore, in case λ < 1/6, we can conclude from the two claims that g(α)
reaches its maximum at α0 = 0, and this maximum is then equal to 22−2λ = 22µ,
as required. For λ = 1/6, the solution to the equation E is cosα = 1, again
implying that g(α) reaches its maximum at α0 = 0, and we obtain the same
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maximum of 22µ. In case λ > 1/6, the two claims imply that g(α) reaches
its maximum at the unique α0 ∈ [0, π] for which cosα0 = −λ +

√
λ2 − 4λ+ 2.

For this α0, the double angle formula for the cosine implies that cos(2α0) =
4λ2−8λ+3−4λ

√
λ2 − 4λ+ 2. If we replace cosα0 and cos(2α0) by their respective

values, we obtain that the maximum of g(α) for α ∈ [0, π] is given by the following
value:

g(α0) =

(
−8λ2 + 16λ+ 8λ

√
λ2 − 4λ+ 2

)λ(
2− 2λ+ 2

√
λ2 − 4λ+ 2

)2λ−1
= 22µ.

With this, we have covered the case (p, q, r;u, v) = (t, 0, 0;n − 2t, 0) entirely.
Similarly, it can be proven that |Pt,a(z)| is also bounded by 2µn on c1 for the
remaining two cases of (p, q, r;u, v). For (p, q, r;u, v) = (0, t, 0;n − 2t, 0), one
can proceed in exactly the same way, and for (p, q, r;u, v) = (0, 0, t;n − 2t, 0),
it is enough to replace g(α) by h(α) = (2 + 2 cos(2α))λ(2 + 2 cosα)1−2λ, whose
maximum is bounded by the maximum of g(α) since 0 ⩽ h(α) ⩽ g(α).
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