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Abstract
Domain Models are abstract representations of selected elements in
a domain that is created in a collaborative process between domain
and modeler experts. The participants share domain knowledge
to conceptualize and reason about the elements that will create
the domain models. Through this exchange, a comprehensive and
accurate representation of the domain is achieved, ensuring that
the model captures the relevant aspects and relationships in the
domain. Research in Artificial Intelligence (AI) has explored various
methods to assist in the creation of domain models from text using
Natural Language Processing (NLP) and Machine Learning (ML).
Recent advancements with Large Language Models (LLMs) have
shown that it is possible to create domain models using prompting
techniques; however, the generated domain models contain errors
and remain constrained by the performance of the LLM used.

Despite the impressive capabilities of LLMs to create domain
models, it is evident that it does not address the needs of domain
and modelers experts that participate in the creation of domain
models. Every AI technique has its advantages and limitations that
must be integrated with human feedback in a collaboration process.
Therefore, we propose an approach that incorporates human-AI
collaboration supported by AI assistants that follows a dialogue
approach to understand the users needs and purpose to suggest
relevant models. Our proposal combines symbolic and subsymbolic
AI techniques with explainability and traceability of the decisions
that assist to create domain models that are relevant for the users.

CCS Concepts
• Computing methodologies → Natural language process-
ing; Artificial intelligence; • Software and its engineering →
Model-driven software engineering; Traceability.
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1 PROBLEM STATEMENT
Domain modeling is a complex task that requires collaborative
effort [17] between domain experts and modeling experts. The
outcome is to create a domain model that represents the selected
details of the domain [15]. To create an abstract representation of
these details, four conceptions are needed: a full understanding
of the domain, the purpose to create the model, the focus on the
domain details based on the purpose, and the artifacts that will
represent the domain [15]. Furthermore, relational reasoning is
necessary in domain modeling to form inferences from facts or
premises to propose the relations that will be part of the model. [30]

The advancements of AI allow us to integrate virtual assistants
in the process of creating domain models. It is important that these
assistants are created with solid frameworks that address the limi-
tations identified in previous research and focus on addressing user
needs [20]. Furthermore, to implement a useful AI assistant, it is
important that it explains to the user why the recommendations are
relevant [21]. Thus, the relevance of the recommendations should
be based on user needs and the purpose of the modeling process.

The use of symbolic AI, which represents knowledge using sym-
bolic representations [16], and subsymbolic AI, where statistical
learning methods are used to find correlations based on training
data [18], has been explored to assist in the creation of domain mod-
els. An approach of symbolic AI to assist in the creation of domain
models is to use rule-based Natural Language Processing (NLP) [15].
Arora et al. implemented rule-based NLP to create domain models
and identified that some model elements are not relevant to the
level of abstraction and scope of the system [3]. Another approach
by Saini et al. added subsymbolic AI to implement an interactive
tool that allows the user to update the proposed domain models,
this tool was implemented combining rule-based NLP and Machine
Learning (ML) to create domain models [24].

With recent advances in Large Language Models (LLMs), there
has been an increasing interest in researching the capabilities of
these subsymbolic AI models for the creation of domain models.
LLMs have demonstrated capabilities to create domain models from
domain descriptions; however, the outputs have errors in repre-
senting the abstraction of some model elements, which limits the
quality of the models. Furthermore, LLMs create different domain
models for the same input, making the reproducibility of exper-
iments difficult [11]. In the literature, there are proposals to use
prompting techniques to address complex tasks that include reason-
ing [29], planning, and self-assessment [33]. The use of prompting
techniques with examples of reference solutions helps increase the
number of correct model elements; however, it still has some limita-
tions to recommend correct relationships, and LLMs are not ready
to automate domain model creation due to this low performance [9].

Recently, new approaches have been proposed to solve complex
problems with autonomous agents based on LLM. These agents
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have profiles that specialize them to complete certain tasks, using
the information in memory to create plans and actions to solve
specific problems [28]. By implementing virtual AI assistants with
the agents framework, we can enhance the alignment of the purpose
between human users and virtual assistants in the modeling process.

The integration of an AI assistant into a modeling process re-
quires that AI address human expectations, and trust of users in
human-AI interaction is crucial [26]. To allow users to understand
the recommendations, the use of explainability and traceability is
important because it allows transparency by allowing the user to
know how an answer was retrieved [5] and thus generates trust in
the recommendations. During this process, the actions performed
by the assistant require explainability and traceability to enhance
human-AI collaboration, and create relevant models for the user.

During the doctoral research, our aim is to answer which meth-
ods and tools should be developed to enable an effective collabo-
ration between human user and AI assistant, specifically, we have
the following research questions:
RQ1 Which AI assistants are needed to effectively collaborate

with users in a domain modeling process?
RQ2 What is the design of AI assistants that create domain models

based on user needs and modeling purpose?
RQ3 What methods are needed to enhance the explainability

and traceability of AI assistants recommendations to ensure
transparency in the modeling process?

The rest of the paper is organized as follows. In Section 2, we
outline the expected contributions. Then, in Section 3, we review
related work. In Section 4, we present our proposal. Next, in Sec-
tion 5, we describe the evaluation plan. Finally, Section 6 informs
about the current status and the plan to complete the research.

2 EXPECTED CONTRIBUTIONS
In this section, we detail the contributions of our approach:

C1: A metamodel to represent explicitly the AI assistants partici-
pating in the modeling process and capture the interaction between
the AI assistants and human user for explainability and traceability
of modeling decisions. This contribution address RQ1 to formalize
the AI assistants required in the domain modeling process.

C2: Propose the symbolic and subsymbolic AI techniques that
are required by the AI assistants to suggest model elements that are
relevant in the domain and for the user purpose. This contribution
address RQ2 by selecting the AI techniques required to create the
domain models according to the user needs and modeling purpose.

C3: Identify the sources of uncertainty associated with the AI
techniques and implement strategies to reduce it with human-AI
interaction. This contribution collaborates with the explainability
of modeling elements in C4.

C4: Tracking the information exchanged during the Human-AI
dialogue that enhance the explainability and traceability of the
created domain models. This contribution address RQ3 to enable
transparency in the creation of the domain models.

C5: Implement an open-source tool with the AI assistants that
interacts in a human-AI collaborative dialogue following a domain
modeling process. The tool will be evaluated in C6.

C6: Evaluate our proposal quantitativelywith reference solutions
and qualitatively with users who have different levels of modeling

experience and domain knowledge. With this evaluation, we will
validate the proposal in C1, C2 and C4.

3 RELATEDWORK
In this section, we review the related work about AI assistants,
explainability, and traceability in domain modeling.

3.1 Domain Modeling AI Assistants
Arora et al. propose using NLP and extraction rules to generate
domain models from requirements documents. They observed that
while model elements can be identified, suggesting correct rela-
tionships is a challenge because many were not relevant in the
domain model [3]. The relevance of these recommendations de-
pends on factors such as context, abstraction level, assumptions,
and the scope of the domain model that may not be included in the
requirements text [3]. Saini et al. identified the lack of interactive
interfaces for AI assistants in domain modeling, for that reason
they proposed a bot that combines NLP and ML neural networks to
create domain models from university exercises problems [24]. This
proposal creates domain models for the domains that exist in its
training data; however, it is not validated with domain descriptions
from real systems [24]. Further research is required to evaluate
the accuracy of the domain model recommendations with more
problem descriptions and industrial cases [24].

More recent studies have explored using LLMs to create do-
main models with Input-Output (IO) and Chain-of-thoughts (CoT)
prompting techniques. In IO prompting, the Zero-shot technique re-
lies on the LLM capability gained in the training process to perform
the task [7]. Another IO prompt is the Few-shot technique that adds
examples of problems and solutions to improve the LLM output
on the requested task [7]. Cámara et al. qualitatively evaluated the
potential to create domain models from textual descriptions using
IO prompting [11]. It was possible to create UML class diagrams;
however, the output model contains semantic errors and some
abstractions required in the domain model were not used, such
as using inheritance instead of attributes or creating association
classes [11]. Another approach is CoT prompting that uses exam-
ples with intermediate reasoning steps that improve LLM results in
complex arithmetic problems [29]. Chen et al. compared various
prompting techniques and concluded that the few-shot prompt
technique performs better than CoT and improves the performance
of LLMs to create the reference solution [9]. However, LLMs have
problems in identifying the correct relationships compared to other
model elements [9].

3.2 Domain Model Explainability
The use of explainable AI in decision-making processes is impor-
tant to understand the final outcomes of these decisions [19]. AI
that implements rule-based learning is identified as transparent and
can be explained easily; on the contrary, models based on neural
networks are opaque models that require post hoc explainability [2].
Batot et al. state that it is essential to clarify the reasons behind
identified links among artifacts to support explainability, which is
also a requirement for traceability [5]. Their proposal uses trace
links, which can be collected with textual explanations in natural
language or automatically identified using information retrieval and
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rule-based techniques. It is important to record the source and de-
tails of the identification process to ensure explainability [5]. Aslam
et al. propose that the output of AI techniques can be augmented by
using explanations that clarify how the result was obtained. They
propose using an ontology-driven conceptual model to complete
the explanations with characteristics, properties, and qualities [4].
Zhao et al. mention that prompting techniques is an emerging par-
adigm for explaining LLM recommendations, for example, using
CoT prompting to explain the behavior of the LLM [34].

Another approach that is increasing in explainability research
is to quantify the uncertainty of the predictions to understand the
reliability and limitations of LLM models [34]. Uncertainty can be
categorized as aleatoric and epistemic [14]. Aleatoric refers to the
inherent variability of the phenomenon and it is not possible to re-
duce it. Epistemic uncertainty occurs due to the lack of knowledge
that exists about a system or its elements, and can be reduced with
more information [27]. The research of Burgueño et al. addressed
belief uncertainty, a specific type of epistemic uncertainty that oc-
curs when the user has doubts about the validity of a statement.
Their proposal includes a UML Profile that includes the degree of
belief to express the uncertainty that agents, e.g. domain experts or
modelers, have about the model elements [8]. Xiong et al. review
some approaches to express the uncertainty of the LLM model by
communicating the confidence level of the prediction, this approach
mimics how human experts express their confidence [31]. They
found that LLMs exhibit significant degrees of overconfidence that
can be mitigated to some extent by combining Verbalized confi-
dence to ask LLM to measure confidence, and consistency-based
confidence by measuring the consistency of multiple answers [31].

3.3 Domain Model Traceability
Traceability is defined in the IEEE Standard Glossary as "the degree
to which a relationship can be established between two or more
products of the development process" [10]. The traceability of the
decisions for domain modeling is needed to increase the trust in the
recommendations provided by the AI assistant. Batot et al. stated
that traceability is the ability to trace different artifacts of a system
and proposed a metamodel to capture evidence of links between
related artifacts for model-driven tools with trace elements [5]. In
the case where an AI technique is used, it is necessary to capture
the rules applied in the case of rule-based techniques or the al-
gorithm and the training set in the case of machine learning [5].
Canovas et al. identified the problem that design decisions were
not traced when designing a modeling language. To address it, they
proposed a Domain-Specific Modeling Language (DSML) that rep-
resents change proposals during a collaboration process that can
be used to automate a decision process [12].

Other approaches for traceability collect the information used
to design the models. For example, De Kinderen et al. stated that
metamodel provenance is needed to record the intentions to in-
clude elements in the abstract syntax for the evolution of languages.
Their proposal combines concepts from Goal-Oriented Require-
ment Engineering and DSML design to track the provenance of
metamodel concepts, their attributes, relations, and constraints [13].
Another approach from Saini et al. used graphs for traceability of
domain model elements, by extracting trace information from a

given problem description and recording it in knowledge graphs.
Their proposal assist modellers to find words or sentences used to
propose a model element [23].

4 PROPOSED APPROACH
Our proposal uses the LLM agent framework proposed in [28] to cre-
ate a conversational bot to assist in the creation of domain models.
The design of the AI assistant supports a collaborative interaction
to align AI suggestions with user needs and will be developed using
a model-driven approach using the metamodel shown in Figure 2.
This approach records the interaction between the assistant and
the user using the metamodel, which enables the explainability
and traceability of the selected model elements for the domain
model. The metamodel is separated into three packages: Modeling
Assistant contains the concepts associated with the AI assistants,
the Explainability package includes the concepts to explain the
model elements proposed, and the Traceability package includes
the concepts for the decisions to select the proposed domain model.

4.1 Human-AI collaboration
First, we propose to define a process that includes AI assistants
with domain experts and modelers to collaborate on the decision
of the model elements that will be included in the domain model.
In Figure 1, we specify the four activities required in the process:

Figure 1: Our proposed process for Human-AI collaboration.
(1) Domain Knowledge Acquisition: The AI assistant interacts with

the user to understand the domain, purpose, and user needs. It
requests more details in case there are doubts to propose the
model elements.

(2) Focus on Domain Elements: To identify the model elements, the
AI assistant will use symbolic and subsymbolic AI techniques,
and quantify the uncertainty of the recommendations. Then,
the interaction with the user executes strategies to decrease
the uncertainty and improve suggestions with more domain
knowledge.

(3) Propose Domain Model: The AI assistant proposes partial do-
main models to validate that the proposal is aligned with user
needs and purpose. The proposals generated by the assistant im-
prove in an iterative way when new or modified model elements
are included.

(4) Domain Model Validation and Verification: This activity aims
to increase the quality of the model by implementing syntactic
and semantic reviews with the user. The lack of quality of the
model will trigger an iterative improvement of the domain
model again.
This process integrates human intelligence with AI to create

a relevant domain model. The iterative approach of the process
ensures that the model is adjusted to the user needs and purpose.
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Figure 2: metamodel for AI Assisted Domain Modeling Explainability and Traceability in a domain modeling process.
4.2 AI assistants
Approaches to resolve complex problems with LLMs aim to use
autonomous agents. These agents have profiles that specialize them
to memorize past events to plan future tasks and execute actions to
achieve the desired outcome [28]. In our approach, we envision the
AI assistant as a group of autonomous agents that are created with
four modules: profile, memory, plan, and action. The agent has a
Profile module that specializes in performing specific domain mod-
eling tasks. The Memory module serves to retrieve past interactions
with the user and store the model elements proposed. The Plan
module is used to execute tasks that aim to reduce the uncertainty
of alternative model elements. Finally, the action module uses the
tools required for the identification and classification of model el-
ements. These tools are enabled by symbolic AI, subsymbolic AI,
or the combination of both techniques to improve the suggestions
of the proposed domain model. The use of this agent framework
enables our proposal to use various agents with specific purposes
such as: identifying and classifying model elements, evaluating
model alternatives, and repairing domain models.

In the metamodel shown in Figure 2, the human user is repre-
sented as HumanAgent and the AI assistants are represented as
VirtualAgent. The virtual agent is composed of the Profile, Mem-
ory, Plan, and Action. There are two types of Memory: short-term
memory for instant interactions and long-term memory to recall
past information. The Plan is composed of several Tasks that the
assistant must fulfill. The Action is executed by the assistants using

the Tools that generate predictions that are used to suggest the
elements of the model. The results of the tools are associated with
the messages to communicate the results to the human user.

4.3 Explainability
In order to enable explainability in the domain modeling process,
we propose recording the explanations of the predictions made by
the AI assistants. The assistant will generate predictions based on
the information provided by the user in the form of chat messages
and/or documents; this information is processed to create an input
adjusted to the specific AI technique (symbolic or subsymbolic).
This information provided by the user is recorded in memory and
is used by the assistants as input to identify the model elements.
These predictions contain model elements that are grouped into
alternatives, which are partial domain models, and each alternative
has an uncertainty score. When the uncertainty is above a certain
threshold, the agent initiates a conversation with the user to reduce
the uncertainty of the alternatives by acquiring more information
about the domain.

In Figure 2, we include in the Explainability package the Input
used to generate the Prediction, this prediction is associated with
the tool used by the assistant and the domain information provided
by the user. The result of the predictions contains ModelElements
that are part of Alternatives with their corresponding Uncertainty.
The uncertainty is reduced when the virtual agent interacts with
the user to acquire more domain information.
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4.4 Traceability
In the traceability part, we propose to record the decisions taken
to select the domain model alternative that is more relevant to the
user. During the interaction between the agent and the user, there
will be decisions to select alternatives that achieve an uncertainty
threshold, these alternatives can be included or excluded based
on the modeling expertise of the user, the suggestions of the AI
assistant, or a mixed approach using the suggestion of AI and the
human expertise. Finally, a domain model is proposed and the
interaction recorded in memory, the plan followed, and the actions
performed by the assistants can be used to explain the domain
modeling decisions.

The Traceability package in the metamodel is shown in Figure 2
and includes the DomainInformation provided by the user, the Vir-
tualAgentMessages generated by the AI assistants when the model
elements are proposed, and more domain information is requested
during the human-AI interaction. Furthermore, some tasks require
making a Decision to include or exclude model elements, this de-
cision could be achieved by AI suggestion, human decision, or a
hybrid approach with human-AI collaboration. The metamodel
considers to record Configurations, which are a group of alterna-
tives proposed by the AI assistant. The decisions taken during the
human-AI interaction aim to create the DomainModelProposed that
contains the model elements with low uncertainty and that are
more relevant to the domain.

5 PLAN FOR EVALUATION
To evaluate our approach, we plan to experiment with reference
solutions to evaluate the quantitative performance and perform an
exploratory study with users to evaluate the tool qualitatively. This
proposal does not involve associated ethical risks.

Quantitative evaluation: To evaluate whether the AI assistants
are proposing relevant model elements, we will assess the tool quan-
titatively by comparing the predictions with reference solutions.
This approach requires collecting domain modeling problems in
textual descriptions that includes reference solutions created by
experts and compare the output with performance metrics such
as precision, recall, and F1-score. There are some data sets in the
literature that compare the outputs of AI techniques with reference
solutions. In [22] the tool was evaluated with problem descriptions
divided into ten problems for training and eight problems for test-
ing. Similarly, in [9] the experiments compared different prompting
techniques using two problem descriptions for few-shot examples
and eight problems for comparing the output performance. In [6],
the authors collected a dataset of 120 software requirements, and
used 30 of them to evaluate the performance of ChatGPT with a
tool that implements NLP techniques.

Qualitative evaluation: The qualitative evaluation of the tool
will be performed with an empirical evaluation of users with differ-
ent modeling experience or domain knowledge to evaluate whether
explainability and traceability improve the creation of relevant do-
main models. For a user with low modeling experience, we expect
it to require an assistant that explains the modeling elements to
improve their understanding of the domain model. In contrast, the
experienced modeler requires a streamlined experience with the
tool that assists to model complex scenarios. Regarding users with

Table 1: Next activities and proposed timeline

Task Timeline Progress
Research Topic Definition Sep ’23 - Feb ’24 100%
Literature Review Sep ’23 - Sep ’24 70%
AI assistants Mar ’24 - Oct ’25 50%
Explainability Aug ’24 - Apr ’25 0%
Traceability Feb ’25 - Oct ’25 0%
Testing and Validation Jun ’25 - Apr ’26 0%
Thesis writing Feb ’26 - Sep ’26 0%

high domain knowledge, the AI assistant will use their knowledge
as the source of truth to generate the relevant model. Instead, if
the user has little knowledge about the domain, some assumptions
will be required and it needs to be explicitly specified in the out-
put model and traceability of the domain model. Our evaluation
approach will use as reference the research in [3] where the au-
thors conducted surveys with users to evaluate the correctness and
relevance of the recommendations.

6 CURRENT STATUS
This section presents the work that has been achieved and the next
activities to complete the research.

Open-source tool: We are using the BESSER open source plat-
form [1] for the implementation of our proposal, specifically we
have developed a prototype that uses the BESSER-bot framework
1 to create a conversational bot that follows states in a dialogue
conversation to assist in discovering model elements with LLM
suggestions. The final step in the conversation creates a domain
model in PlantUML diagram.

Application of Tree of Thoughts (ToT) in Domain Mod-
eling: The ToT framework allows LLMs to explore different solu-
tions for a problem by incorporating self-assessment and a search
algorithm [32]. We submitted a paper [25] with our proposal to de-
compose the modeling problem into tasks to create domain models.
With ToT different proposals of model elements are self-evaluated
by the LLM and the best proposal is selected to continue with the
discovery of new elements and propose a domain model. The exper-
iments demonstrate that by using this framework, we can enhance
the LLM recommendation to incorporate association classes. How-
ever, it shows limitations in identifying the correct relationship
type. Furthermore, we created an open-source DSL to customize
the task decomposition for structural or behavioral diagrams, and
to include other model notations.

Next steps: In Table 1, we summarize the tasks performed, the
progress for each task and next steps for the research proposal.
We started to define the research topic and review the state of
the art in AI assistants, Explainability and Traceability for domain
modeling. Then, we have a prototype for anAI assistant that suggest
model elements, and we will start with the development of the
explainability and traceability. After incorporating the changes to
enhance the AI assistant, we will proceed to test and validate our
open-source tool. Finally, we are considering the thesis writing
activity to submit it on September 2026.

1https://github.com/BESSER-PEARL/BESSER-Bot-Framework
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