UNIVERSITE DU
LUXEMBOURG

PhD-FSTM-2024-078
The Faculty of Science, Technology and Medicine

DISSERTATION

Defence held on 20/09/2024 in Esch-Sur-Alzette

to obtain the degree of

DOCTEUR DE L’UNIVERSITE DU LUXEMBOURG

EN Informatique
by
Mohammad AFHAMISIS

Born on 17 October 1989 in Shabestar, IRAN

TIME SYNCHRONIZATION AND PACKET
SCHEDULING FOR SATELLITE LORAWAN
NETWORKS

Dissertation defence committee

Dr Maria Rita PALATTELLA, dissertation supervisor
Principal Research and Technology Scientist, Luxembourg Institute of Science and Technology (LIST)

Dr Christian VINCENOT

Professor, Université du Luxembourg

Dr Laurent PFISTER, Chairman
Head of ENVISON UNIT, Luxembourg Institute of Science and Technology (LIST)
Professor, Université du Luxembourg

Dr Alberto Ginesi
Head of the Telecommunication Systems and Techniques, ESA-ESTEC, Nederland
Professor, University of Bologna, Italy

Dr Ana Isabel Pérez-Neira, Vice Chairman
Director of the Centre Tecnologic de Telecomunicacions de Catalunya, CTTC, Spain
Professor, Polytechnic University of Catalonia, Spain



Time Synchronization and Packet Scheduling
for
Satellite LoORaWAN Networks



ezs

But all this world is like a tale we hear”

Men'’s evil, and their glory, disappear. ”

Abolghasem Ferdowsi, Shahnameh: The Persian Book of Kings (940 —1025)



Acknowledgements

I would like to express my greatest gratitude to my parents. To my father, who supported me
unconditionally while he was alive, your guidance and encouragement have been the cornerstone
of my academic journey. Your memory continues to inspire me every day. To my mother,
your sensational support has been invaluable. Your unwavering belief in me and your constant
encouragement have been a source of strength throughout this journey. I am deeply grateful for

your love and support.

To my love, Elham Majidnemati, who motivated me every day of my PhD, your encouragement
and belief in me have given me the strength and robustness needed to persevere through the
challenges. Your support has been a pillar of my success, and I am forever thankful for your

presence in my life.

To my supervisor, Maria Rita Palattella, who helped me in each section of my PhD, your
supervision has been instrumental in reaching this point. You provided the right direction in
my research, supported, and motivated me every day. Without your guidance, this achievement

would not have been possible. Thank you for your invaluable support and mentorship.

This thesis was supported by the Design of LoORaWAN protocol optimisation over SATel-
lite Connection for precision agriculture applications (LORSAT) Project, through the Na-
tional Research Fund Luxembourg (FNR), under Grant CORE/C19/15/13705191.



Abstract

The integration of Satellites and Internet of Things (IoT) networks offers a promis-
ing solution for enabling connectivity in remote and hard-to-reach areas, where
consistent access to the internet and reliable power sources remains a significant
challenge. Among IoT technologies, the LoRa modulation scheme and LoRaWAN
protocol have been chosen for their low power consumption, Long-Range commu-
nication capabilities, and cost-effectiveness, making them suitable for such environ-
ments. However, these IoT networks still require intermittent internet access, which
can be efficiently provided by satellites passing over these regions multiple times
per day. This introduces the need for precise satellite orbit tracking to manage net-
work availability effectively. During each satellite pass, a large number of devices
fall within the satellite’s coverage area, leading to potential packet collisions and
communication failures. Consequently, this situation demands advanced time syn-
chronization and packet scheduling techniques to optimize performance and ensure
reliable network operation. To address these challenges, this thesis introduces two
novel methods: REACT for LoRaWAN time synchronization and SALSA for Lo-
RaWAN packet scheduling. REACT ensures that LoRaWAN devices operations are
synchronized with satellite visibility windows, improving the overall network per-
formance. SALSA is designed to efficiently manage transmission times, thereby re-
ducing packet collision rates and enhancing communication reliability. These meth-
ods have been rigorously evaluated using first via a simulation environment, and
then, a testbed, for implementing a Proof of Concept (PoC). The results demon-
strate that REACT and SALSA perfectly operate to integrate Terrestrial LoORaWAN
networks with Satellites, ensuring the required reliability and scalability. These con-
tributions provide practical solutions to existing limitations in the field of satellite
IoT, paving the way for the effective implementation of integrated LoRaWAN satel-

lite technology, totally agnostic to the possible application scenarios.
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1 Introduction

In recent years, the IoT has emerged as a cornerstone of technological innovation, rev-
olutionizing various sectors through the integration of connected devices that facilitate
seamless communication and data exchange. IoT’s transformative potential lies in its
capacity to optimize operations, enhance productivity, and significantly reduce opera-
tional costs by enabling real-time monitoring, automation, and control of complex sys-
tems and processes. What distinguishes the IoT from traditional digital technologies
is its ability to provide ubiquitous, low-latency connectivity, creating a network of bil-
lions of physical devices that operate autonomously while generating and transmitting
vast amounts of data. This has profound implications not only for industries but also
for society at large, as IoT-driven data streams enable more informed decision-making,
improved resource allocation, and the emergence of entirely new forms of digital inter-

action.

1.1 Outline

The growing expansion of IoT and its integration across diverse sectors has dramati-
cally increased the number of interconnected devices, which in turn has led to a sub-
stantial escalation in the volume of data being generated and transmitted. This rise in
data enhances system performance, enables better decision-making, and drives innova-
tion across industries and other applications. However, as the number of IoT devices
continues to multiply, the demands placed on existing network infrastructures also in-
tensify. The capacity of these networks must keep pace with the burgeoning influx of
devices, but terrestrial networks often fall short of providing reliable and ubiquitous

coverage, particularly in rural and remote areas. These networks, although essential for
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IoT connectivity, are limited by inconsistent broadband access and significant coverage
gaps, which hinder the seamless operation of IoT devices in areas that lack sufficient

infrastructure.

In response to these challenges, this thesis presents novel methods and algorithms de-
signed to address the critical connectivity and time synchronization issues and schedul-
ing method associated with the proliferation of IoT devices. These solutions aim to
enhance network scalability and reliability performance by integrating IoT devices into
optimization frameworks that ensure continuous and effective connectivity, even in re-
gions with limited terrestrial network support. The proposed approaches are developed
to bridge connectivity gaps, allowing IoT devices to operate efficiently across various
environments. By overcoming these infrastructural limitations, the methods and algo-
rithms discussed in this thesis are designed to support the growing number of IoT de-
vices, ensuring scalability, improved performance, and broader societal impact as IoT

continues to expand.

1.2 Problem Statement

Deploying IoT devices in rural and remote areas is challenging [1], [2], where tradi-
tional terrestrial network infrastructure is either unavailable, too costly to implement,
or lacks reliable power sources. The IoT devices in these regions are typically battery-
powered with limited computational capabilities, and they perform sporadic or peri-
odic transmissions with low throughput, primarily sending sensor measurement values
and device states. While these devices are mostly used for monitoring mostly for agri-
culture, forest monitoring and similar applications, therefore they assumed to be the
almost geographically-fixed IoT devices. Considering mobility in the IoT devices is not
included in the scope of this thesis. Given these constraints, it is necessary to explore al-
ternative network backhauling infrastructures that can provide consistent connectivity

under such challenging conditions.

This is where Satellite IoT becomes essential. Satellite IoT can bridge the connectivity
gap by providing backhaul for IoT networks in regions where terrestrial infrastructure
is either unavailable or cost-prohibitive to deploy [3]. The integration of Terrestrial Net-

works (TN) and satellite networks is crucial for extending the reach and reliability of
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IoT applications, ensuring that remote and rural areas are not left behind in the digital
transformation [4]. The 3GPP has been actively standardizing satellite IoT, generally on
of the Non Terrestrial Networks (NTN), to support this integration, particularly focus-
ing on Low Earth Orbit (LEO) satellites, which offer lower latency, higher throughput,
and better link budget than traditional geostationary satellites. This integration is ex-
pected to play a pivotal role in the 6G ecosystem, enhancing global coverage and service

continuity for IoT applications [5]-[8].

To effectively integrate satellite networks with existing IoT networks, advanced solu-
tions are required to manage the unique challenges posed by satellite communication
environment. Satellites pass over rural areas several times per day, necessitating pre-
cise knowledge of their orbits to manage availability effectively. During these satel-
lite passes, the large number of devices within the satellite’s visibility window leads to
high probabilities of packet collisions. This scenario underscores the need for advanced

packet scheduling and time synchronization algorithms.

Among the Low Power Wide Area Network (LPWAN) IoT technologies, Long Range
Wide Area Network (LoRaWAN)[9] based on the LoRa modulation [10] is one of re-
markable IoT protocols available. LoRaWAN provides low power, long range and low
cost connectivity, suitable for the remote areas. In this thesis, the combination of Lo-

Ra/LoRaWAN has been selected as the base technology to overcome these challenges.

1.3 Thesis Contributions

In this thesis, two novel methods have been introduced to address these challenges in
the Satellite LoORaWAN networks: REACT - a low cost and specification-independent
LoRaWAN time synchronization algorithm and SALSA - a LoRaWAN packet Schedul-
ing Algorithm for LoRa to LEO satellite. REACT ensures that sensor operations are syn-
chronized with satellite visibility windows and following SALSA allocated time sched-
ules, improving the overall network performance. SALSA is designed to efficiently
manage packet transmission times, thereby reducing packet collision rates and enhanc-

ing communication reliability.

These methods were rigorously evaluated using my custom-developed simulators and
Testbed. The results demonstrate that REACT and SALSA significantly improve the in-
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teroperability and integration of Satellite and Terrestrial LoRaWAN networks, ensuring
the required performance. These contributions provide practical solutions to existing
limitations, paving the way for the effective implementation of integrated IoT-satellite

technology agnostic to the application.

1.4 Thesis Structure

The remaining of the thesis is structured as follows. In Chapter 2, an introduction to
the existing IoT technologies and their characteristics has been provided, by comparing

them, and selecting the best fitting IoT protocol.

In Chapter 3, a brief summary of satellites and their different orbits is given to have
better understanding of the satellite environment. This includes also the challenges and
benefits of the Satellite IoT technologies, in correspondences to their use cases and mar-
ket challenges. In Chapters 4 and 5, the REACT and SALSA methods are described in
detail, including their design and theoretical foundation. In Chapter 6, SALSA simula-
tor and LORSAT testbed have been presented and described, as the tools to evaluate the
REACT and SALSA methods in Chapter 7.

Finally, Chapter 8 concludes the thesis, summarizing the problems, the solutions, and
their main innovative features, and outlining future work and application scenarios of

the proposed solutions.
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2 Internet of Things Technologies

Low Power Wide Area Networks (LPWAN) encompass a category of wireless commu-
nication technologies specifically designed to enable long-distance data transmission
while minimizing power consumption for connected devices. Protocols such as Lo-
RaWAN, NB-IoT, and Sigfox exemplify LPWAN technologies, offering solutions partic-
ularly suited for scenarios that demand prolonged battery life, broad-range connectiv-

ity, and support for large numbers of devices across vast geographic areas [11].

Narrowband Internet of Things (NB-IoT) [12] is a cellular LPWAN technology operat-
ing on licensed spectrum, designed to enable efficient communication for a multitude of
low-power devices. It offers good coverage, deep penetration, and reliable connectivity,
making it ideal for applications such as smart metering, asset tracking, and smart city

solutions.

Conversely, LoORaWAN [9] is a non-cellular LPWAN technology that operates in un-
licensed spectrum, renowned for its long-range communication capabilities and low
power consumption. LoRaWAN is particularly suitable for applications requiring long
battery life and extended range, such as smart agriculture, environmental monitoring,

and industrial automation.

In recent years, most efforts and attention in the LPWAN space have been directed to-
wards LoRa/LoRaWAN and NB-IoT [13]. Therefore, the concentration is on these tech-
nologies, which lead LPWAN deployments and innovations. Their distinct character-
istics and capabilities make them well-suited for a wide range of IoT applications, and
their integration into 6G networks positions them as key components in the advance-

ment of next-generation wireless communication technologies.
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The following sections will provide detailed descriptions of these two prominent LP-
WAN technologies.

2.1 LoRaWAN

LoRaWAN is a LPWAN communication protocol designed to support IoT applications,
ensuring long-range connectivity with minimal power consumption. The protocol
builds upon LoRa, a proprietary radio communication technology initially developed
by Cycleo, a company based in Grenoble, France, and patented in 2014. Following its
development, Cycleo was acquired by Semtech, which has since continued to advance

LoRa technology.

LoRaWAN, recognized as an official standard by the International Telecommunication
Union (ITU) under ITU-T Y.4480, defines the network architecture and communication
protocol for LPWAN applications. The ongoing development of the LoRaWAN protocol
is managed by the LoRa Alliance, a global non-profit organization that includes Semtech
as a founding member. Together, LoRa and LoRaWAN enable efficient, long-range wire-
less communication for battery-powered devices in regional, national, and global net-
works. The protocol is optimized for key IoT requirements such as bi-directional com-
munication, end-to-end security, mobility, and localization, offering data rates between
0.3 kbit/s and 50 kbit/s per channel.

2.1.1. LoRaWAN Network Architecture

LoRaWAN operates as a star-of-stars network, facilitating end-to-end bi-directional
communication between LoRaWAN end devices and LoRaWAN servers. The system
architecture, illustrated in Fig. 2.1, comprises three primary components: (i) devices,

(ii) gateways, and (iii) network servers.

End Devices (EDs) are devices equipped with sensing and actuating capabilities. They
sense the physical environment, collect data (e.g., temperature, humidity), and send it
through wireless LoRa links to the gateways. EDs cannot communicate directly with
each other because the standard only supports a single-hop network topology. Sensing
capabilities, computing power, and battery life are key metrics for selecting the most

suitable ED for a specific application.

14



LoRaWAN >

e T e mTT T T T T |
I LoRaWAN Gateways : I Backhauling Links I l Servers :
______________ - -——————————-—-- 5 - - - - =
L bt ' X
K v &P :
| 1 1
L (te)) 1 N o
D Ly o Server |
1! ‘.a"’ k\ | : 3& :
[ ! N
(t®)) 7/ ! |
- ] 1
€ 1/ Cellular . I :
N 'r‘ ~
. ' |
Y\ (B8 | -
% |’d "x\ ‘E/ I : . v :
Gateway1l ‘i % SR — }“‘ Network |
AN "fs | / Server |
7 J-"I{\, . : I
(( ® )) SN Satellite i !
e 4 1 )
A ¥ |
1
! |
! 1
! i
! I
! i
! I
! |
' i
i/

== S e =

Figure 2.1: LoRaWAN Network Architecture.

Multiple LoORaWAN Gateways (LGWs) connect to a LoORaWAN Network Server (LNS)
via a reliable backhaul link (Ethernet, cellular 4G, satellite, etc.). Each LGW acts as a net-
work packet forwarder between the EDs and the LNS. Consequently, it cannot decode
data frames received over LoRa links but encapsulates them into IP packets addressed
to the LNS. Depending on system design criteria, LGWs can be fixed or mobile (e.g.,

mounted on drones or LEO satellites).

The system architecture includes a LNS that manages the LGWs and the entire system
and handles the LoRaWAN protocol management within the network. The LNS collects
and decodes uplink traffic (generated by the EDs and forwarded by the LGWs) and
sends downlink packets and Medium Access Control (MAC) commands to the EDs
through the LGWs. Various LNSs are available, with the open-source Chirpstack [14]
server being one of the most adopted for private deployments. In nearly every country,
there is at least one TelCo Operator offering a public LNS (and LPWAN coverage with
their own LGWs). The Things Network [15] and LorloT [16] are public and collaborative

15



Network Operators with freemium pricing plans, providing basic products and services

free of charge while charging for premium features.

Finally, the LNS connects with several LoRaWAN Application Servers that give end
users access to the entire system. These LNSs have interfaces allowing easy connection
with Application Servers to collect, store, and visualize IoT data. Examples of well-
known public Application Servers include Cayenne, Amazon Cloud Services, Things-
Board, Ubidots, and etc.

In the following sections, the LoRa PHY protocol and the LoRaWAN MAC protocol (Fig.
2.2) are described, which regulate communication among the different components of
the LoRaWAN network architecture.

N LoRa Modulation LoRaWAN MAC| | A
= | Al
2 &
3 | Css LR-FHSS A(loha) =
= =Nk
N IE
: B(eacon) — £
s ol®
‘| EU us CN AS B S
v . (1] ] o
‘g . C(ountious) = [
o '| RU KR IN AU 3|
= ; | =N/
AV L

Figure 2.2: LoRa PHY and LoRaWAN MAC layers.

2.1.2. LoRa PHY Protocol

The Long Range (LoRa) technology, proprietary of Semtech Corporation, defines the
specification of the Physical (PHY) Layer. LoRa is a Spread Spectrum modulation tech-
nique stem from the Chirp Spread Spectrum (CSS) concept. CSS is a wide-band modula-
tion technique where the carrier wave varies cyclically and linearly over a time, between
two values f,;, = — 8% and f.. = +27, defined by the signal Bandwidth, BW.

The resulting signal is called chirp. When the frequency variation increases, it is re-
ferred as up-chirp, either wise as down-chirp. LoRa modulation adopts up-chirp most
of the time; therefore, this can be considered as its standard behavior, unless differently

indicated.
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Figure 2.3: CSS Modulation. Example of un-modulated signal (A f = 0), and modulated signal (Af > 0).

A chirp, defined by its initial and final frequency (f; ; f;) does not necessarily start at the
lowest value of the bandwidth (f,,:»,). Actually, f; can be any of the different frequencies
within the bandwidth, and can be defined as f,,;, + Af. The special case with Af =0,
then f; = f,.in and f; = fie. corresponds to unmodulated signal. Different values of A f
allow representing different values of the signal. When A f > 0, the carrier wave starts
the modulation at a given frequency f; = f,.in + Af and increases until it reaches f,,q,.
Then, it wraps down to f,;,, and continues increasing again until it completes a loop,

by reaching the initial value f; = f;.

Fixed a number N of frequency shift A f, with LoRa modulation it is possible to rep-
resent Ng different symbols. The number of bits per symbol, needed to identify the
specific value represented by the signal, is called Spreading Factor, SF. According to the
standard, the SF values can be selected from 7 to 12. This translates in the possibility of

transmitting from 128 to 4096 bits of information per symbol.

Ng = 25F 2.1)
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The SF also determines the rate at which the carrier wave changes from f; to f; over
time. This frequency-change rate is defined Chirp Rate, or Symbol Rate, R;.

(2.2)

Since the SF also represents the number of bits per symbol, the Symbol Rate translates

in the following Bit Rate, R,,.

BW

Increasing the SF translates into a linear increment on the amount of bits represented by
each symbol which would lead to increased bit rate. However, it will also decrease the
Chirp rate exponentially, and the bit Rate consequently. In fact, the carrier wave will re-
quire more time to complete a loop from f; to f; to represent any symbol. This translates
in a longer Time on Air (ToA) to transmit the signal, and higher energy consumption.
A slower modulation is more resilient to interference, attenuation, and noise. Thus, it
allows the receiver demodulating correctly the received signal, even from longer dis-
tances. The opposite is also true. Reducing the SF' diminishes the amount of different
values that a Symbol can represent. Thus, it would decrease the bit rate. On the con-
trary, it increases much more significantly the Symbol Rate, which implies higher bit

rate, faster modulation, shorter ToA, and lower energy consumption. Also, a signal
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with lower SF would be more affected by noise, attenuation, and interference. This

makes a low SF more suitable for short distance and faster communication.

The Bit Rate R, specifies the amount of raw bits that can be transmitted over time. Of
those raw bits, some are used to represent informational bits, namely the net bits. While
the remaining bits are kept for error detection and correction, the redundant bits. The

ratio between net bits and raw bits is known as Coding Rate (C'R).

netpits

CR =

(2.4)

TaWpits

For each 4 net bits, LoRa modulation allows using between 5 and 8 raw bits. The default
CR proposed by the standard is 4 : 5. For each 4 net bits, 1 redundant bit is added result-
ing in 5 raw bits. However, LoRa supports more resilient transmissions by increasing

the amount of redundant bits, at the cost of reducing the net bit Rate.

2.1.3. LR-FHSS PHY Protocol

Standard LoRa PHY encounters reliability problems when numerous EDs are concen-
trated in a densely populated area. Additionally, its finite link budget restricts its ef-
fectiveness for long-distance communications, such as direct satellite-IoT connections.
To address these issues, Semtech has developed an advanced LoRa PHY layer called
Long-Range Frequency Hopping Spread Spectrum (LR-FHSS), also referred to as LoRa-
Extended [17].

The LR-FHSS protocol utilizes the same channels as regular LoRa PHY but divides the
LoRa bandwidth into several smaller sub-bands called hops. In LR-FHSS, ED and LGW
synchronize using a pseudo-random sequence that designates the specific hops for data
transmission. This sequence is shared via a header, with two or three replicas transmit-

ted on randomly selected hops.

After synchronization, the ED transmits the payload, which is segmented into smaller
portions known as fragments. Each fragment is sent over a different hop according to
the initially exchanged pseudo-random sequence. This process results in a longer ToA
for transmitting the same payload compared to LoRa PHY (see Figure 2.5), enhancing

resilience to collisions. Consequently, signal detectability and the link budget improve.
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It is important to note that LR-FHSS is applicable only to uplink transmissions, with
downlink traffic continuing to follow the regular LoRa PHY.
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Figure 2.5: LoRa PHY vs LR-FHSS

2.1.4. LoRa Regional Regulations

LoRa is defined to operate in the unlicensed Industrial, Science, and Medicine (ISM)
frequencies spectrum. ISM frequency spectrum is available worldwide, in different fre-
quencies bands, e.g. Asia 443 MHz; Europe, Russia, India, parts of Africa 863-870 MHz;
US, Latin-America 902-928 MHz; Australia 915-928 MHz; Canada 779-787 MHz, and
China 470-510 MHz, 779-787 MHz.

For instance, in Europe, ETSI regulates for each sub-band of the 863-870 MHz band, the
maximum energy allowed to irradiate in any direction, namely the Effective Isotropic
Radiated Power (EIRP) and the amount of time (ToA) that the irradiation takes in a

proportion of transmission, i.e, the duty cycle, DC (see Table 2.1).

These regulations have direct impact on the efficiency of the transmission. It imposes
an upper-bound to the amount of time a transmission could take. The LNS can decide
how to make best use of that time for a specific transmission, as much as it does not

overpass the imposed limitation. It can increase the SF to make transmissions longer
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Table 2.1: ETSI SUB BANDS 863-870 MHz

Name

Band (MHz)

Limitations

G

863 - 870 EIRP < 25 mW - DC < 0.1%

Gl

868 - 868.6 EIRP < 25 mW - DC < 1%

G2

868.7 - 869.20 | EIRP < 25 mW - DC < 0.1%

G3

869.4 - 869.65 | EIRP < 500 mW - DC < 10%

G4

869.7 - 870 EIRP < 25 mW - DC < 1%

and reachable from far, or decrease the SF to make transmissions shorter to save energy,

or transmit more data during the same amount of time.

To ensure interoperability between transmitter and receiver, a set of communication pa-
rameters (better known as channel), should be configured and agreed. In the case of
LoRa, the LoRa-Alliance has defined channels for each region, in a document called Lo-
RaWAN Regional Parameters [10]. Those definitions include allocations of bandwidth,
central frequency, and communication direction (uplink/downlink). The combination
of SF and bandwidth is called Data Rate (DR) and it varies from 0 up to 5, depending on
the region, and the frequency plan. Table 2.2 provides an example of DR in the EU 863-

870 band. Network Operators might define their own set of channels and regulations,

at the condition to be always compliant with local authorities.

Table 2.2: Data Rate in EU863-870 band

Data Rate | Configuration | PHY bit rate [bit/s]
0 SF 12 BW 125 kHz 250
1 SF 11 BW 125 kHz 440
2 SF 10 BW 125 kHz 980
3 SF9 BW 125 kHz 1760
4 SF 8 BW 125 kHz 3125
5 SF 7 BW 125 kHz 5470
6 SF 7 BW 250 kHz 11000
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2.1.5. LoRa Frame

Fig. 2.6 illustrates the regular LoORaWAN Uplink Frame format, transmitted by EDs
to LGWs in their transmission range [9]. The Uplink frame includes: (i) a Preamble,
(ii) a Packet Header PHDR, (iii) a Packet Header error Detector PHDR_CRC, (iv) a PHY
Payload, and (v) a Data error detector CRC. Downlink Frames sent by the LNS to the
ED differentiates from the Uplink Frames for not including a CRC field. The LoRaWAN
MAC Frame is encapsulated into the PHY Payload, and is composed of: a Message
Header, MHDR, a MAC Payload, and a Message Integrity Code, MIC.

bit 7 6 5 4 3.0
ADR ADRACKReqg ACK Class B FOptsLen
Data message (Bi-directional) (Tx / Rx) DevAddr FCtrl FCnt FOpts FPort FRMPayload
MHDR MAC Payload MIC
Preamble PHDR PHDR_CRC PHY Payload CRC

Figure 2.6: LoRa PHY and LoRaWAN MAC Uplink Frame Format.

When an ED wants to join a LoRaWAN network, first has to send a join request, and
then wait for the join accept message. The data message format for such bi-directional
communication is illustrated in Fig. 2.6. It includes six fields: (i) the Device Address
in the network, DevAddr, (ii) the Frame Control byte, FCtr1, (iii) the 2-octets Frame
counter, FCnt, (iv) a Frame Optional field, FOpts, (v) the Port Field FPort specifying
the application port number, and (vi) the Frame Payload, FRMPayload. While all the
details related to those fields can be found in the standard [18], hereafter only the field
FCtrl is described, being relevant for the set up of the LoRaWAN Communication

modes.

The FCtrl field is 1 byte long, and it includes five sub-fields in uplink: (i) ADR spec-
ifying if the Adaptive Data Rate Algorithm is supported, (ii) ADRRACKReq Acknowl-
edge about the minimum Data Rate requested by the ED, (iii) ACK set for the confirmed
messages, (iv) Class B, a Reserved for Future Usage (RFU) field used for switching

between class A and B, and (v) FOpt sLen specifying the actual length of FOpts field.
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To send a MAC command, such as a joint request message, or a message for configuring
the communication parameters, the ED can use two different approaches: (i) send it
as a piggyback in the FOpts without encryption or (ii) send it in the FRMPayload as
encrypted command with FPort = 0. In the first case, the maximum length is equal
to 15 octets, while in the second case it is equal to the FRMPayload size. A Command
Identifier, CID, allows to identify the command type. Requests and related Answers
are matched using the same CID number. These MAC commands can be utilized to

configure the ED remotely, such as class selection, and internal clock.

In other side, the LR-FHSS implements several modifications on the preamble and
Header side of the uplink packets. As depicted in the Figure. 2.5, there are SyncWord,
Header, and HeaderCRC instead of the preamble and header of the regular LoRa
packet. It is worthy to mention that LR-FHSS has been defined only by uplink com-

munications, and the downlink packet will remain same as regular format of LoRa PHY

packets.
48 48 1B 2b 28
SyncWord Header HE;?:” PHY Payload CRC

Figure 2.7: LR-FHSS Packet Format.

2.1.6. LoRaWAN MAC Protocol

LoRaWAN is based on a (MAC) layer communication, introduced by the LoRa Alliance
[9] to manage the end to end network. LoRaWAN adopts a simple channel manage-
ment scheme, based on pure ALOHA random access [19], which ensures low power

consumption and low complexity, resulting in a cost-effective solution.

As shown in Fig. 2.8, LoORaWAN defines three main channel access strategies, one
mandatory (Class A), and two optional (Class B and Class C), with the aim of meet-

ing the requirements of different application scenarios.

Class A(loha). Defined in the standard as mandatory, it is implemented by all the Lo-
RaWAN EDs, according to the protocol specifications [9]. It adopts simple ALOHA
scheme resulting in the simplest and most energy efficient mode among the three

classes. The ED can sleep most of the time and wake up only when it has some data

23



ready to transmit. The duration of the uplink transmission window depends on the

frame size especially the user payload, and the LoRa PHY parameters.

The main drawback of the Class A consists in its asynchronous configuration that intro-
duces high collision probability and random downlink (DL) availability. The downlink
communication is triggered by the ED that opens two short downlink receive windows,

after having transmitted a frame.

Typically the first receive window, RX}, is opened for 1 s (Dgx,), and it can last for
maximum 30 ms by modifying the configuration, enough for receiving a preamble of a
LoRa frame. If a frame is well received during RX;, then the node goes immediately
after in sleep mode. If the ED does not hear any preamble, then it opens a second
DL receive window, RX,, after 2 s from the end of the UL window (Drx,). Despite its
default value, the duration of Dy, can be modified by the LNS, using a MAC command
through a downlink packet.

Class B(eacon): As an improvement of Class A, Class B presents predictable DL win-
dows with the ability of reducing the probability of collisions between the data frames.
While the UL phase of the Class B remains unchanged as UL of the Class A, more receive
windows to download data and settings (i.e., MAC commands) from the LGWs can be
opened. A Class B device initially operates in mode A, till it is switched to mode B, via
application layer of the ED or via exchange of MAC commands from the application

server.

When operating in Class A, the sub-field RFU of the FCt r1 field in the UL frame is set
to 0; for operating in Class B, it must be set to 1. When receiving an UL frame with
FCtrl (RFU=1),the LGW has to send beacons to the ED for synchronising the UL and
DL timing. Once the internal clock of EDs is synchronized with the base clock of the
GWs, the GWs transmit periodically beacons, every Beacon Period. The latter is set by
default to 128 seconds. When an ED does not receive any beacon for 120 minutes, the
ED must go back to Class A, and inform the LGW and the network of the class change
by setting FCtrl (RFU = 0) in the next UL frame.

As shown in the Fig. 2.9, the time elapsing between two beacons includes a Beacon
Reserved period, a Beacon Window, and a Beacon Guard period. The Beacon Reserved period

ensures the transmission of the beacon before opening the beacon window. It has a fixed
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Figure 2.8: LoORaWAN End device operating classes A, B and C. Uplink and Downlink configurations.
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Figure 2.9: Class B downlink configuration

duration equal to 2.120 seconds. Analogously, the Beacon Guard period, 3 seconds long,
ensures the beacon window is closed before the transmission of the next beacon. The
Beacon Window, having a duration of 122.880 seconds is divided into ping slots, with a
maximum number of 4096 slots. Each ping slot has a duration of about 30 milliseconds.
It has to be noticed that not all of the ping slots can be used by the ED in every Beacon
Period. By using a slot randomization method, the available number of operational ping
slots is limited to the maximum number of 128 slots. This allow reducing the systematic
collisions and capture effect. In such slot randomization method, a random key and a
Ping Offset will be produced at each beacon by ED and LNS using the AES encryption
technique. By using the generated key, the set of reserved ping slots are known for
server, LGW and the ED.

EDs may miss the beacons sent from the LGW for coverage and interference issues. In

this case, the beacon-less operation mode is activated: the ED goes into internal timing
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reference when it does not receive any beacon. At this state, the ED adds drift to its
internal clocking reference to gradually widen ping slots duration to have more time
to have the chance of receiving a frame preamble. If this situation persists, the ED will
switches to a Class A mode after 120 minutes since the last received beacon. Then it will
update the Class B=0 in the FCtrl field of the MAC frame sent to the LNS.

Class B is a better choice for applications requesting confirmed messages, and or
downlink traffic from the network/application server. By using appropriate scheduling
techniques, it is possible to use the ping slots in efficient way, while reducing the

increased energy consumption of such communication mode.

Class C(ontinuous): Unlike Class B, Class C does not implement beacons, but similarly
to Class A, it opens DL receive windows, and keeps them opened till a new transmission
is triggered. The ED never goes in sleep mode. Thus, this access scheme reduces the la-
tency of DL frames, while in contrast it dramatically increases the energy consumption.
Class C is suitable for applications requiring bi-directional communications, and and in
particular timely actuating operations (through DL traffic sent by the LGW to the EDs).
A Class C ED cannot switch to the Class B. Note that it is not necessary to update FCtrl
byte for switching from Class A to Class C. This information is exchanged between the

ED and the network/application server during the joint procedure.

2.2 NB-IoT Standard

NB-IoT is a LPWAN standard that has been standardized by the 3rd Generation Partner-
ship Project (3GPP) as part of the broader LTE and 5G specifications. It was designed
specifically to address the needs of IoT applications that require low data rates, wide

coverage, and long battery life, making it a key player in cellular IoT communications.

The NB-IoT devices have low power consumption requirements, allowing for long bat-
tery life. These networks can cover large geographical areas, making it suitable for ap-
plications that require wide coverage. Also, NB-IoT provides a secure communication,

inheriting from 5G standard, protecting data transmission from unauthorized access.
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Figure 2.10: NB-IoT Network Architecture

On the other side, NB-IoT offers limited bandwidth, which may not be suitable for
applications requiring high data rates. Complexity of NB-IoT makes it a technology
that may have higher latency compared to other wireless technologies, affecting real-
time applications. Like other Wireless technologies, NB-IoT networks may experience

interference, affecting the reliability of communication, in dense urban areas.

2.2.1. Network Architecture
As shown in Figure. 2.10, the NB-IoT network architecture consists of three main com-
ponents:

e Devices: These are the end devices or sensors that collect data and communicate

with the network, also called as User Equipment (UE).

e NB-IoT Base Station: Also known as eNodeB (eNB), the base station connects the

devices to the core network using the air interface.
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Figure 2.11: NB-IoT deployment modes

¢ Core Network: This includes the network components that manage the commu-
nication between the devices and the applications. The core network, namely the
Evolved Packet Core (EPC), is responsible for transmitting the collected IoT data

to the cloud platform for further processing and managing mobile devices [12].

Like LoRaWAN, the UEs communicate packets using a physical layer to the eNB. In
the NB-IoT, the downlink packets are modulated using Orthogonal Frequency-Division
Multiplexing (OFDM), which allows a better spectrum efficiency and reliability perfor-
mance. In the uplink, the UEs receive the packets in a Single-Carrier Frequency Di-
vision Multiple Access (SC-FDMA) modulated signal. SC-FDMA is preferred for the
uplink transmission in NB-IoT due to its power efficiency, and better performance in

high-speed mobility scenarios.

NB-IoT occupies the 180 kHz frequency band, corresponding to a block of resources
in the LTE bandwidth. NB-IoT supports three deployment modes, illustrated in Fig-
ure 2.11. The In-band mode occupies one of the Physical Resources Blocks (PRBs) of
LTE. The Guard-band mode occupies only the protection band of LTE. In the stand-
alone mode, NB-IoT can be deployed in any frequency spectrum, such as Global System
for Mobile (GSM) frequency bands.

Figure 2.12 illustrates the structure of NB-IoT radio frame. Each radio frame has a du-
ration of 10 ms and is divided into 10 subframes. Each subframe is made up of 2 slots.
One subframe consists of 12 x 14 Resource Elements (REs) with a 15 kHz subcarrier
for downlink (3.75 kHz or 15 kHz for uplink). 3GPP has defined several channels and

signals with distinct functions for uplink and downlink, as described hereafter.
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Figure 2.12: Radio Frame of NB-IoT

For the downlink, two synchronization signals, Narrowband Primary Synchronization
Signal (NPSS) and Narrowband Secondary Synchronization Signal (NSSS), are trans-
mitted in the subframes 5 and 9 to synchronize UE and eNB in time and frequency.
The first subframe is Narrowband Physical Broadcast Channel (NPBCH), which is
used to exchange critical system information such as deployment mode. The remain-
ing subframes are occupied by the other two channels: Narrowband Physical Down-
link Control Channel (NPDCCH) and Narrowband Physical Downlink Shared Channel
(NPDSCH). The control channel contains information on uplink and downlink resource
scheduling, allowing the UE to know when to receive or send messages. In the shared
channel, downlink data and other system messages are exchanged. Note that control
and shared channels may occupy several subframes, depending on the size of the mes-

sage, the number of repetitions, etc.

Two different channels are defined for uplink transmission. The first connection at-
tempt (Random access preamble) of the UE to the eNB is transmitted in Narrowband
Physical Random Access Channel (NPRACH), where the collision happens. The uplink
data is transmitted in Narrowband Physical Uplink Shared Channel (NPUSCH). Those
resources are allocated by the upper layer avoiding a-priori any collision. Therefore,

this channel is also known as a non-contention channel. Finally, NB-IoT supports two
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transmission modes: Multiton and Singleton. Singleton uplink messages occupy only
one subcarrier, while Multiton uplink messages occupy multiple (3, 6, 12) subcarriers.
So multiple UEs can occupy the same channel, allowing more users to be connected

simultaneously.

Downlink frame

NPDCCH | NPDCCH | NPDCCH | NPDCCH NPDCCH | NPDCCH | NPDCCH
NPBCH NPDSCH | NPDSCH | NPDSCH | NPDSCH NPSS NPDSCH | NPDSCH | NPDSCH NSSS

Uplink frame

NPUSCH | NPUSCH | NPUSCH | NPUSCH | NPUSCH | NPUSCH | NPUSCH |[NPRACH| NPRACH |NPRACH

DSystem DSynchronization |:|Data or Control |:|Preamb|e
Information Information Information

Figure 2.13: Downlink and uplink frames of NB-IoT

The UE of the NB-IoT must synchronize with the eNB by receiving the synchronization
signals before connecting with the eNB. Note that in the LoRa PHY protocol, only Class

B enables the synchronization between the ED and the GW using beacons.

When a UE is covered by more than one eNB simultaneously, it measures the received
power and then selects the one with the best available coverage (best signal quality). In
LoRa, the ED transmits to any LGWs in its coverage range. It is up to the LNS to select
the best LGW for sending back downlink traffic. Moreover, while in LoRaWAN, the ED
receives the configuration parameters from the LNS, in an NB-IoT network, the UE itself
determines the Coverage Enhancement (CE) level according to its distance from the eNB
and thus, chooses the number of repetitions of a message (2-1024 times). The higher the

CE level (0-2), the higher the power consumption of the data transmission [20].

When the UE has a message to send or monitors paging, it will connect to the eNB as
shown in figure 2.14. The random-access process will begin once the UE completes the
synchronization with the eNB. A random-access preamble is sent to the eNB using the
random-access channel (Msgl). The UE starts a timer and waits for a random-access
response (Msg?2). If no response is received, the UE will send a new preamble. After a
successful reception of Msg2, Msg3 is sent from the UE to the eNB, which holds con-
trol information of radio resources, data volume, reconfiguration request, etc. Msg4 is

the connection setup and the contention resolution, where the eNB accepts to establish
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the connection with a UE. After receiving Msg4, the UE will enter the connected state
from the idle state. Then the eNB and UE exchange messages for authentication and
AS security configuration (Msg6-9). After that, UE sends its uplink data and receives

downlink data. Finally, the eNB releases the connection if it detects inactivity from the
UE (Msg10).
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Figure 2.14: NB-IoT Workflow

NB-IoT defines two optimization methods for data transmission to reduce message ex-
change: the User Plane (UP) and the Control Plane (CP) optimization. The CP carries
the signaling responsible for accessing the UE, allocating resources (e.g., messages ex-

changed after random access), etc.; the UP carries the user data.
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Figure 2.15: NB-IoT CP optimization

It must be noticed that for sending and receiving a few bytes of data, the signaling
overhead consumed by the UE from the idle state to the connected state is much more
significant than the data load. To make data transmission more efficient, two optimiza-
tion schemes have been proposed: CP and UP optimization. With the CP optimization,
small packets can be added to the control message (Msg5) and bypass the security con-

figurations to improve the speed for transferring small data. This mode is insecure
compared to other modes.
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The UP optimization allows idle users to transfer data quickly through the suspend and
resume process. After establishing the first connection, the user’s information can be
stored in the eNB. No Connection Release message is transmitted. When there is new

data to transfer, the UE can soon recover the connection without re-establishing the
security information.
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Figure 2.16: NB-IoT UP optimization

In Release 15, 3GPP defined the Early Data Transmission (EDT) mode to reduce UE en-

ergy consumption and message latency by reducing the number of transmissions [21].
Specified for both UP and CP optimization, the EDT can be used when the UE is in idle
mode and has less than the maximum broadcast uplink data to send.
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Figure 2.17: NB-IoT Early Data Transmission

In this mode, only four messages between the eNB and the UE are required to complete
the data transmission because the data is sent during the random-access procedure. As
shown in Figure 2.17, the data is included in Msg3. The method of encapsulating and
transmitting uplink data is like the optimization of the CP. If the UE receives the Msg4

indicating that the procedure is terminated, it can go to the sleep state or stay in the idle
state.
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Table 2.3: Comparison between NB-IoT and LoRaWAN

Factor NB-IoT LoRaWAN
Energy Efficiency Very Low Energy Very Low Energy
Delay Similar Similar
Coverage Good Wide
Complexity Complex Simple
Frequency Band Licensed Unlicensed

Cost Higher Infrastructure Cost | Lower Infrastructure Cost

Thanks to more complex synchronization and resource allocation techniques, NB-IoT
can offer higher reliability compared to LoRa. This is paid with (i) longer transmission
delays, which can be reduced using CP, UP optimization, and EDT; and (ii) higher en-
ergy consumption for the IoT device. LoRa, while being more energy-efficient, it suffers
from high collision probability due to the random-access mechanism. Both reliability
and throughput can be improved using resource allocation schemes, like TDMA ap-

proaches.

2.3 Comparison and IoT protocol selection

Both NB-IoT and LoRaWAN have specific features which make them well suited tech-
nology for different applications. As provided in the Table. 2.3, LoRa/LoRaWAN de-
vices are known for their Energy efficiency, allowing for long battery life. NB-IoT de-
vices, on the other hand, may consume more power, impacting the longevity of battery-
powered devices. Also LoRa/LoRaWAN offers lower Latency compared to NB-IoT.
This is crucial for applications where real-time data transmission is required. This lower

latency happens mostly in the session setup procedure.

LoRa/LoRaWAN technology is generally more cost-effective compared to NB-IoT,
thanks to it’s simplicity. The infrastructure costs for deploying LoRa networks are lower,
making it an attractive choice for cost-effective applications. Simplicity of LoRaWAN
networks makes it easier to deploy, maintain and also more accessible for a wider range
of applications compared to NB-IoT networks. Also operating in the unlicensed spec-

trum provides more flexibility and ease of deployment, which makes NB-IoT to be more
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restrictive and costly. Bringing wider coverage makes the technology more suitable to

choose, for the applications in the rural remote areas with limited power devices.

In comparing NB-IoT and LoRa/LoRaWAN, several key factors led to the selection of
LoRa/LoRaWAN over NB-IoT for our deployment. One of the primary considerations
is the ability to deploy a private operational network with LoRa/LoRaWAN, an advan-
tage that NB-IoT, which typically relies on licensed spectrum and operator-managed
infrastructure, does not offer. Furthermore, LoRa/LoRaWAN is based on an open stan-
dard, providing flexibility to modify and optimize the protocol to better suit specific
use cases. This stands in contrast to NB-IoT, which operates on a more rigid framework
controlled by telecommunications providers [22], [23]. The adaptability inherent in Lo-
Ra/LoRaWAN's open standard aligns well with dynamic application requirements and
fosters innovation within the IoT ecosystem. In contrast, NB-IoT depends on licensed
bands, which can increase operational costs and limit flexibility. Collectively, these fac-
tors—private network deployment, open standard customization, and the use of un-
licensed bands—make LoRa/LoRaWAN a more suitable choice for our specific needs
over NB-IoT.
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3 Satellite Networks

Nowadays, satellite networks are crucial for closing communication gaps and providing
global connectivity. Gaining a solid understanding of satellite networks—covering their
orbits, characteristics, applications, benefits, and limitations—is vital to appreciating

their impact in the current digital age.

Satellites, essentially artificial objects placed into orbits around Earth, serve as relay sta-
tions for transmitting various types of data, including telecommunications, television
signals, internet connectivity, and navigation services. These satellites orbit the Earth
at different altitudes and in various patterns, catering to diverse communication needs.
Broadly categorized into LEO, Medium Earth Orbit (MEO), and Geostationary Orbit
(GEO), each satellite network type possesses distinct characteristics that define its func-

tionality and applicability. These orbits are described in detail in the following section.

3.1 Satellite Orbit Design

3.1.1. LEO Orbit

LEO satellites orbit the Earth at altitudes ranging from approximately 160 kilometers to
2,000 kilometers above the surface. These satellites are characterized by their relatively
low latency, making them suitable for applications requiring real-time data transmis-
sion, such as voice communication and remote sensing. LEO satellites are commonly
used for global internet coverage, offering high-speed broadband services to urban and
rural remote areas. LEO satellites take benefit of having low latency, high-speed data
transmission, global coverage, and suitability for real-time applications. IoT devices re-

quire lower power to communicate directly with LEO satellites comparing to the other
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available satellite orbits, thanks to their distance. In the other side, they have limited
coverage per satellite, necessitating a larger number of satellites for complete global

coverage; frequent orbital adjustments required due to atmospheric drag.

3.1.2. MEO Orbit
MEO satellites occupy orbits typically ranging from 2,000 kilometers to 35,786 kilome-

ters above the Earth’s surface. These satellites strike a balance between coverage area
and latency, making them ideal for applications such as GPS navigation systems and
satellite-based communication services. MEO satellites offer wider coverage compared
to LEO satellites while still maintaining relatively low latency, making them suitable for
global-scale communication networks. MEO satellites brings enhanced coverage com-
pared to LEO, moderate latency suitable for a wide range of applications. They create

higher latency compared to LEO, by having fewer satellites in orbit compared to LEO

networks, resulting in potential coverage gaps.
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3.1.3. GEO Orbit

GEO satellites are positioned at an altitude of approximately 35,786 kilometers above
the Earth’s equator. These satellites orbit the Earth at the same speed as the Earth’s rota-
tion, appearing stationary relative to a fixed point on the Earth’s surface. GEO satellites
are extensively used for telecommunications, broadcasting, and weather monitoring
due to their stationary position and wide coverage area. They have a stable coverage
over a fixed area, ideal for continuous communication and broadcasting services. But,
they bring higher latency due to the greater distance from Earth, susceptibility to signal
interference and atmospheric conditions, limited capacity compared to LEO and MEO
networks.

Understanding the characteristics and functionalities of LEO, MEO, and GEO satellite
networks provides a comprehensive insight into the diverse applications and capabili-
ties of satellite-based communication systems. Whether facilitating global internet ac-
cess, enabling precise navigation, or delivering real-time communication services, satel-
lite networks continue to play a crucial role in shaping our interconnected world. These

orbits are compared in the Table. 3.1.

Table 3.1: Comparison between different satellite orbits

Satellite Orbit | Visibility | Power Required Common use cases
LEO < bman Minimum Imaginary, IoT, Military, SAR
MEO < 20min Medium Positioning
GEO Always High Media Broadcasting

LEO satellites are particularly well-suited for direct IoT satellite communications due to
their low latency, allowing for real-time data transmission. However, their visibility and
availability may be reduced during the day due to their closer proximity to the Earth’s
surface. Despite this limitation, LEO satellites are preferred for IoT applications as they

require less power from IoT devices, compensating for their reduced visibility.

The IoT devices require the knowledge about the availability and visibility of the LEO
satellites for direct communications. To accurately calculate the availability and visi-
bility of LEO satellites for a fixed location, understanding their orbital parameters is
essential. LEO satellites are characterized by six orbital elements, depicted in Figure.

3.2, namely:
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* Inclination (7): The angle between the orbital plane of the satellite and the equa-

torial plane of the Earth.

* Longitude the Ascending Node ({2): The angle measured from a reference direc-
tion to the point (T) where the satellite crosses the equatorial plane from south to

north.

¢ Eccentricity (¢): A measure of the deviation of the satellite’s orbit from a perfect

circle.

¢ Argument of Perigee (w): The angle measured from the ascending node to the

point of closest approach to the Earth.

* True Anomaly (v): The angle measured from the perigee to the current position of

the satellite along its orbit.

* Mean Motion (n): The average number of orbital revolutions completed by the

satellite per day.

While these parameters define the satellite’s trajectory accurately, calculating its posi-
tion at any given time becomes complex, especially for the low-computation devices. To
simplify this process and make it in a standard format, Two-Line Element Sets (TLEs)
are commonly used. TLEs provide a concise mathematical description of the satellite’s
orbit in time using a set of parameters derived from observations. TLE relates the or-
bital elements to real-world clock, and makes it relative to device clock. Therefore, the

device can calculate the availability and visibility of the satellite whenever required.

A TLE consists of two lines of data:

¢ Line 1: Satellite name, identification data, and time epoch.

e Line 2: Satellite Orbital elements

For example, the TLE for a specific satellite, ISS ZARYA, is provided in the Table. 3.2.

Line 1 provides the satellite name, epoch and identification (Launched at 1998, Unclas-
sified). Line 2 contains the satellite number (25544), epoch data (89st day of 2024), and

the orbital elements necessary for calculations.
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Figure 3.2: Satellite Orbital Elements

Table 3.2: Example TLE Data of ISS ZARYA

1 | 25544U

98067 A

24089.245

00025666

00000+0

46105-3

0

9993

2| 25544

51.6418

351.7145

0004831

19.3054

123.6312

15.496

By utilizing TLE data, precise satellite positions can be determined efficiently, enabling
accurate predictions of visibility and availability for specific locations. Based on the
application, updating frequency of the TLE can vary from several hours to several days.
Calculating the satellite visibility for a fixed location requires also 4 more parameters.
From the satellite point of view, the device has a location with a specific Latitude, and
Longitude. The Longitude starts from Greenwich Mean Time (GMT) line and it can
have a maximum value of £180, following the East (+) or West (—) direction. When the
device tries to locate the satellite in the sky, Azimuth and Elevation of the satellite need
to be considered. The Azimuth starts from 0° in North, heading to East 90°, South 180°,

and West 270°, while the Elevation angle points to 0° in Horizon, and 90° in Zenith.
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Achieving a higher elevation angle generally results in better communication between a
satellite and an IoT device, as it reduces atmospheric interference and ground obstruc-
tions, ensuring a stronger and more reliable signal. However, as the elevation angle
increases, the satellite’s visibility to the IoT device decreases, limiting the communi-
cation window and coverage area. This creates a tradeoff between signal quality and
network availability. In practice, an elevation angle of around 30 degrees strikes a good
balance, providing adequate signal strength while maintaining sufficient visibility for
reliable connections. Nevertheless, depending on the specific use case, other elevation
angles can be explored in simulations and real-world deployments to optimize network

performance for different environments.

3.2 Satellite IoT Communication

3.2.1. Challenges and Potentials

As per any radio communication protocol, LoRa coverage mainly depends on trans-
mission parameters: SF, transmission power, and bandwidth (details were discussed in
Sec. 2.1.2.). According to the standard specifications, and the modulation technique, a
LoRaWAN network could reach up to 20 Km of coverage [24]. Besides theory, the actual
coverage is impacted by the environmental conditions where the network - in particu-
lar EDs and GW - are deployed. Several empirical studies have assessed the LoRaWAN
coverage both in indoor and outdoor environment. In [25], the authors showed that the
actual coverage for outdoor deployment can be less than 20 Km even when adopting
the higher SF. In indoor environment, lower values of SF are preferable to have a ro-
bust system, able to face with interference due to multiple walls [26]. Instead, higher
values of SF can ensure better coverage for outdoor EDs, over long-distance. In [27],
the authors run a network drive test to evaluate the loss exponent and Signal to Noise
Ratio (SNR) of a LoRaWAN network in the Jakarta. The results have shown that there
would be blank spots in the coverage due to the signal absorption caused by the trans-
mission path in urban areas. In [28] a coverage testing method is proposed to ensure the
LoRaWAN network coverage in the dense urban areas. By means of simulation results

they show that highest values of SF and CR can provide better coverage.

40



LoRaWAN is intrinsically a terrestrial network but it can be integrated with a NTN net-
work, by installing the gateway on a aerial vehicle, or on a LEO satellite. Such NTN
gateway can provide more footprint on the earth, and thus more coverage compared to
a terrestrial gateway, as shown in Fig. 3.3. Few research work have already investigat-
ing the performance achievable in such hybrid network configuration. Valencia et al.
[29] have measured atmospheric data from the radiosonde using sensors installed on a
balloon about 10 km height. In [15], Lacuna Space used a balloon at 832 Km of height
to assess the extended coverage of a LoRaWAN network. Colavolpe et. all [30] mathe-
matically modeled and analysed the quality of the LoRa signal received from a gateway
installed on a LEO satellite. They considered Doppler and capture effects, when receiv-
ing data from the EDs on the ground. Also, Fernandez [31] studied the impact of several
physical constraints, on the quality of the communication between the LoRa EDs and
the satellite gateway. The effect of ionospheric scintillation was considered as a fading
parameter for the LoRa signal. By using a Software-Defined Radio (SDR) test-bed, they
computed packet delivery ratio and received power, showing the decrease in through-

put when ionospheric scintillation increases.

"‘Satel lite

© LoRawaN

Earth

Figure 3.3: Coverage footprint of Terrestrial, aerial and satellite gateways for LoRaWAN networks.

Installing the LoRaWAN gateway on the LEO satellite brings several benefit, as de-
scribed in Table 3.3. First, it largely increases the coverage range (thanks to the satel-
lite footprint) and thus the number of supported EDs. Besides the initial high cost for
building and launching the gateway integrated with the satellite, the NTN gateway is a

cost-effective solution. It is robust, resilient, and does not request maintenance costs.
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Table 3.3: Comparison Terrestrial vs NTN Gateway

Features Terrestrial NTN

Location Fixed Mobile

Coverage 5-40 Km ~ 2000 Km (footprint)
HW cost Low - Medium High

Resilience Limited High (Against Disasters)
PHY effect | Reflection/Diffraction | Capture and Doppler Effect

Since LoRa was initially defined for fully terrestrial networks, the adoption of an aeri-
al/satellite gateway asks for additional protocol optimization. For instance, improve-
ments of the LoRa PHY protocol are needed to compensate budget link. Boquet et al.
[17] have investigated on LR-FHSS, an extension of LoRa PHY: by using Frequency
Hopping Spread Spectrum (FHSS). It reduces collisions, and thus increases scalability
and Quality of Service (QoS). LR-FHSS improves the uplink transmission (i) by send-
ing multiple headers which specify the exact list of frequencies that the ED is going to
use in uplink depending on the data rate selection; and (ii) by transmitting continu-
ously the data in random channels to avoid collision. No change was applied to the
downlink. LR-FHSS is suitable for long range communication, such as from ground
EDs to satellite gateways, thanks to the improved budget link. Optimisation of the
LoRaWAN MAC protocol for communication over satellite are currently under devel-
opment, and exploited both by academia (e.g. LORSAT project [32]) and industry (e.g.

Lacuna Space).

3.2.2. Relevant Use Cases

Satellite IoT is essential due to its ability to provide connectivity in remote areas where
constructing terrestrial networks like LPWAN is impractical [33]-[35]. The demand for
high data rates from the increasing number of IoT devices necessitates innovative solu-
tions, making LEO satellite communications a viable option for IoT applications such as
smart metering, agricultural monitoring, environmental monitoring, and more [2]. In

the following relevant use cases of the satellite IoT have been described.
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Agriculture Monitoring: This application benefits from the field sensors to monitor
crop health, soil moisture levels, and other factors that affect agricultural productivity. It

helps farmers make informed decisions about irrigation, fertilization, and pest control.

Environmental Monitoring: Remote sensing is used to monitor changes in the environ-
ment such as deforestation, urban sprawl, and pollution levels. These data is crucial for
conservation efforts and sustainable development, which they can be integrated from

terrestrial sensor data collection to help refine the results [1].

Asset Tracking: Satellite based navigation technologies such as GPS are used to track
the location and movement of assets such as vehicles, shipping containers, equipment,
and also Wildlife Conservation. These data can be reached out via Satellite IoT networks
in both urban and rural remote areas. This helps companies optimize their operations

and improve security.

Disaster Management: In the case of disasters, the terrestrial networks might be unable
to provide connectivity for monitoring the situation, or bring valuable data. Satellite
IoT can establish an independent network from terrestrial networks, which it makes the
system more robust comparing to the existing ones. Satellite IoT can help to manage
natural disasters such as hurricanes, earthquakes, and wildfires [36]. This information

is critical for emergency response planning and coordination.

Infrastructure Monitoring: Not all the vital infrastructures are located in the urban ar-
eas. Therefore, monitoring the condition of infrastructures such as roads, bridges, and
buildings can be done with Satellite IoT technologies. This data helps identify mainte-

nance needs and prevent failures.

Maritime Surveillance: Satellites and radar systems are used for maritime surveillance
to monitor ship traffic, detect illegal fishing activities, and prevent piracy. This infor-
mation is vital for maritime security and safety, which they can be provided also by
Satellite IoT technologies [37].

Energy Management: Satellite IoT can be used to monitor energy resources such as
solar and wind power. This data helps optimize energy production, improve efficiency,

and reduce environmental impact.

Following the use cases mentioned above, the utilization of the Satellite link in the im-

plementation is affected by the importance of the Age of Information (Aol). Aol factor
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provides the validity of the data provided by the IoT devices by time [38]. In our target
use cases, such as Agricultural and Environmental monitoring, the Aol has less impact

on the performance of our system.

3.2.3. Market Analysis

Satellite IoT is a fast-growing industry that leverages satellite technology to enable con-
nectivity for a wide range of IoT devices across the globe. Following the market report

[39], here are some key points to consider in the market analysis for Satellite IoT:

Market Size and Growth: The market for Satellite IoT is expected to grow significantly
in the coming years due to the increasing demand for global connectivity and the prolif-
eration of IoT devices. This report shows that the market is poised for rapid expansion,

for a compound annual growth rate (CAGR) of 14%, which is doubled in the market.

Market Trends: The current trends shaping the Satellite IoT market need to be analyzed,
such as the adoption of LEO satellites, the integration of satellite communication with

terrestrial networks, and the development of cost-effective IoT solutions.

1,000 -

2017 2018 2019 2020 2021 2022f 2023f 2024f 2025f 2026f

Figure 3.4: Satellite IoT Market in Million dollars [39]
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[39] shows the interest of the market in the direct LEO satellite communication, while
the traditional GEO communication and the combination of GEO and LEO satellites are

in the considerations.

Market Drivers: The factors driving the growth of Satellite IoT, such as the need for
ubiquitous connectivity in remote areas, the demand for real-time data transmission,
and the increasing use of IoT in various industries like smart agriculture, environmental

monitoring, and asset tracking.

Market Challenges: Like all other markets, there are several challenges for the Satel-
lite IoT market, including high initial infrastructure costs, spectrum allocation issues,

regulatory challenges, and competition from alternative connectivity technologies.

By conducting a comprehensive market analysis for Satellite IoT based on the above
points, valuable insights can be gained into the current state of the market, key trends,
opportunities for growth, and challenges that need to be addressed to succeed in this

dynamic industry.
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4 Time Synchronization in Satellite
LoRaWAN networks

In the realm of LoRaWAN technology, the importance of time synchronization cannot
be overstated. It serves as a critical component for enabling LoRaWAN devices to align
themselves with the network infrastructure, thereby allowing them to effectively fol-
low network commands, firmware updates, and other useful information. Moreover,
time synchronization plays a pivotal role in the implementation of packet scheduling,
ensuring efficient and reliable communication within the network. The necessity for
precise time synchronization becomes even more pronounced when considering sce-
narios where a LoRaWAN gateway is deployed on a LEO satellite. In such setups, the
synchronization of time becomes imperative for reliable communication and coordina-
tion between the Satellite LoORaWAN Gateway and the LoRaWAN devices connected
to the network. This chapter delves into the fundamental aspects of time references
and the various time synchronization methods prescribed by the standard LoRaWAN
methods. By exploring these foundational concepts, there is the aim to pave the way
for a deeper understanding of the challenges and opportunities associated with time

synchronization in LoRaWAN networks.

The ED must have an accurate time reference on board, to be aware of the network time,
and thus, be able of following the right transmission. In chapter, the synchronization
issue is addressed that is being a pre-requisite for the performance of the entire end-
to-end system. An ED can use three main time references: a Global Navigation Satellite
System (GNSS) receiver, a Real Time Clock (RTC), and the Internal Timer. The GNSS mod-
ule provides a high precision time reference, but it requests extra hardware components

that implies higher cost, and more power consumption for the ED. The RTC also comes
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with extra module and costs, including a battery for keeping the time reference alive.
It can be a suitable choice for short duration of time, until the RTC module requires a
time synchronization with the network to update its internal time reference. The Inter-
nal Timer is the cheapest and the most low-power option available in all the EDs. It is

initiated when powering the ED on, but it is unaware of the real-world time.

The LoRaWAN protocol provides two time synchronization methods, one Network-
based and the other Application-based. The network method uses the LoRaWAN MAC
commands, and it is compatible with the EDs supporting at least the version 1.0.3 of
the protocol [40]. The Application-based method takes advantage of the ED regular
communication with the network, for asking a time reference. It adopts a request and
answer message exchange in the user payload. Unlike the MAC-based method, it can be

implemented also when the ED supports versions of the standard lower than v1.1 [41].

Low-power and low-cost LoORaWAN EDs may have a less-accurate oscillator crystal to
create timestamps. The crystals can reach a drift accuracy not better than 10 PPM, which
translates 864 ms drift in one day [9]. The other elements of the network like servers
and gateways might use different clock drift accuracy. It follows the need of having a

heterogeneous compensation of the drift in the entire network.

In literature, few works tried to improve the LoRaWAN time synchronization, based on
the MAC commands. In [42], a timestamp calibration is done by evaluating the accu-
racy of the previous time synchronization requests. Beltramelli et. al [43] modelled the
clock errors using FM radio data system (FM-RDS), and timestamp-offset summations,
where the EDs must wake up in a known synchronization period. Also, Ramirez et.
al [44] introduced a model to gradually increase the synchronization accuracy in sev-
eral requests by compensating the errors occurring in a regular LoORaWAN uplink (UL)
message. They evaluated their model using a testbed, resulting in 10us time synchro-
nization accuracy. In all these works, the authors assumed that the EDs were equipped
with a RTC and extra modules with specific versions of the LoRaWAN protocol to sup-

port their methods.

In this chapter, the proposed method is introduced, Lo(R)JaWAN diff(e)renti(a)l time
syn(c)hroniza(t)ion (REACT), which stands as a novel approach towards addressing the
time synchronization in LoRaWAN environments, applicable for both NTN and TN net-

works. Through a comprehensive exploration of time synchronization mechanisms and
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the introduction of our innovative solution, this chapter aims to contribute significantly

to the advancement of time synchronization techniques in LoRaWAN networks.

4.1 Standard Synchronization Methods

4.1.1. MAC Layer Method

The LoRaWAN provides the MAC layer time synchronization for the EDs supporting at
least the version 1.0.3 of the standard. Since this time synchronization method benefits
from the MAC payload, it does not reuse the space reserved for the user data. The pro-
cedure is simplified in the request and answer packets. The ED requests the time of the
LNS by sending a blank MAC command, DeviceTimeReq - 0X0D, to the LNS (see Fig.
4.1). When the LNS receives the request, it stores the server time as the answer to put
in the Downlink (DL). The LNS is not aware of the delays encountered over the back-
hauling link from the GW to the LNS (and reverse), and over the PHY layer. Therefore,
there would be several milliseconds of uncertainty in the calculations. The LNS replies
to the ED request with an answer, which contains the LNS timestamp (based on GPS
time epoch) in the MAC payload. The answer is placed in the same MAC Command
ID (CID), beviceTimeAns-0X0D, with the field named timeSinceGPSEpoch. This
value is divided into the seconds and fractional Sub-Seconds parts to present the time.
When the ED receives this timestamp, it calculates the ToA of the DL packet sent from
the LNS. Same as for the request, the ED is not aware of the backhauling delays between
the LNS and the GW. The time reference received from the LNS, will be used by the ED
as its new internal clock. According to the LoRaWAN specification [9], the MAC-based

time synchronization method offers an accuracy less than 100 ms.

4.1.2. Application Layer Method

Another synchronisation approach was proposed in the protocol specification adden-
dum [45] in the application layer, for any type of ED, supporting any version of the
LoRaWAN standard. This method, unlike the MAC-based has the advantage of being
backward compatible with any version of the standard, prior to v1.1. But it is less ac-

curate. For this reason, in the addendum it is clearly stated that EDs operating in the
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class B, or equipped with a GNSS receiver should not follow the app synchronization
method.

Since the method is implemented in the application layer, the payload size reserved
for the user data is reduced, compared to the standard specifications. The application
method uses at least 5B of the payload size to send the ED internal time (45) in sec-
onds and parameters (15) to the LNS. The payload has two important values: the ED
internal time and the TokenReqg. The TokenReq starting from 0 is a counter that incre-
ments each time the ED updates its internal time successfully. The APP server sends the
answer by computing the difference between two clocks in seconds. This difference is
tagged with the TokenAns to avoid sending a wrong answer to the ED. If both tokens
have the same value, then the ED would accept this update. The LoRaWAN standard
defines an acceptance accuracy less than 250 ms for the application layer synchroniza-
tion. Since the method provides timestamps in seconds, it results to be less accurate

comparing the standard MAC method.

PHY Payload

Preamble] PHDR|PHDR CRC|ﬂMHDR | MACPayload \Mfcr| CRC |
i

] 1
| FHDR |[FPort| FRMPayload |
( 5B
IDevAddrlFCtrI|FCnt‘FOpts| L= =3
APP UL/DL | User payload
loxop| .. [cMD,] REACT UL/DL|  User payload
+—p
\DeviceTimeReq UL 6B
DeviceTimeAns| DL
MAC based Application based

Figure 4.1: LoRaWAN Frame Format. All the time synchronization methods use the MAC payload to
exchange time reference information. The MAC-based method uses the Frame Header (FHDR) and espe-
cially the FOpts field to send and receive MAC commands. In the Application layer methods, a part of
the FRMPayload field is used: 5B for the Standard app method, and 6B for the REACT method.

4.2 REACT

In this section, the REACT method is presented to achieve time synchronization be-
tween EDs and network servers in LoRaWAN networks. It is independent from the Lo-

RaWAN standard version, and it does not rely on time references that request additional

50



Table 4.1: Symbols and Definitions

Symbol Definition
treact | ED Internal REACT-based clock
tar ED Internal MAC-based clock

erpact | Accuracy of the REACT synchronization method

€s Compensated Time synchronization accuracy

17, Network RTC value at the time of packet arrival

Ty Network RTC value at the time of packet arrival in the ED
ToA | Time on the Air of the LoRa packet

R The Difference between ED and Network clocks

tec Delay between the ED and the GW

tar Delay between the GW and the LNS

tq ED internal timer value at the time of packet arrival

Lpr Process time of the application layer to reply to the UL
ty The ED internal timer value at synchronization request
t; Initial value of the ED internal timer

t The ED internal timer value at UL delivery in the LNS

ta The ED internal timer value at DL Creation in the LNS

hardware modules, like GNSS and RTC. The method is robust and accurate against any
type of backhauling (terrestrial, and satellite). This method is designed for EDs operat-
ing in class A, which it can be used also in Class B and C. Because the LoRaWAN EDs
behave like Class A while they are transmitting and UL. To avoid additional exchanges
of specific synchronization messages, which could affect the energy consumption of the
EDs, the method is implemented in the application layer, and it uses the regular data
exchange in UL and DL.

To set up a time reference, the proposed REACT method takes benefit from the ED inter-
nal timer, available on all types of the EDs, implementing any LoRaWAN specification.

REACT is based on the same request and answer principle of the time synchronization
method proposed by the standard at the application layer. As shown in the Fig. 4.1,
REACT stores the time synchronization headers inside the FRMPayload as the REACT
UL/DL within the 6 3. The REACT method can provide the timestamp with ms accu-
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racy (4B for seconds and 2B for milliseconds), while the standard application method
performs in the s precision in 45. Note that also the standard application method may
apply extra bytes to synchronize the ED. Both REACT UL and REACT DL stores 45 of
the seconds and 2B of the sub-seconds of a number. The complete logic-diagram of the
REACT method is shown in Fig. 4.2. Table 4.1 summarises the notation that will be
used hereafter to describe the method.

|
Timer ! !
t . F---- I B

|

Timer - L. GPS

Figure 4.2: REACT method

When the ED is turned on for starting its operation, then the value of its timer initiates
from ¢; = 0. The ED would shape the packet at ¢, for sending the request to the servers.
t, is the timer value of the ED at the time of synchronization request. The ED spends
ToAyy to create the LoRa signal and delivering it to the GW after a propagation delay,
tpc. When the GW receives the packet, it first encapsulates it in a TCP/UDP packet, and
then it forwards it to the LNS along the backhauling link, after a delay ¢¢;. At the time
T}, of the network, the packet is completely received and decoded in the APP server.
At this stage, the APP server calculate the R as REACT DL to reply to the ED. R is the
differential value required by the ED to shape the REACT time, as derived in Eq. 4.1.
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R = TL - tr - TOAUL (41)

In the calculation of R, T'oAy, is considered to compensate the delay of the ED to shape
the LoRa signal. Once calculated, the LNS puts the value R inside the user FRMPayload
as REACT DL in the DL packet as shown in Fig. 4.1. The DL packet will reach the ED
after tsy, the delay between LNS and the GW, the ¢z, delay based on the distance
between the GW and the ED, and the ToAp;, the ToA on the DL. The internal timer of
the ED is t, in the time of packet arrival. The ED shall add the R to the ¢, to rebuild its
own time as tppacr. The tgppacr would become the time reference for the ED for any
time-based actions; such as internal events like measurements and actuation, and exact

time for UL transmission, according to a schedule (e.g. SALSA[46]).
trpacT =ta + R 4.2)
Eq. 4.3 provides the accuracy of the REACT method (expressed as error) by considering

the difference between the T4 and trgact.

erpAcT = T4 — trEACT (4.3)

To derive the expected synchronization accuracy value, the Eq. 4.3 is expanded on

treacT and Ty as follow:

erpacT = Ty —t, — R (4.4)

to =ToAyrL +ToApr +2 X tge + 2 X tar +tp + 1, 4.5)
Th=T,+ty +tor +teeg +ToApL (4.6)

erpact = —(tpc +tor) (4.7)
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Eq. 4.7 shows that the accuracy of REACT method depends mainly on the distance
among the main elements of the network (and thus, the respective propagation delay);
between the ED and the GW, ¢zs, and between the GW and the LNS, t4;. Since tg¢
and ¢, are positive numbers, it results that the accuracy error is negative (egpacr < 0).

Therefore, the ED will consider the timestamps in advance comparing to the LNS.
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5 Packet Scheduling in Satellite
LoRaWAN networks

Scheduling is a crucial aspect of LoORaWAN network as it helps in optimizing the uti-
lization of physical resources and managing the flow of data efficiently. In LoRaWAN
networks, which are designed for low-power, wide-area applications, scheduling plays
a key role in coordinating the communication between end devices and gateways. By
implementing scheduling mechanisms, the network can ensure that devices has trans-
mission chance at the right time to avoid collisions, and drops, and minimize energy
consumption. Additionally, scheduling helps in improving network capacity, reducing

latency, and enhancing overall network performance in LoORaWAN deployments.

5.1 Related Works

Duty cycle restrictions in sub-GHz ISM bands limit LoRa radios, challenging the use of
Time-Slotted approaches with scarce physical resources [47]. Fehri et al. [48] propose
a schedule-based schema for uplink communications in LoRaWAN, deterministically
allocating time, channel, and SF for collision-free transmissions. SF are assigned to
EDs based on predefined conditions, particularly for LoORaWAN class A devices. Tri-
antafyllou et al. [49] emphasize beacon frame broadcasting by LoRaWAN gateways to
synchronize communication with end devices. End devices use beacon information to
select a SF for data transmission and choose a random time offset for packet transmis-
sion using the CSMA-CA algorithm. Clocks are synchronized by listening to the latest
beacon from the LoRaWAN gateway. Junhee et al. [50] describe an algorithm allocating

SF, frequency channels, and time slots for end devices to communicate with LoRaWAN
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gateways. Upon receiving a scheduling request, the LNS allocates SF based on signal
power and schedules frequency channels and time slots for simultaneous uplink trans-
missions on links with the same SF. Zorbas et al. [51] introduce a mobile LoRaWAN
gateway mounted on Drone, then a scheduling algorithm based on Minimum Data Col-
lection Time, where closer end devices use smaller SF for efficient data collection. Rafik
et al. [52] discuss Class B scheduling with a Pseudo-Random Access Mechanism incor-
porating Orthogonality Awareness, utilizing Uplink Offset based on frequency, beacon
time, and end device address. Abdelfadeel et al. [53] advocate for buffering data for
scheduled time slot transmission rather than immediate transmission, with schedules
based on the number of end devices, buffered data, and path loss to ensure synchro-
nization. Mhatre et al. [54] propose a model optimally allocating transmission param-
eters like SF, channel, Transmission Power, and time slot to minimize ToA and energy
consumption, using reinforcement learning to schedule end device transmission effec-
tively and reduce interference. RS-LoRa, as discussed by Reynders et al. [55], allows
end devices to autonomously select transmission parameters based on beacon informa-
tion, reducing collisions and improving overall network performance. Haxhibeqiri et
al. [56] present a model for fine-grained synchronization and scheduling in LoRaWAN
networks, optimizing packet scheduling based on uplink traffic, clock drift accuracy,

and re-synchronization frequency.

Recent studies have explored direct LoRa to satellite communication but lacked en-
hancements in network performance through scheduling techniques. Ullah et al. [57]
modeled the PHY channel between end devices and the satellite LoORaWAN gateway,
assuming ALOHA-like LoRa standard transmission. However, the literature reveals a
gap in significant contributions to LoRaWAN scheduling with LEO satellites. This chap-
ter addresses these challenges by providing a packet scheduling algorithm to improve
reliability and scalability of Satellite LoRaWAN networks.

5.2 SALSA Scheduling Method

In the present chapter, a Scheduling Algorithm for LoRa to LEO SAtellite (SALSA) [46] is
proposed. In this chapter, the algorithm is described in all its details, from the system

assumptions, to the different access policies.
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5.2.1. System Assumptions

In designing the algorithm, the LNS is assumed to know the location of the EDs and
the availability time of the gateway (i.e., the visibility period of the satellite). The EDs
may have been pre-registered in the network using Over The Air (OTA) registration
while the gateway was still on the ground. All the EDs operate in Class A. Additionally,
the LNS is assumed to send the scheduling table to each ED in the network via unicast
during the RX windows. To account for deviations in the satellite’s current orbit from
its initial orbit, periodic scheduling updates should be sent directly to each device using
unicast messages. The algorithm assumes that location of EDs is fixed. Thanks to the
long distance of LEO satellite to the ED, the movement of an ED in a small area, like a
farm, will not affect this mobility assumption. Note that the exchange of configuration
parameters and scheduling tables is outside the scope of the this algorithm, which is

why such assumptions are made.

The LNS is responsible for scheduling the uplink transmissions for each ED and assign-
ing priorities. To ensure long-range transmission from the EDs to the satellite gateway,
all EDs are assumed to transmit using SF' = 12. Using a single SF value means that
only one transmission can be scheduled at a time without causing a collision. Accord-
ing to the standard, a single uplink transmission occupies the channel for a ToA period.
Adding two guard times is proposed, T,, one before and one after the ToA, to account
for potential synchronization issues between the ED and the mobile gateway (see Fig.
5.1). Thus, whenever the LNS schedules a transmission for an ED, it reserves the chan-
nel for that ED for a period equal to 7, = ToA + 2 x Tj,.

ToA
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Figure 5.1: Time reserved T, for each ED for an uplink transmission. 2 x T have been introduced to
mitigate uncertainties and inaccuracies of the synchronisation between the ED and the satellite gateway.
The receive windows RX; and RX; are opened after the end of the uplink transmission, according to the
standard.
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5.3 Algorithm Policies

5.3.1. FCFS Policy

The LNS builds the scheduling tables for each of the EDs in the network based on their
discovering time of the satellite. The latter depends on the satellite footprint, the satellite
movement along its orbit, and the value of the elevation angle. As shown in Fig.5.2,
while the satellite moves along its orbit, the satellite footprint also moves in time: there-
fore, different EDs will be progressively in the satellite visibility, one after the other, in
different periods. To efficiently use the network resources and maximize the number of
EDs that can communicate with the mobile gateway, the LNS gives priority to the EDs
that are visited first by the satellite footprint. In the example in Fig.5.2, the £D; will
transmit before the ED; being r; < r;, with r; relative distance of ED; from the satellite

footprint.

Many nodes may be concentrated in the same area (i.e., dense area), one very close to
another, and thus, while an ED is still transmitting, another one could enter the satellite
footprint and attempt a transmission as well. To avoid such a scenario generating col-
lisions, the concept of slide is introduced. The satellite footprint is divided into several
slides. They can have variable time duration: in the simpler case, a slide is equal to the
time needed for completing a single uplink transmission 7,. It is the case when there
is no overlap between concurrent transmissions from several EDs because the EDs are
one far away from another. On the contrary, when there is an overlap (i.e., a dense area
with many EDs concentrated together), and an ED cannot finish a transmission before
another ED enters the satellite coverage, the LNS allocates a larger slide. The slide’s
duration is set to Ny x T,, where Nj is the number of neighbor nodes within the iden-
tified dense area. The LNS defines the starting time 7, of the E'D; transmission. If the
Start of the Satellite Visibility for that ED;, Tssy, overlaps with an ongoing transmission
from another £ D;, the ED; has to wait till T, (ending time of £'D; transmission). Either
wise, it can start transmitting as soon as it sees the satellite (see Algorithm 1). In the ex-
ample in Figure 5.2, the ED, will not transmit as soon as it enters the satellite footprint,
but after the ED; finishes its transmission. By doing so, SALSA with its Time Division
Multiple Access (TDMA) approach and First Come First Served (FCFS) policy results
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to be a collision-free scheduling algorithm. It intrinsically avoids collision, not allowing

conflicting parallel overlapping transmissions.

Figure 5.2: Scheduling of EDs transmissions according to the satellite movement along its orbit, and the
visit time of the EDs. EDs that are visited first have first chance to transmit.

Algorithm 1 SALSA with FCFS policy

1: for slide;, do
2: for £D; do
if Tssw < TEJ- then
Ts, < TFg, > TX after last ED

end for

3
4
5
6: Ts, < Tssy, > TX when satellite is available
7
8
9: end for

5.3.2. Fair Policy

The LEO satellite is available for a limited time, equal on average to 100s. The visibil-
ity time could be shorter than the total time needed for scheduling at least one uplink

transmission from all the EDs within every single slide. In a dense area with hundred of
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Figure 5.3: Satellite footprint and slides. Cancellation of collision with TDMA approach and FCEFS policy.
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EDs, several EDs that are visited last by the satellite may never get a chance to transmit.
They will miss the satellite each time it is their turn to transmit, according to the FCFS
policy. The FAIR policy is proposed to overcome such shortcomings and ensure that all
the EDs have an equal chance to transmit. The logic behind it is described by Algorithm
2.

Algorithm 2 SALSA with Fair Policy

1: for slide; do
2: for ED; do

3: if nip; < nye; then > Fairness check
4: if Tssy, < TEj then
5: Ts, < Tg, > TX after last ED
6: else
7 Ts, < Tssy, > TX when satellite is available
8: end if
9: else
10: Do not TX > Give the chance to the next ED
11: end if
12: end for
13: end for

Let consider N EDs within a given slide of the satellite footprint. The LNS first checks
if the ED; had already several transmission opportunities, n,,, higher than the other
end devices ED;, within the same slide. In this case, with n;,, > Ntz s and j # i, the
ED; will not be granted an uplink slot. On the contrary, if it can transmit because it had
transmission opportunities fewer times than its neighbors, the LNS has to define the

starting time T, of its transmission, according to the FCFS policy (see Algorithm 1).

5.3.3. Optimal Schedule

After scheduling the EDs’ transmissions according to the FAIR policy, there might be
still several slots available, depending on the satellite visibility and the density of the
EDs in the coverage area. Due to (i) the short availability time of the satellite and (ii) the
LoRa duty cycle limitations imposed by the LoRaWAN regional parameters, it is very
unlucky that a given ED have a second chance of transmitting within a single satellite
visit. For instance, the maximum 7oA for {51 Bytes, EU868, SF12, 125KHz}[58] is equal
to 2793.5ms while the duty cycle is 1% in the EU region. So the ED must wait for 279.35s
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before having a new uplink opportunity, while the availability time for a LEO satellite
is shorter than 120s at 500Km height above 30° elevation.

While running the SALSA algorithm the LNS also implements a check on the duty cycle
limitations and further optimizes the use of the limited network resources. And when-
ever it identifies a gap (empty slot) in the schedule, it allocates it to another ED;, at the
conditions that: (1) The new expected reserved time, T;,, does not create any conflict
in the scheduling table with the already reserved slots for other EDs. (2) The ED, has
visibility with the satellite in that expected time.

5.3.4. Multi Channel SALSA Approach

The SALSA algorithm is designed for worst-case scenarios, utilizing a single SF and one
channel. To extend its application, we analyzed its performance in the context of mul-
tiple channels and various permutation techniques [59]. In [59], we introduced two
novel scheduling strategies, L2L-A and L2L-AP, optimized for LoRa-to-Satellite net-
works, with the goal of enhancing the uplink efficiency of the SALSA algorithm.

The LoRa to LEO Alternating Channel (L2L-A) algorithm emphasizes the effective use
of multiple frequency channels, whereas the LoRa To LEO Alternating and Permuta-
tion (L2L-AP) algorithm incorporates time slot swapping for allocated devices, creating
new transmission opportunities. These approaches significantly improve the uplink ef-
ficiency of the SALSA algorithm, particularly in dense network scenarios, resulting in

notable performance gains.

The research further explores the synergy of these strategies, demonstrating the ability
to boost system performance while maintaining uplink efficiency above 50% across dif-
ferent multi-channel implementations. Additionally, this study refines the FCFS policy
of SALSA to provide more opportunities for devices at the end of the satellite’s visibility

window.

As illustrated in Figure 5.4, the L2L-AP Multi-Channel scheduling technique leverages
additional PHY resources, surpassing the SALSA FCFS and Fair policies in scheduling
uplinks. Depending on hardware capabilities, the Multi-Channel approach supports 3

to 8 channels, reducing the number of missed uplink transmissions to the satellite.
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Figure 5.4: Multi Channel SALSA provides more PHY resources for the scheduling comparing to the
Classical SALSA policies by taking benefit of several PHY Channels.

In the SALSA FCFS policy, several devices are unable to transmit uplinks when it is their

turn in the schedule. Conversely, the Multi-Channel approach enables time slot swap-

ping, ensuring transmission opportunities for all devices. This methodology shares sim-
ilarities with the SALSA Fair policy but with the added advantage of using multiple

channels to increase available time slots and uplink transmissions.
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6 Testbed Design

In order to evaluate the effectiveness of the proposed SALSA packet scheduling and RE-
ACT time synchronization methods, it is essential to observe their performance under
realistic operational conditions. After detailing the theoretical design and mechanisms
of these methods in previous sections, this chapter focuses on their application within
both simulated and real-world environments. First, the chapter presents the simulation
environment used to assess the SALSA packet scheduling technique, providing a con-
trolled framework to analyze its performance. Then, the chapter introduces the LOR-
SAT testbed, a comprehensive system designed to evaluate the methods in a real-world
context. The LORSAT testbed encompasses various components and subsystems, each
playing a critical role in testing and validating the methods under realistic constraints.
These elements will be described in detail, offering insights into how they replicate real-

world conditions.

6.1 Simulation Environment

Before progressing to the implementation and testing within the LORSAT testbed, it
was essential to initially validate the SALSA method through a simulation environment.
This preliminary simulation stage served as a critical step in refining the algorithm and
ensuring its functionality before its deployment under real-world conditions. The sim-
ulation environment utilized both Python and MATLAB software to achieve compre-
hensive validation. In particular, the SALSA algorithm, responsible for efficient packet
scheduling, was primarily implemented in MATLAB, where its performance could be

meticulously analyzed and fine-tuned. Additionally, satellite visibility module was also
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integrated into Python, ensuring that the dynamic nature of satellite communication

networks was adequately modeled.

This simulation not only provided insights into the algorithm’s performance but also
set the foundation for its integration into the testbed. The concept initially tested in the
simulation environment was later adopted within the LORSAT testbed, transitioning
from a controlled virtual setup to a real-world context. As the project evolved, the sim-
ulation approach was further refined to align with the open-source principles, moving
towards a complete Python-based framework. This shift ensured greater compatibility
with the testbed and offered the flexibility needed for extended functionality in real-
time conditions. The open-source Python implementation also promoted wider acces-
sibility and collaboration within the research community, aligning with contemporary
trends in open science. The source code for both the SALSA algorithm and the satel-
lite visibility checks is available on the LIST GitHub repository [60], providing a public

resource for further development and validation.

6.1.1. Module SatelliteFly.Py

The satelliteFly.py module is structured to perform two primary functions: gen-
erating geographic positions within a selected region and determining satellite visibility
from those positions during a specific time period. The code leverages external libraries

for handling geospatial data.

The script imports several libraries: skyfield.api for astronomical calculations and
working with satellite data. geopy.geocoders.Nominatim for reverse geocod-
ing, converting latitude and longitude coordinates into readable location information.
random.uniform for generating random geographic coordinates. pandas and time

for data handling and timing operations, respectively.

Generating Geographic Positions: This section aims to generate specified number of
random geographic points within a specified bounding box. The code randomly selects
latitude and longitude values between the ranges of selected region. These coordinates
are then reverse geocoded using Nominatim to determine the country for each gener-
ated point. For each valid coordinate, the latitude and longitude are written to a file

(positions.txt).
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Satellite Visibility Calculation: Once geographic positions are generated, the script
proceeds to calculate satellite visibility for each point. This has to be handled via Satel-
lite TLE data. Satellite TLE data is loaded from an online source (For example. Ce-
lestrak), which contains the orbital elements of many active satellites. The satellites of

interest are selected from this TLE data.

For each point (latitude and longitude) saved in positions.txt, the
skyfield.wgs84.latlon () method converts the coordinates into a geographic
location (bluffton). Using the satellite object (satellite.find_events()), the
code checks for events (such as satellite rise, culmination, and set) at this location
during the given time period (t0 to t1). The function filters events based on an elevation

threshold of 30 degrees, ensuring only significant visibility are considered.

The script generates three lines of output per visibility event (rise, culmination, set),
each with the timestamp. The results are saved to text files for each position, prepared
to be used by the SALSA algorithm.

Key Features and Considerations: This script ensures the generation of diverse points
within a narrow geographic region using the random.uniform() function. Also by
reverse-geocoding the coordinates and filtering based on country, the script is specif-
ically tailored to study satellite visibility over interest region of the user. The TLE data
allows the script to accurately track the satellite and predict visibility at various loca-
tions on the Earth’s surface using precise orbital mechanics. This module effectively
combines geographic data generation with satellite tracking, providing a comprehen-

sive workflow to determine satellite visibility across a specified region and time period.

6.1.2. Matlab Modules

Following the initial evaluation of geographic locations and satellite visibility with the
Python-based module, the next step involved incorporating packet scheduling method-
ologies using MATLAB-based modules from the SALSA framework. After generating
and assessing random satellite positions through the Python script, these positions were
employed in the packet scheduling process to simulate and analyze data transmission

across different scheduling strategies.
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Initially, a periodic transmission model (Scheduled_Traffic.m) has been imple-
mented. This approach aimed to observe the behavior of the direct satellite IoT com-
munication system in the absence of any packet scheduling mechanism. By applying
periodic transmissions, the fundamental dynamics of data flow and latency could be
assessed without the influence of advanced scheduling, providing a baseline for later

comparisons.

Building upon this, the SALSA scheduling modules (SALSA_FAIR.m and
SALSA_FCFS.m) were utilized to verify the impact of SALSA packet scheduling.
Specifically, two FCFS and Fair scheduling policies were tested. These modules
allow the user to compare the performance of SALSA scheduling techniques with

no-scheduling conditions.

These modules enable the verification of key transmission metrics, including the num-
ber of packets successfully transmitted, dropped, or collided during the scheduling pro-
cess. By tracking these parameters, the system is capable of calculating the Packet De-
livery Ratio (PDR), which is essential for assessing the efficiency and reliability of the

communication system.

6.2 LORSAT Testbed

The LORSAT testbed is developed to extend the simulations of the SALSA schedul-
ing algorithm into a real-world context by implementing a complete end-to-end Lo-
RaWAN network under different backhauling conditions. The objective of this setup
is to replicate the operational environment in which the SALSA algorithm would func-
tion, thereby enabling a comprehensive evaluation of its performance in real network

scenarios.

In designing this testbed, key elements of a traditional LoRaWAN network were
adapted to account for satellite link characteristics, such as extended network delays,
variable link quality, and intermittent connectivity. This approach ensured that the
end-to-end network design incorporated all relevant factors, including gateway place-
ment, device configurations, link budgets, and satellite availability that would affect

data transmission between terrestrial devices and satellites.
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By implementing the SALSA scheduling algorithm and the REACT time synchroniza-
tion method within this testbed, the testbed aims to measure the efficacy of the proposed
methods in managing resource allocation, minimizing and avoiding packet collisions,
and maximizing PDR under real-world constraints. This design allows for rigorous
testing of FCFS and FAIR policies, previously evaluated in simulated conditions, while
also assessing their adaptability to dynamic satellite environments. The performance of
REACT time synchronization method can also be evaluated, using the LORSAT testbed.

6.3 Architecture

The LORSAT testbed adheres to the e2e network architecture (Chapters 4 and 5), inte-
grating a series of real-world devices and infrastructure to model and analyze commu-
nication flows, especially SALSA and REACT methods. In this testbed, an end device
is configured to transmit data packets via LoRa modulation, which are then received by
the LoORaWAN Gateway. The gateway, in turn, forwards these packets to the LoRaWAN
server, which processes the data and responds through a downlink transmission back
to the end devices, completing the communication loop. The backhaul link between the
LoRaWAN gateway and the server can be customized based on the network configu-
ration, employing a range of technologies such as Ethernet, cellular data, drones, and

satellite communications, as illustrated in Figure 6.1.
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Figure 6.1: LORSAT Testbed Architecture

Each component of the LORSAT testbed will be discussed in detail, covering both hard-
ware and software elements, including the physical devices, transmission protocols,

and network management strategies. The adaptations and optimizations necessary to
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meet the specific requirements of this study will be thoroughly elaborated, particularly
in terms of network management. This will include the configuration of the backhaul
link, which is critical for optimizing performance under different environmental and
operational conditions, as well as ensuring seamless communication between the Lo-
RaWAN Gateway and the server under varying network loads. The optimizations
applied to the testbed were driven by the need to simulate real-world conditions ac-
curately, while addressing the particular constraints and goals of the current research

work, presented in this thesis.

6.3.1. Devices

End devices (EDs) collect data and transmit in uplink via the LoRa PHY layer. The LoRa
PHY can be CSS and LR-FHSS. In this thesis, the CSS have been used to transmit the
data, because there was no commercial LoRaWAN gateway available on the market to
decode the LR-FHSS signal. These EDs can be prototyping devices, whose firmware
can be modified to follow the optimizations and methods, as depicted in the Figure.
6.2. Other commercial EDs are only useful to generate LoRaWAN traffic, following the
configuration imposed by their manufacturer. In this testbed, both ED types are used

and evaluated.

T

(a) STMicroelectronics (b) MileSight EM500-
WL55]C1 CcOo2

Figure 6.2: Prototyping and Commercial LoRaWAN EDs

The STM32CUBEIDE application compiles the codes in C++ programming language to
program the STMicroelectronics WL55JC1 ED. In the context of this thesis, this ED is
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programmed to apply SALSA and REACT methods. When the ED sends an UL to the
LoRaWAN gateway, the LNS performs computations and responds via a DL packet to
the ED. This ED triggers internal alarms to wake up the radio part of itself to transmit

an UL. These options are not fully available to modify in the commercial LoRaWAN
EDs.

6.3.2. Gateway

In the LORSAT testbed, various types of LoRaWAN gateways have been employed to
explore different connectivity solutions with different scenarios. LoRaWAN gateways
are generally categorized based on the number of channels they support and their de-
ployment environment. The two common categories include 8-channel and 16-channel
gateways, and they can be further classified as either indoor or outdoor gateways. Ad-
ditionally, these gateways differ in their modulation support, with some supporting
only CSS modulation, while others support both CSS and LR-FHSS.

Within this testbed, gateways that support CSS modulation have been used, because
of their availability in the market. These include both 8-channel indoor and outdoor
models. The indoor gateway utilized in the testbed is a RAKWIRELESS model based
on Raspberry Pi architecture, providing flexibility and cost-efficiency for indoor deploy-
ment. On the other hand, the outdoor gateway is a Multitech MTCDIP-L4E1, which of-
fers robust performance in harsh outdoor environments. However, the setup is not lim-
ited to these specific models. The infrastructure can accommodate a variety of brands

and models, allowing for flexibility in future modifications and deployments

These LoRaWAN gateways forward the data to both entities in the network, EDs and

LNS. A forwarder application has been configured on top of the LoRa Radio transceiver.

6.3.3. Network Server

Two distinct methodologies have been employed in the implementation of the Lo-
RaWAN network server via the LORSAT testbed. The initial approach utilized a tower
computer to process data packets and manage network operations within a contained,
isolated environment. In contrast, the current method leverages a cloud-based server

with a static IP address, enabling the management of the network remotely from any
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(a) RAK-Wireless 7248C (b) MultiTech MTCDIP-L4E1
Figure 6.3: Indoor and Outdoor LoRaWAN GWs

location. To facilitate network event handling, the Chirpstack network server has been
configured to oversee the creation and management of End Devices (EDs), LoRaWAN

gateways, as well as the administration of multiple users and applications

The decision to employ the Chirpstack Network Server stems from its ability to facilitate
the creation of a private network, offering full control and flexibility for modifications
at all levels. This adaptability allows for the network to be optimized specifically for
the unique requirements and scenarios of the testbed, ensuring enhanced customiza-
tion and performance tuning across different operational parameters. The Chirpstack
LoRaWAN network server interfaces with the Chirpstack packet forwarder, which is
installed on the LoRaWAN gateway, through the use of the MQTT protocol and gRPC
services. This communication framework enables efficient data exchange and command
execution, facilitating seamless integration between the network server and gateway for
the management of packet forwarding and other network operations. The utilization of
both MQTT and gRPC ensures reliable, scalable, and low-latency communication, es-

sential for maintaining robust network performance.

6.3.4. Smart Application Server

While the sole use of the Chirpstack Network Server does not provide the flexibility
required to implement fully customized scenarios for handling each packet and gener-
ating appropriate downlink responses, this thesis addresses these limitations by devel-

oping a smart application. The application is designed to overcome these challenges,
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enabling tailored packet management and precise downlink responses that align with
the specific needs of the network. This solution ensures more dynamic and context-
aware handling of network events, addressing the gaps in the standard Chirpstack im-

plementation.

This application has been developed using the Python programming language and in-
tegrates the SALSA and REACT modules. These modules enable the evaluation of
real packet flows, allowing for comprehensive testing and performance analysis within
the network environment. By incorporating SALSA and REACT, the application is
equipped to assess the network’s behavior under real-world conditions, ensuring that
the system can handle and respond to packets in a way that meets the specific require-

ments of the customized scenarios.

Although Chirpstack provides access to packets and network events through the MQTT
protocol, the LORSAT smart application server leverages these MQTT events to address
specific operational needs. By utilizing the real-time data and event notifications trans-
mitted via MQTT, the smart application processes and responds to network demands
with greater precision. This integration allows for a more flexible and tailored approach
to managing network behaviors, ensuring that the system can dynamically adapt to

various scenarios based on the incoming packets and events.

The smart application server also capitalizes on the Chirpstack API to manage and ad-
just network configurations as needed. By utilizing the Chirpstack API, the application
is able to exert control over various network parameters, enabling real-time modifi-
cations to optimize network performance and accommodate changing operational re-
quirements. This API-driven approach provides the flexibility necessary for dynamic
reconfiguration, ensuring that the network remains adaptable and responsive to evolv-

ing demands.

The smart application server additionally offers Satellite visibility time windows for
the LoRaWAN gateway, a feature critical for modeling the availability of LEO satellites
in relation to the gateway. By providing these visibility windows, the application en-
ables the precise scheduling and prediction of communication opportunities between
the LEO satellites and the LoRaWAN network. This functionality is essential for opti-
mizing satellite connectivity and ensuring efficient data transmission during the periods

when the satellites are within the gateway’s communication range.

73



6.3.5. Backhauling Links

The LORSAT testbed enables the integration of diverse backhauling options to connect
the LoRaWAN gateway with the LoRaWAN network server. Among these, Ethernet
is the most straightforward choice, offering reliable communication via standard cable-
based connections. This method ensures a stable and consistently available link, with
an average delay of approximately 2 milliseconds, excluding additional delays from
internet backhauling. However, in rural and remote areas, Ethernet connectivity is of-
ten unavailable, necessitating alternative solutions such as cellular and satellite links.
Cellular connectivity, while sometimes accessible, is entirely absent in many rural re-
gions, making it an unreliable option for widespread deployment. Even when avail-
able, cellular networks typically introduce delays of tens of milliseconds due to inherent
network latency. In contrast, satellite communication—though characterized by even
higher latency—provides a more universally accessible backhauling option in remote
areas where terrestrial networks are absent. By incorporating Ethernet, cellular, and
satellite links, the LORSAT testbed ensures robust and adaptable network connectiv-
ity, addressing the diverse infrastructure challenges encountered in varied geographic

settings.

The LORSAT testbed leverages three distinct satellite-based architectures, as illustrated
in Figure 6.4. The first architecture connects the LoORaWAN gateway to LoRaWAN
servers through a GEO satellite terminal. This terminal utilizes the SES SATCUBE an-
tenna, which is equipped with a modem, that connects directly to the ASTRA 4 satellite.
The configuration depicted in Figure 6.5 shows the installation of the SES SATCUBE
antenna on the rooftop of the LIST Belvaux site during one of the experimental tests.
This satellite terminal facilitates the forwarding of received LoRaWAN packets to the
real GEO satellite, introducing a significant RTT delay of approximately 630 ms into the
network.

To enhance control over satellite conditions and configurations in the research environ-
ment, the testbed also integrates the OpenSAND open-source GEO satellite emulator
[61]. OpenSAND emulates the satellite terminal, gateway, and GEO satellite compo-
nents, offering a versatile platform for studying GEO satellite network design. Further-
more, OpenSAND provides flexibility for expanding the system into real-world net-
works with capabilities for both IP-based and MAC-based LAN extensions. Through
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Figure 6.4: LORSAT Testbed configurations

this setup, the emulator allows for adjustments in delay and link quality, enabling the
execution of various test scenarios within the LORSAT testbed to simulate different

satellite communication conditions.

6.3.5.1. LEO Satellite Modelling

The methods proposed in this thesis necessitate the deployment of a LoRaWAN gate-
way installed on a LEO satellite. Currently, there is no LEO satellite emulator available.
Communication with the satellite terminal is therefore essential as an intermediary step.
Despite the fact that several companies are developing LEO satellites for LoRaWAN ser-
vices, significant limitations remain, such as the absence of downlink capabilities and

the lack of control over the network infrastructure. Consequently, in this research, the
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Figure 6.5: SES SatCube Terminal

presence of a LEO satellite has been modeled using the OpenSAND GEO satellite emu-

lator.

Implementing this model requires careful consideration of several factors. Since the
LoRaWAN gateway used in the testbed is a fixed device, the model assumes that all
devices are located in a single geographic location. Furthermore, it is assumed that
the LoRaWAN gateway is available only when real satellites are visible overhead at
this location. This approach ensures that if the proposed methods function effectively
under these conditions, they are likely to operate successfully with actual LEO satellite
systems as well. This modeling strategy facilitates the study of satellite communication
within constrained environments, thereby providing valuable insights into the viability

of integrating LoORaWAN gateways into LEO satellite networks.
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To ensure the effective functioning of this model, a LEO modeler application was de-
veloped as part of this thesis. This application utilizes visibility windows generated
by the Smart Application Server to simulate real-world satellite interactions. When the
LEO satellite is within the visibility range of the devices, the application activates the
Chirpstack gateway forwarder service, enabling communication. Conversely, when the
satellite moves out of range, the application disables the Chirpstack gateway service,

causing any subsequent packets to be dropped.

This approach ensures that packet transmission and reception align with the satellite’s
actual visibility, thereby emulating realistic conditions for communication. By control-
ling gateway availability in this manner, the model assesses the accuracy of the REACT
time synchronization and the SALSA packet scheduling methods. The integration of
these mechanisms into the LEO modeler ensures that the testbed accurately replicates
the dynamic nature of LEO satellite communication, thus providing a robust framework

for testing and validating the proposed methods under realistic operational constraints.
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7 Performance Evaluation

In this chapter, the performance of the REACT and SALSA methods has been thor-
oughly evaluated. To validate the effectiveness of these proposed methods, a two-step
approach has been adopted: Simulation and Testbed experimentation. Initially, the
methods were assessed through simulations to verify their overall concepts. Subse-

quently, their proof of concept was confirmed using LORSAT testbed.

7.1 Simulating SALSA

In this section, first the test setup used for reproducing the system behavior is described
for implementing the SALSA algorithm. Then, the performance achievable with SALSA

is evaluated, and compare them with the benchmark solution.

A network size variable in the range [50, 500] has been considered. The EDs are located
according to a random and uniform distribution in a target area. In this evaluation,
the target area is assumed to coincide with the Luxembourg country (Fig.7.1). the exact
location of the EDs has been derived using random uniform distribution in the GeoPy
[63] library of Python programming language. Besides the considered scenario, the

algorithm is not limited to this selected geographical area and applies to any other one.

The Lacuna satellites have been considered, in particular Lacuna-Sat 3 and Lacuna-Sat 2B
which have the approximate height of 500Km to 600Km from the earth. In the perfor-
mance analysis, their real visibility has been adopted over Luxembourg during October

2021. Moreover, an elevation angle ©. = 30° has been assumed for both satellites.

The SKYFIELD library [64] has been used with the CelesTrak [65] online TLE sources for
generating the real visibility time tables of the satellites per each ED. A TLE provides the
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Figure 7.1: Location of EDs over the country of Luxembourg, following a random uniform distribution.
Visualization done with [62].

satellite location along its orbit for a given pointing time (the time epoch), by encoding
the orbital elements. The specific location of the EDs (uniformly distributed over the
Country of Luxembourg), the satellites TLE, and the fixed elevation angle (0. = 30°)
were given in input to the SKYFIELD. Finally, the obtained human-readable time out-
puts were translated into epoch timestamps and used in the Matlab algorithm, imple-
menting SALSA. The code is public available at [66].

The Guard Time 7, has been assumed to be equal to 10ms; and the ToA is the maximum
allowed ToA in the EU868 region, with SF' = 12 and the maximum payload of 51 bytes.
It follows, the time reserved for each ED, for a single transmissionis 7, = 2 xT,+T0A =
2813.5ms.
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Figure 7.2: Orbits of LacunaSat 3 and LacunaSat 2B satellites compared to the target area on the Earth,
Luxembourg.

7.1.1. Achievable Performance

The behaviour of the satellite LoORaWAN network has been compared in three different

scenarios:

* ALOHA: the EDs transmit following the LoRa standard, with random ALOHA
access. They transmit periodically, every 30 minutes, without having any knowl-
edge about the satellite visibility. Note that a random uniformly distributed offset

has been introduced in the start time of the first uplink per each ED.

e SALSA w/ FCEFS: the EDs that are visited first by the satellites transmit first, but

only when the channel is not busy (no collision due to overlapping transmissions).
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* SALSA w/ FAIR: all the EDs get an equal chance to transmit thanks to the FAIR
policy, in addition to FCFS.

[ 1 Satellite
[ 2 Satellites

X 100000

TOTAL PACKET DROPS

~

=

o | I HH
50 100 200 300 400 500

NUMBER OF END-DEVICES

Figure 7.3: Packet drops during one month when the EDs transmit with ALOHA-based LoRa, generating
periodic traffic, every 30 minutes.

When (i) the EDs are not aware of the visibility time of the satellite(s), and (ii) no
scheduling algorithm is implemented, the network faces a high number of packet drops
and packet collisions. Packet drops are due to the lack of availability of the satellite gate-
way, while packet collisions are due to concurrent random transmissions. As shown in
Fig. 7.3, the adoption of a constellation of two satellites does not improve the network
performance in the absence of a scheduling technique. As depicted in Fig. 7.4, the per-
formance in term of the number of collisions get even worst with two satellites: it is

almost double with a large network size.

Contrary to random ALOHA-like access, when adopting SALSA the LNS schedules the
transmissions while aware of the location of the EDs and the satellite availability time

for each of them.

The performance achievable with FCFS and FAIR policy has been compared in the
worst-case scenario, with a single LEO satellite, and with a constellation of two satellites
(Fig. 7.5). FCFS policy schedules the transmissions according only to location-based pri-

ority. It follows that some devices (those visited last by the satellite) never get a chance
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Figure 7.4: Packet collisions during the satellite visibility in one month with 1 and 2 satellites.

of an uplink opportunity. Moreover, each device may get a different number of reserved
slots (as confirmed by the large whiskers and the many outliers). This behavior is more
pronounced with two satellites. On the contrary, the FAIR policy guarantees all devices
get the same chance, even in large networks, besides the size of the constellation. With
two satellites, the network performance improves, and the average number of uplink
transmissions per ED is almost duplicated compared to the scenario with a single LEO
satellite. The obtained results confirm the reliability and scalability of the SALSA algo-
rithm with the FAIR policy.

7.2 Evaluation of REACT method

To validate the proposed REACT method, and check its feasibility, LORSAT testbed
by OpenSand GEO satellite emulator [46] configuration has been used, supporting two
backhauling links (terrestrial, and satellite). The testbed with its hardware (HW) com-

ponents, and the Software (SW) configuration is illustrated in Figure. 7.6.

The EDs acting as the sensors and actuators transmit the data to the GW using the LoRa
CSS PHY, where the GW is able to forward the packets through terrestrial and satellite
backhauling links. The LoRaWAN GW is synchronized with a GPS clock. This GPS

receiver is assumed as the main time reference of the entire network, in our method and
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Figure 7.5: Average Number of Uplink Transmission for each ED, with FCFS and FAIR policy (a) with
one satellite, and (b) with two satellites.
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Figure 7.6: LORSAT Testbed Architecture; Configuration for performance evaluation of REACT.

formulation. A Network Time Protocol (NTP) server is configured on the GW, receiving
the Stratum level 0 time accuracy from the GPS, and sharing the time with the LNS
and the APP server. The LNS and the APP servers are synchronized as the NTP clients
with the Stratum level 3 accuracy, which is enough accurate for the LoRaWAN network.

Therefore, the entire network is time synchronized except the EDs.
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Figure 7.7: Accuracy of synchronization methods with terrestrial backhauling configuration, for different
frequencies of UL updates.

The EDs will follow the REACT or MAC-based time synchronization methods to syn-
chronize with the network. The LNS and the APP server are regular computer servers
controlling the network events. The Chirpstack is installed and configured as the GW
packet forwarder, the LNS and the APP layer instant. The Chirpstack benefits from the
MQTT (Message Queuing Telemetry Transport) and the Remote Procedure Call (gRPC)
API manager to handle the messages in the network. The gRPC is an open source Re-
mote Procedure Call (RPC) framework that helps to control the network data flow in
an efficient heterogeneous way. When there is a new event in the network, the MQTT
will publish this event as a message using the MQTT broker. The subscribers, as the
MQTT clients, would receive the message by establishing a connection to the MQTT
server. The gRPC together with the MQTT create a full end to end message flow in the
LoRaWAN network. The APP client would also benefit the MQTT using a client ver-
sion and a gRPC extension. In our testbed, the APP client is the entity that answers the
REACT messages. The backhauling links available for this test on our LORSAT testbed
are the terrestrial (regular Ethernet), and the Satellite (OpenSAND Emulator).
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Figure 7.8: Accuracy of synchronization methods with satellite backhauling configuration, for different
frequencies of UL updates.

This method is evaluated under the terrestrial and GEO satellite configuration, compar-
ing the MAC and REACT method. Two EDs have been used to assess the proposed
method, with during 1 week. The UL intervals are from 30s to 36000s to identify the
method efficiency in the case of network unavailability. The 30s assess the method with
the fast time synchronization intervals, while the 36000s models one LEO satellite avail-
ability with approx. 500km orbit height for a fixed location of one ED. Moreover, two
backhauling types, satellite and terrestrial links have been considered to verify the tol-
erance of synchronization method to the backhauling. In the test set-up, SF' = 12 has

been selected during the experiments with the EU868 configuration.

To evaluate the performance of the synchronization methods, it is necessary to log the
events in all the network component. The ED logs three values and place them in the UL
payload to send them to the application server. Each value has 65 of data, presenting a
large number with ms accuracy, in total 18 5. The first measurement is the value of the

ED interval timer at the time of synchronization request (¢,). The others are MAC, and
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REACT based timestamps presenting the time measurements of each synchronization
method.

Thanks to the Chirpstack forwarder application, the events of the GW can be logged
using the Chirpstack bridge service. The most important information are “UL packet ar-
rival” and the “DL TX” timestamps. The difference of these values presents the round
trip backhauling delay, and the process time in the LNS. The process and waiting times
are around 200 ms to 300 ms at the Chirpstack LNS and APP servers. The LNS provides
raw information of the packets in the network. An intelligent client application is devel-
oped to implement the REACT method in the network, including the logging system.
The client application logs the three values from the received UL, time of arrival - 77,
and the ED Unique Identifier (EUI). By analyzing the logs, it is possible to compute the

accuracy of the time synchronization methods, and the measurement of the drift effect.

To evaluate the e,, the REACT time synchronization accuracy from the test, calculating

the difference of the ED timer is required in the time of request (¢,) and the T4, . From

new *

the Eq. 4.3, T4, is the time when the ED is synchronized with the network and deliv-

ered a new synchronization request to the LNS. The 74, , would be derived following

new

the Eq. 7.1. The T} is also the time of the LNS when the ED requests the time, ¢,.

T4y =Tr+ToAyL + €rpacr (7.1)

esg = Ta,.., —treacr = Ta,.., — (Tr + €rpacr) (7.2)

By substituting the T4, ., from the Eq. 7.1 in the Eq. 7.2, the e;z would be as the Eq. 7.3.

new

€sR — TOAUL (73)

When the LNS receives the packet, the ToAy;, would be a known value. So, the ToA
can be removed from the e,z to achieve exact accuracy. In our experiment, the T'oAy, is
1810 ms {SF12, EU868, 18B}. The ideal target is to have compensated e, as 0. The
other calculated values rather than 0 would be considered as inaccuracy. With the same
approach, e,y would be the compensated accuracy showing the difference between the
MAC-Based ED time and the LNS time, T4

new *
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The Figure. 7.7 and 7.8 show the Box and Whisker plots of the compensated e,z and
eqy In different test scenarios. The tests are classified in three different transmission
intervals {30s, 300s, and 36000s} for the MAC and REACT methods. The performance
of the time synchronization methods were tested in different backhauling scenarios.
Therefore the Fig. 7.7 and the Fig. 7.8 provide the results with the terrestrial and the
GEO satellite backhauling, respectively.

The figures clearly show that there is a tradeoff between the synchronization update
interval and the accuracy performance. Frequent updates bring better accuracy but
several variations exceed the normal accuracy range. On the other side, low frequent
updates stabilize the range of the values, but they receive a high drift effect. In the 30
s test, the drift effect is around less than 1 ms, while it would be around 1.6 s in the
36000 s interval. In the “partial available networks”, this drift can have a huge impact on
the scheduling techniques provided to reach the availability time. Due to these drifts,
the EDs may assume that the gateway and the network is available, while it is not the
case (and it will be only available at a later stage). The drift effect can be calculated
for each ED and programmed in the ED application to compensate it. Using satellite
backhauling with the large delays does not have a specific effect on the performance
of the time synchronization, for both REACT and MAC methods. In all the tests, the
REACT method provides almost the same accuracy compared to the MAC method,
with the ms accuracy. This option makes our REACT method operates better than the

standard application method (offering s accuracy).

7.3 Validation of e2e system

In this section, an evaluation of the SALSA packet scheduling and REACT time syn-
chronization algorithms will be conducted using the LORSAT testbed. The LORSAT
testbed has been meticulously configured in the "modeled LEO satellite" mode to es-
tablish a realistic environment for the comprehensive evaluation of these algorithms.
The LoRaWAN devices are located in the same place, close to the LoRaWAN gateway.
The LACUNA Space satellites are selected as base for using in the SALSA scheduling
algorithm. When one of the LACUNA Space satellites, for example LACUNASAT - 2B,
passes over the LoRaWAN devices above a specific elevation angle, the LoRaWAN gate-
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way starts to receive the packets from the devices. This scenarios allows to check the
accuracy of the REACT time synchronization method, fitting into the satellite visibility
time window. Also, analyzing of packet delivery ratio, PDR, of the e2e system proves
the performance of the SALSA scheduling algorithm and REACT time synchronization
method at the same time. If a packet is not following the correct system timing, then

there would be packet drop or collision, even in the case of a perfect packet scheduling

algorithm.
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Figure 7.9: Test Setup

Based on the Figure. 7.9, the e2e system performs the evaluation of these two algo-
rithms. The LoRaWAN device first requests to join the network, via a Join Request
message. The LNS replies back with a Join Answer message to let device sets up
the configuration. This section will continue for entire devices to join the network, and
transmit their first packet via a terrestrial network. The first packet includes a RU mes-
sage, in addition to the regular user payload. The RU message is the REACT uplink,
sending the timer value of the device. When the LNS and APP servers receive the RU
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message, they reply back via a RD, REACT downlink message, to the device, and the
next three earliest time slots allocated for this specific device. These time slots are read
from the time schedules calculated from the SALSA scheduling algorithm. The servers
send three time slots to make sure that the device has enough chance to communicate
with the satellite without losing time synchronization and receiving new time sched-

ules.

After being sure that all the LoORaWAN devices joined the network and received their
tirst time slots, {S1, S2, S3}, the network switches to a Non-Terrestrial setup using a
modelled LEO satellite of OpenSand satellite emulator. The device will transmit at the
tirst time slot allocated, S1, with the same request of RU in the uplink message. Then,
the servers will respond via the three next possible allocated time slots, {S2, S3, 54},
and the RD to the device.

This scenario will continue till the network configuration changes or the LoRaWAN
device looses all three possible downlinks, caused by any probable issue in the network
or PHY layer. Therefore, transmitting pure three time slots can be optimized by a new

algorithm to reduce the risk of loosing the device.

In the test setup, 10 STMicroelectronics WL55JC and a RAKWIRELESS 7248C Lo-
RaWAN gateway have been used. These 10 devices followed SALSA packet scheduling
algorithm based on the time synchronization of REACT method. The LoRa Transceiver
was serving the EDs based on the passes of the LACUNA SPACE satellites over the fixed
location. Therefore, the performance of the e2e system proved of having no packet drop

and collision using these two methods.
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8 Conclusion

8.1 Results and Discussion

This chapter encapsulates the results and implications of this thesis, which focused on
packet scheduling and time synchronization techniques for satellite IoT networks. The
findings demonstrate the effectiveness of the proposed methods across various condi-
tions and configurations, highlighting reliability and scalability improvements of the

end to end network performance.

In the absence of terrestrial IoT networks with reliable internet access to send data to
clouds and servers for monitoring, satellite technology emerges as a critical enabler.
LEO satellites, due to their proximity to Earth, offer significant advantages including
reduced power requirements for data transmission and enhanced connectivity for sen-
sors deployed in the field. While GEO satellites can provide a backhauling link via
LoRaWAN gateways, LEO satellites remain preferable due to their lower latency and
power needs. However, the introduction of satellite connectivity, particularly with LEO
satellites, presents the necessity for devices to be aware of satellite visibility windows,

and challenges such as increased packet collision probability.

To ensure accurate time synchronization across devices—a prerequisite for the allocated
time slots required by event-based transmissions and scheduling methods—the REACT
time synchronization method was proposed. REACT achieves time synchronization ac-
curacy on par with standard methods and is compatible with all devices irrespective of
the LoRaWAN specification version or additional hardware requirements. When satel-
lites are in use, a larger number of devices are in the coverage of the network, bringing

more packet collision and drop issues. To mitigate these challenges, the SALSA schedul-
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ing algorithm was proposed, incorporating two distinct policies: FCFS and FAIR. This
algorithm effectively allocates time slots to devices, addressing the visibility and relia-

bility issues inherent in LEO satellite usage.

The validation of the SALSA scheduling algorithm commenced with the development
of a simulator, which confirmed its feasibility. Subsequently, the implementation of our
developed testbed allowed for real-world application and testing, alongside the RE-
ACT time synchronization method. The use of a satellite emulator provided a realistic
environment to emulate satellite conditions between the LoRaWAN gateway and the
LoRaWAN network server, further substantiating the robustness of the proposed solu-

tions.

The empirical results from these tests corroborate the effectiveness of the REACT time
synchronization method and, the SALSA scheduling algorithm demonstrating their po-
tential to meet Satellite IoT’s demands. These outcomes highlight the practical applica-
bility of combining LoRaWAN with satellite connectivity. Thus, this research not only
contributes to the advancement of IoT technologies in challenging environments but

also provides a scalable solution framework for similar contexts globally.

The conclusions drawn from this study emphasize the significant impact that advanced
IoT and satellite technologies can have on fostering greater productivity and sustain-
ability. The methodologies developed herein lay the groundwork for future research
and development, with the potential to extend applications requiring reliable, low-cost,

and efficient connectivity solutions in remote areas.

8.2 Future Research Work and outlook

While the proposed methods have demonstrated significant effectiveness, they also
open up promising avenues for future research. Further exploration could focus on
optimizing these methods under more diverse scenarios, enhancing their scalability, or
integrating them with emerging technologies to address the evolving demands of satel-
lite IoT networks. The practical implementation of these solutions hinges significantly
on the advancements and collaborations within the satellite industry. To fully realize
the potential of IoT networks, satellite companies need to address several critical issues.

Foremost among these is the challenges of PHY layer between devices and satellites,
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which currently pose significant barriers to seamless communication. Enhanced PHY
layer compatibility is crucial for ensuring reliable data transmission and reception be-

tween ground-based sensors and orbiting satellites.

Moreover, the deployment of satellite constellations with Inter-Satellite Links (ISL) is
critical for advancing IoT network capabilities. ISL-enabled constellations allow satel-
lites to communicate directly with one another, enhancing data relay efficiency and sig-
nificantly reducing latency. A key direction for future research lies in the development
of a 3D network architecture that incorporates layers between satellites and ground de-
vices, including Drones and High Altitude Platforms (HAPs). These intermediary lay-
ers can facilitate more seamless communication pathways, improving connectivity and
data management. Advancing both software and hardware will be essential to fully
realize these improvements, enabling the effective coordination and operation of this

multi-layered architecture in IoT networks.
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work with ns-3", Session Chair "Stefano Avallone", WNS3 workshops, 2021, Link

"https:/ /www.nsnam.org/research/wns3/wns3-2021/program/".

e M. Afhamisis, M. R. Palattella, "Smooth integration of Satellites with LoRaWAN
networks for agricultural applications”, Lake Como School of Advance Studies,
Como, Italy, July, 2021.

10.2 Patents

¢ Time Synchronization in Low Power Wide Area Networks, 11 Oct 2023, Under
Application Number LU505256

10.3 Others

* Spotlight on Young Researchers, June 2022, Accessible online
"https:/ /www.fnr.lu/research-with-impact-fnr-highlight/spotlight-internet-

of-things-satellites-smart-agriculture /"

e LIST TechDay 2023, presenting LORSAT project, Event Website
"https:/ /www.list-techday.eu/"

e My Connectivity Day 2023, presenting LORSAT project, Event Website
"https:/ /myconnectivity.lu/"
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11 Acronyms

3GPP 3rd Generation Partnership Project
Aol Age of Information

CAGR Compound Annual Growth Rate
CE Coverage Enhancement

CID Command ID

CP Control Plane

CR Coding Rate

CSS Chirp Spread Spectrum

DC Duty Cycle

DL LoRaWAN Downlink

EIRP Effective Isotropic Radiated Power
ED End Device

EDT Early Data Transmission

EPC Evolved Packet Core

EUI ED Unique Identifier

FCFS First Come First Served
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FHDR Frame Header

FHSS Frequency Hopping Spread Spectrum
FM-RDS FM Radio Data System

FNR National Research Fund Luxembourg
gRPC Remote Procedure Call

GEO Geostationary Orbit

GMT Greenwich Mean Time

GNSS Global Navigation Satellite System
GSM Global System for Mobile

HAP High Altitude Platform

HW Hardware

IoT Internet of Things

ISL Inter-Satellite Link

ITU International Telecommunication Union
LEO Low Earth Orbit

LGW LoRaWAN Gateway

LNS LoRaWAN Network Server

LoRa Long Range

LoRaWAN Long Range Wide Area Network

LORSAT Design of LoRaWAN protocol optimisation over SATellite Connection for

precision agriculture applications
LPWAN Low Power Wide Area Network

LR-FHSS Long-Range Frequency Hopping Spread Spectrum
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L2L-A LoRa to LEO Alternating Channel

L2L-AP LoRa To LEO Alternating and Permutation

MAC Medium Access Control

MEO Medium Earth Orbit

MQTT Message Queuing Telemetry Transport

NB-IoT Narrowband Internet of Things

NPBCH Narrowband Physical Broadcast Channel
NPDCCH Narrowband Physical Downlink Control Channel
NPDSCH Narrowband Physical Downlink Shared Channel
NPRACh Narrowband Physical Random Access Channel
NPSS Narrowband Primary Synchronization Signal
NPUSCH Narrowband Physical Uplink Shared Channel
NSSS Narrowband Secondary Synchronization Signal
NTN Non Terrestrial Networks

NTP Network Time Protocol

OFDM Orthogonal Frequency-Division Multiplexing
OTA Over The Air

PHDR Packet Header

PHDR CRC Packet Header error Detector

PHY PHY Layer

PoC Proof of Concept

PRB Physical Resources Block
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QoS Quality of Service

RE Resource Element

REACT Lo(R)aWAN diff(e)renti(a)l time syn(c)hroniza(t)ion
RFU Reserved for Future Usage

SALSA a Scheduling Algorithm for LoRa to LEO SAtellite
SNR Signal to Noise Ratio

SC-FDMA Single-Carrier Frequency Division Multiple Access
SDR Software-Defined Radio

SW Software

TDMA Time Division Multiple Access

TLE Two-Line Element Set

TN Terrestrial Networks

ToA Time on Air

UE User Equipment

UL LoRaWAN Uplink

UP User Plane
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