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Abstract—This paper investigates joint device identifica-
tion, channel estimation, and symbol detection for cooperative
multi-satellite-enhanced random access, where orthogonal time-
frequency space modulation with the large antenna array is
utilized to combat the dynamics of the terrestrial-satellite links
(TSLs). We introduce the generalized complex exponential basis
expansion model to parameterize TSLs, thereby reducing the
pilot overhead. By exploiting the block sparsity of the TSLs in
the angular domain, a message passing algorithm is designed
for initial channel estimation. Subsequently, we examine two
cooperative modes to leverage the spatial diversity within satellite
constellations: the centralized mode, where computations are
performed at a high-power central server, and the distributed
mode, where computations are offloaded to edge satellites with
minimal signaling overhead. Specifically, in the centralized mode,
device identification is achieved by aggregating backhaul infor-
mation from edge satellites, and channel estimation and symbol
detection are jointly enhanced through a structured approximate
expectation propagation (AEP) algorithm. In the distributed
mode, edge satellites share channel information and exchange
soft information about data symbols, leading to a distributed
version of AEP. The introduced basis expansion model for
TSLs enables the efficient implementation of both centralized
and distributed algorithms via fast Fourier transform. Simu-
lation results demonstrate that proposed schemes significantly
outperform conventional algorithms in terms of the activity
error rate, the normalized mean squared error, and the symbol
error rate. Notably, the distributed mode achieves performance
comparable to the centralized mode with only two exchanges of
soft information about data symbols within the constellation.

Index Terms—Satellite communications, random access, OTFS,
message passing, Doppler effect

I. INTRODUCTION

Internet-of-Things (IoT) is one of the critical scenarios in
the next-generation communications, revolutionizing the way
we live and work [1]. However, terrestrial networks cover
only about 20 percent of the Earth’s surface, facing substantial
challenges in providing ubiquitous connectivity for diverse IoT
applications, such as smart agriculture, climate monitoring and
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intelligent transportation systems [2]. Low earth orbit (LEO)
satellites have attracted significant research interest in the
fifth generation (5G) and are expected to be pivotal for the
advancement of ubiquitous connectivity in the forthcoming 6G
era [3]–[5]. Recent efforts have focused on the deployment
of satellite constellations, such as OneWeb and Starlink [6],
driven by breakthroughs in aerospace, production, and com-
munication technologies. These developments pave the way
for LEO satellite communications to offer seamless global
coverage. Unlike traditional human-centric communications,
IoT primarily relies on machine-type communications (MTC),
characterized by bursty traffic patterns due to the sporadic
activity of IoT devices [7]. In this context, the random access
protocol plays a key role in supporting efficient connectivity.

Grant-free random access (GFRA) is favored in MTC for its
potential to reduce signaling overhead and power consumption
while improving access capability [8], [9]. Over the past few
years, many methods have been proposed for joint device iden-
tification and channel estimation (JDICE) in terrestrial GFRA
systems. For instance, [10] formulated the JDICE as a sparse
signal recovery problem in compressed sensing and solved
it by the approximate message passing (AMP) algorithm.
Alternatively, [11] utilized a Bernoulli-Gaussian-mixture as
the channel prior and adopted the vector AMP unrolled with
the expectation-maximization (EM) algorithm to design a
neural network that improves the performance of original
vector AMP. The integration of orthogonal frequency division
multiplexing (OFDM) into GFRA systems was investigated
in [12], where the AMP-based algorithm was proposed to
explore the channel sparsity in the angular domain. To mitigate
timing and frequency offset impacts in OFDM-based GFRA,
[13] proposed to decouple and incorporate the phase shift into
the measurement matrix, leading to the structured generalized
AMP for JDICE. It is worth noting that these schemes in [10]–
[12] are tailored for block fading channels which are assumed
to remain constant during one transmission, and [13] simplifies
the system model by assuming that the frequency offset tends
to zero. However, the inherent high mobility of LEO satellites
introduces significant Doppler shifts, leading to rapid changes
in the terrestrial-satellite links (TSLs). Device movement may
further contribute to considerable Doppler spread [14], result-
ing in outdated channel state information and severe inter-
carrier interference. These issues will degrade the performance
of existing algorithms. Consequently, current terrestrial GFRA
frameworks, without adjustments or new designs, struggle to
meet the demands of LEO satellite communications.

In light of the Doppler effect, extensive efforts have been de-
voted to GFRA adaptations for LEO satellite communications.
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In [15], Bernoulli–Rician message passing combined with
the EM algorithm was proposed for the LEO satellite-based
narrowband GFRA, accounting for random phase rotations in
the channel. However, this method still presumes a slow time-
varying channel, which may be violated in dynamic satellite
environments. The work in [16] focused on the OFDM-
based GFRA for LEO satellite IoT, where the grid-based
parametric model was proposed to discretize the delay and
Doppler shift, and a message-passing type algorithm was
designed for JDICE. However, the proposed scheme relies
heavily on pre-compensation for both delay and Doppler shift,
which limits its application in the LEO contexts. Meanwhile,
[17] leveraged structured sparsity in the delay-Doppler-time
domain to propose an AMP-based algorithm for joint active
device, delay, and Doppler detection, while neglecting the
potential non-line-of-sight paths. Orthogonal time frequency
space (OTFS) modulation has emerged as a promising solution
to ensure reliable communications in high-mobility scenarios
[18]–[20], which converts the time-variant channels into quasi-
static channels in the delay-Doppler domain [21], [22]. In [18],
OTFS is combined with tandem spreading multiple access to
accommodate the differential Doppler shift characteristics in
LEO satellite-enabled GFRA. Note that [15]–[18] focuses on
single-antenna systems. To exploit the spatial diversity, the
integration of massive multiple-input multiple-output (MIMO)
with OTFS-based GFRA has been explored in [19] and [20].
Specifically, [19] introduced a two-dimensional (2D) pattern
coupled hierarchical prior within sparse Bayesian learning for
JDICE, exploiting channel sparsity in the delay-Doppler-angle
domain. [20] investigated OTFS aided by training sequences
and proposed a two-stage JDICE scheme alongside a stream-
lined multi-user symbol detection method.

All the above GFRA schemes focus on one satellite node.
Nevertheless, the advent of densely deployed LEO satel-
lite constellations [23], coupled with their inter-connectivity
through highly reliable and low-latency inter-satellite links
(ISLs) [24], opens new avenues for enhanced RA schemes
through cooperative processing. In [25], the study derived
closed-form expressions for spectral efficiency in ultra-dense
LEO satellite networks utilizing distributed massive MIMO
techniques. The theoretical analysis and simulation results,
based on Rician fading with random phase modeling for TSLs,
demonstrated superior performance compared to both collo-
cated massive MIMO and conventional single-satellite connec-
tivity. In addition, [26] proposed a DFT-s-OFDM framework
tailored for multi-satellite cooperative GFRA with massive
MIMO, which involves independent channel estimation by
single satellite, with subsequent activity and data detection
centralized at a high-power node. However, [25] and [26]
neglect the Doppler effect. Moreover, they are confined to the
centralized cooperative mode, which requires a central server
to process the collective signal, imposing huge computational
burden on this server.

Overall, most previous works focus on the single satellite-
based GFRA or the centralized cooperative schemes neglecting
the Doppler effect. In this paper, we investigate the joint device
identification, channel estimation, and symbol detection for
GFRA enhanced by cooperative LEO satellite constellations
with massive MIMO, where the generalized complex exponen-

tial basis expansion model (GCE-BEM) [27] is introduced as
an efficient channel parameterization, and OTFS is leveraged
to mitigate the doubly dispersive effect in TSLs. Beyond the
centralized mode, our study examines the distributed mode,
which enables the offloading of computational tasks to edge
satellites. Our main contributions are summarized as follows:

• The application of GCE-BEM for modeling angular do-
main TSLs is firstly studied. Through this parameterized
channel model, we analyze the input-output relationship
of the system. Then, by exploiting the 2D channel block
sparsity in the angular domain, the Markov random field
aided message passing algorithm with EM is designed for
initial channel estimation.

• Centralized cooperative multi-satellite-enhanced joint de-
vice identification, channel estimation, and symbol detec-
tion are investigated. Specifically, the device identification
is performed by aggregating the estimated channel energy
from edge satellites. For channel estimation and symbol
detection refinement, we design the approximate expec-
tation propagation (AEP) algorithm, structured into three
modules: interference cancellation module mitigates both
inter-user and inter-component interference in the BEM
model, providing likelihoods for channels and transmitted
data symbols; channel estimation and symbol detection
refinement modules utilize the soft information from
the interference cancellation module to further enhance
channel estimation and symbol detection.

• Distributed methods for cooperative multi-satellite-
enhanced joint device identification, channel estimation,
and symbol detection are investigated. Each satellite con-
ducts the device identification by sharing the estimated
channel energy. To exploit the spatial diversity of multi-
satellite configurations, we propose to exchange the soft
information regarding transmitted data symbols within
the constellation, leading to the distributed AEP method.
Simulation results indicate that only two exchanges of soft
information about data symbols within the constellation
are required to attain the performance comparable to that
of the centralized framework.

The rest of this paper is organized as follows. Section
II introduces the system model and formulates the problem.
Section III proposes initial channel estimation algorithm. The
refinement schemes of two cooperative modes are discussed
in Section IV. Finally, Section V evaluates the performance of
proposed algorithms, followed by conclusions in Section VI.

Notations: The superscripts (·)∗ and (·)H denote the con-
jugate and conjugated-transpose operations, respectively. The
boldface capital letter X and lowercase letter x denote matrix
and vector, respectively. diag(x) denotes the diagonal matrix
with the elements of x on the main diagonal. ̄ =

√
−1 denotes

the imaginary unit. ‖X‖F denotes the Frobenius norm of X,
and ‖x‖2 denotes the `2-norm of x. dxe denotes the smallest
integer that is not less than x. ⊗ is the Kronecker product, � is
the Hadamard product, and � denotes element-wise division.
(·)M denotes mod M . δ(·) denotes the Dirac delta function.
X[a, b] and xa,b denote the (a, b)-th element of X. x[a] and
xa denote the a-th element of x.
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Fig. 1. Diagram for cooperative multi-satellite-enhanced ran-
dom access.

II. SYSTEM MODEL

We investigate the LEO satellite constellations-enabled
grant-free random access system as illustrated in Fig. 1, where
Sa LEO satellites are interconnected by the high-reliable ISLs
and cooperatively offer access services to U single-antenna
terrestrial devices. In a given time interval, active devices
share the same time-frequency resources to transmit to the
Sa satellites. Additionally, each satellite in the constellation
is equipped with a regenerative payload capable of on-board
processing of baseband signals and a uniform planar array
(UPA) with Na = Nz×Ny antennas, where Nz and Ny are the
number of antennas along the z-axis and y-axis, respectively.
To mitigate the Doppler effect inherent in the TSLs, OTFS
modulation is employed. Furthermore, we assume that the
propagation delay can be partially pre-compensated at the
devices by coarse timing advance [28] such that the residual
delay is within one symbol duration.

A. Terrestrial-satellite Link Model
Due to the high mobility of LEO satellites, the TSLs

undergo rapid variations. This variability, compounded by
multipath propagation, requires a doubly dispersive channel
model for accurate TSLs characterization. Consequently, the
channel response for the u-th device to the (nz + nyNz)-
th antenna of the sa-th satellite at time n and tap l′ is
characterized as [28]–[30]

h̃nz,nyu,sa [n, l′] =

P∑
i=1

hi,u,sae
̄2πνi,u,sanTse̄πnzΘzi,u,sa e̄πnyΘyi,u,sa

×Agrx,tx (l′Ts − τi,u,sa) , (1)

where u = 0, . . . , U−1, nz = 0, . . . , Nz−1, ny = 0, . . . , Ny−
1, sa = 0, . . . , Sa − 1, P is the number of physical paths,
and Ts is the system sampling interval. The notations hi,u,sa ,
νi,u,sa , and τi,u,sa represent the path gain, Doppler shift, and
residual delay for the i-th path from the u-th device to the
sa-th satellite, respectively. The directional cosines Θz

i,u,sa
=

cos θi,u,sa and Θy
i,u,sa

= sin θi,u,sa sinψi,u,sa , along the z-axis
and y-axis, depend on the zenith angle θi,u,sa and azimuth
angle ψi,u,sa , respectively. Here, we assume that the matched
filter is adopted, and then the band-limited pulse shaping filter
response Agrx,tx (t) is given by

Agrx,tx (t) =

∫
g∗rx (t′ − t) gtx(t′)dt′, (2)

where gtx (t) and grx (t) are the transmit and receive wave-
form, respectively. Contrary to prior OTFS studies [19]–[21],
which often require Doppler shifts or delays to be integer mul-
tiples of the frequency and delay resolutions, our framework
does not rely on this assumption. The channel model in (1)
accommodates fractional Doppler shifts and delays, making
it more suited for realistic satellite communication scenarios.
Moreover, it’s reasonable to assume that the propagation paths
from a single device to a satellite have identical angles due
to the satellite’s significantly higher altitude compared to that
of scatterers near the devices [14], i.e., θi,u,sa = θu,sa and
ψi,u,sa = ψu,sa . Then, the channel model in (1) can be
simplified as

h̃nz,nyu,sa [n, l′] = e̄πnzΘzu,sa e̄πnyΘyu,sa

P∑
i=1

hi,u,sae
̄2πνi,u,sanTs

×Agrx,tx (l′Ts − τi,u,sa) . (3)

It is observed that the term ej2πνi,u,sanTs exhibits significant
temporal variation due to the Doppler effect, in contrast to the
other terms which remain relatively constant over time. This
fact motivates us to adopt the GCE-BEM [27] to parameterize
this time varying channel as

h̃nz,nyu,sa [n, l′] = e̄πnzΘzu,sa e̄πnyΘyu,sa

Q∑
q=0

c̃q,l′,u,sae
̄ωqn, (4)

where Q is the order of the BEM basis functions, c̃q,l′,u,sa
is the q-th BEM coefficient of l′-th channel tap from the
u-th device to the sa-th satellite, and ωq is the q-th BEM
modeling frequency quantizing the Doppler shift. Note that
the modeling error term is omitted in (4) primarily since we
focus on BEMs that provide an excellent fit. As highlighted in
[31], including the modeling error term does not significantly
improve the reliability of channel estimates if the BEM itself
cannot accurately characterize the true channel. Furthermore,
[32] shows that, under certain mild conditions, the modeling
error can be approximated as a Gaussian random variable with
zero mean, allowing it to be absorbed into the noise term. To
exploit the sparsity of channel resulted from adoption of the
massive antenna array, the two dimensional discrete Fourier
transform (DFT) is applied for transforming the channel from
space domain into angular domain, i.e.,

haz,ayu,sa [n, l′] =

Nz−1∑
nz=0

Ny−1∑
ny=0

h̃nz,nyu,sa [n, l′]e
−̄2π( aznzNz

+
ayny
Ny

)

=

Q∑
q=0

c
az,ay
q,l′,u,sa

e̄ωqn, (5)

where az = 0, . . . , Nz − 1 and ay = 0, . . . , Ny − 1. The pa-
rameter caz,ayq,l′,u,sa

= c̃q,l′,u,saΠNz (az −NzΘz
u,sa/2)ΠNy (ay −

NyΘy
u,sa/2) is the BEM coefficient in the angular domain,

where ΠN (x) , 1
N

∑N−1
i=0 e−̄2π

x
N i. It is observed that

c
az,ay
q,l′,u,sa

has the dominant element only if az ≈ NzΘ
z
u,sa/2

and ay ≈ NyΘy
u,sa/2, which means that the coefficient has 2D

block sparsity in the angular domain. For notation simplicity,
we denote the index of na-th antenna as na = az + ayNz ,
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na = 0, . . . , NzNy − 1, and then (5) can be re-expressed as

hnau,sa [n, l′] =

Q∑
q=0

cnaq,l′,u,sae
̄ωqn. (6)

B. Transmission Signal Model
In this subsection, the transmission process is explained.

Each terrestrial device employs OFDM-based OTFS modula-
tion. Firstly, the u-th device rearranges a sequence of MN
information symbols into one OTFS frame XDD

u ∈ CM×N ,
where M and N are the number of subcarriers and OFDM
symbols within one frame, respectively. Then, by the inverse
symplectic finite Fourier transform (ISFFT) [22], the 2D data
frame XDD

u in the delay-Doppler domain is mapped to XTF
u

in the time-frequnecy domain, i.e.,

XTF
u = FMXDD

u FH
N , (7)

where FM ∈ CM×M and FN ∈ CN×N are normalized DFT
matrices. The OFDM modulator processes the 2D data frame
XTF
u to get the transmitted data frame BTD

u , i.e.,

BTD
u = FH

MXTF
u = XDD

u FHN . (8)

Then, the data frame BTD
u is transformed to the 1D transmit

signal bTD
u = vec

(
BTD
u

)
, where vec(·) denotes the vectoriza-

tion operator stacking the columns of one matrix into a long
column vector. Note that in the traditional OTFS literature [19],
[20], the guard interval will be added for each OFDM symbols
to avoid inter-symbol interference. Here, we only insert one
cyclic prefix (CP) with length of Mcp before the head of the
OTFS frame for increasing spectral efficiency. Typically, Mcp
should be more than the largest normalized residual delay
L = dτmax/Tse, where τmax represents the largest residual
delay among all the resolvable physical paths in TSLs. After
CP removal, the received signal is given by

rnau,sa [n] =

L∑
l′=0

hnau,sa [n+Mcp, l
′] bTD

u [(n− l′)MN ] , (9)

where n = 0, . . . ,MN − 1 and noise is neglected
here for simplicity. Then, this sequence of data rnau,sa =
[rnau,sa [0], . . . , rnau,sa [MN − 1]] is rearranged to the 2D data
frame Rna

u,sa = vec−1(rnau,sa), where vec−1(·) is the inverse
operation of vec(·). Applying the M -point DFT on each
OFDM symbol, we can obtain the received signal in the time-
frequency domain as

YTF
na,u,sa = FMRna

u,sa . (10)

Finally, the data frame YTF
na,u,sa is transformed into YDD

na,u,sa
in the delay-Doppler domain, i.e.,

YDD
na,u,sa = FH

MYTF
na,u,saFN = Rna

u,saFN . (11)

We denote the (l, k)-th element of YDD
na,u,sa and XDD

u as
Y DD
na,u,sa [l, k] and XDD

u [l, k] respectively, where l = 0, . . . ,M−
1 and k = 0, . . . , N−1. According to (6)-(11), the input-output
relationship (without noise term) of this system is given in the
following proposition.

Proposition 1: Given the q-th BEM modeling frequency
ωq = 2πq′

MNR with q′ =
(
q −

⌈
Q
2

⌉)
and the resolution factor

R, the received signal in the delay-Doppler-angle domain from
the u-th device to the na-th antenna of the sa-th satellite is
represented as

Y DD
na,u,sa [l, k] =

Q∑
q=0

L∑
l′=0

N−1∑
k′=0

e̄ωqlαl,l′ [k, k
′, q′] cnaq,l′,u,sa

×XDD
u [(l − l′)M , k′] , (12)

where we have

αl,l′ [k, k
′, q′] =


1
N

1−e
̄2π

(
k′−

(
k− q

′
R

))

1−e
̄ 2π
N

(
k′−

(
k− q

′
R

)) , l′ 6 l

1
N e
−̄ 2π

N k′ 1−e
̄2π

(
k′−

(
k− q

′
R

))

1−e
̄ 2π
N

(
k′−

(
k− q

′
R

)) , l′ > l

.

Proof : Please see Appendix A. �
It is observed that the received signal in the delay-Doppler-

angle domain is given by the sum of Q components. Each
component is the result of phase compensated periodic convo-
lution between the OTFS data frame and the BEM coefficient.
Here, the order Q and the resolution factor R govern the
modeling accuracy of the BEM. At R = 1, the GCE-BEM
is simplified to the CE-BEM which has higher modeling error.
Increasing R to 2 enhances the Doppler shift quantization
precision, thereby significantly reducing the modeling error.
As indicated in [27], R = 2 is large enough for modeling
time-varying channel, with only marginal gain from further
increases. Additionally, the order Q usually depends on R,
given as Q ≥ 2 dRNν̄maxe, where ν̄max = νmax/∆f ; νmax

is the largest Doppler shift across all the resolvable physical
paths in TSLs and ∆f is the subcarrier spacing. Under the
BEM modeling, the unknown channel parameters from the u-
th device to the sa-th satellite have been reduced significantly
from MN(L+1) to (Q+1)(L+1) at each antenna. However,
a higher resolution leads to an increased BEM order, which
may in turn raise the interference among the Q components in
(12). This interference makes it difficult to accurately estimate
channel and detect transmitted symbols. Therefore, we should
make Q as small as possible while ensuring the BEM modeling
accuracy.

C. Problem Formulation
According to Proposition 1 and superposition principle, the

received signal at the na-th antenna of the sa-th satellite is
expressed as

Y DD
na,sa [l, k] =

U−1∑
u=0

Q∑
q=0

L∑
l′=0

N−1∑
k′=0

λuc
na
q,l′,u,sa

e̄ωqlαl,l′ [k, k
′, q′]

×XDD
u [(l − l′)M , k′] + Enasa [l, k], (13)

where λu ∈ {0, 1} is the activity indicator of the u-th device
with active probability pλ and we denote the set of active
devices as Ua = {u | λu = 1, u = 0, . . . , U − 1}; Enasa [l, k] ∼
CN (0, σ2

sa) is the noise. To facilitate algorithm design, we
rewrite (13) as the matrix form, i.e.,

ynasa =

U−1∑
u=0

Q∑
q=0

(FN ⊗ IM ) diag (bq) FH
MN×
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diag
(
F1:L+1c

na
q,u,sa

)
FMN

(
FH
N ⊗ IM

)
xu + enasa , (14)

where ynasa = vec(YDD
na,sa), xu = vec(XDD

u ), enasa =
vec(Ena

sa ), IM ∈ RM×M is the identity matrix, bq =
[1, e̄ωq , . . . , e̄ωq(MN−1)] is the q-th BEM basis function,
F1:L+1 represents the first L + 1 columns of FMN , and
cnaq,u,sa =

√
MNλu[cnaq,0,u,sa , . . . , c

na
q,L,u,sa

] collecting the q-
th BEM coefficients for L channel taps and combining the
device activity indicator.

Given all the received signals of LEO satellite constella-
tions, we aim at jointly estimating

(
cnaq,u,sa ,xu

)
based on the

maximum a posteriori probability (MAP) principle, i.e.,

(ĉnaq,u,sa , x̂u) = arg max
(cnaq,u,sa ,xu)

p
(
cnaq,u,sa ,xu | y

)
, (15)

where y = [y0
0, . . . ,y

na
sa , . . . ,y

NzNy−1
Sa

]. The problem (15) is
generally non-convex and difficult to solve. Message passing
algorithms offer potential solutions, but the coupling of vari-
ables into a bilinear function complicates the implementation
of exact belief propagation (BP) based on the sum-product
rule. Furthermore, the accuracy of bilinear inference problems
is highly dependent on the initial values of the solution
variables [33], necessitating a reasonable initialization method
for precise channel and data estimation. To overcome these
issues, we propose a two-phase algorithm. The first phase
based on the GAMP [34] algorithm to generate initial estimates
of the channel and transmitted symbols. The second phase
resorts to the expectation propagation (EP) [35] algorithm to
enhance device identification, channel estimation, and symbol
detection.

III. INITIAL CHANNEL ESTIMATION FOR SINGLE
SATELLITE

In this section, we firstly illustrate the OTFS data frame
structure. Then, based on the Bayesian method, a message-
passing type algorithm combined with EM is designed for the
initial channel estimation. For sake of low computations and
pilot overhead, similar to [32], we adopt a lower resolution
R = 1 with the smaller order of BEM QI ≥ 2 dNν̄maxe in
this initial phase, and higher resolution is utilized in the refine
phase.

A. Frame Structure

Doppler (N)

D
el

a
y
 (
M

)

Pilot

Data

Guard

 

gN gNpN

p p,l k

gM

gM

pM

Fig. 2. OTFS frame structure.

When R = 1, (13) can be simplified as

Y DD
na,sa [l, k] =

U−1∑
u=0

QI∑
q=0

L∑
l′=0

λue
̄ωqlαl,l′ [k, q

′] cnaq,l′,u,sa

×XDD
u [(l − l′)M , (k − q′)N ] + Enasa [l, k], (16)

where

αl,l′ [k, q
′] =

{
1, l′ 6 l

e−̄
2π
N (k−q′), l′ > l

. (17)

By considering this 2D periodic convolution relationship, the
OTFS frame structure in the delay-Doppler domain is depicted
in Fig. 2. The position of pilots is given by l = lp, · · · , lp +
Mp − 1 and k = kp, · · · , kp + Np − 1, where (lp, kp) is
the initial position of pilots. Mp and Np are the length of
pilots along the delay and Doppler dimension, respectively.
Without loss of generality, we assume that lp ≥ L. To avoid
interference between pilots and data, guard intervals along
delay and Doppler dimensions with length of Mg ≥ L and
Ng ≥

⌈
QI

2

⌉
are required. Additionally, the pilots and guard

symbols are the i.i.d. complex Gaussian random sequences.
Note that guard symbols can be considered as one kind of
pilots. Therefore, the pilot overhead of one OTFS frame is
obtained as ρ =

(Np+2Ng)(Mp+2Mg)
MN .

Given the OTFS frame structure in Fig. 2, the received
symbols with the same positions as pilots are utilized for
channel estimation for each satellite and can be written as

Ysa =
(
(1T
U ⊗Pω)�Xp

)
Csa + Ep

sa , (18)

where Ysa ∈ CMpNp×NzNy with the (l − lp + k − kp, na)-
th element Y DD

na,sa [l, k], 1U ∈ CU is the all-one vector, and
Pω ∈ CMpNp×(QI+1)(L+1) with the (l − lp + l̃Mp, q +
l̄)-th element e̄ωql, l̃ = 0, . . . , Np − 1, l̄ = 0, . . . , L.
Xp = [Xp

0 , . . . ,X
p
U−1] contains the pilots of U devices,

where Xp
u ∈ CMpNp×(QI+1)(L+1) with the (l − lp + (k −

kp)Mp, l
′+ q(L+ 1))-th element XDD

u [(l − l′)M , (k − q′)N ],
Csa ∈ CU(QI+1)(L+1)×NzNy with the (u(QI + 1)(L + 1) +
q(L + 1) + l′, na)-th element λucnaq,l′,u,sa , and Ep

sa is the
Gaussian noise with the (l − lp + k − kp, na)-th element
Enasa [l, k]. With the definition Xω , ((1T

U ⊗ Pω) �Xp), we
rewrite (18) as

Ysa = XωCsa + Esa = Zsa + Ep
sa , (19)

where Zsa , XωCsa . Then, the channel estimation turns into
a sparse signal reconstruction problem. Next, the compressed
sensing-based algorithm is designed for channel recovery, and
simultaneously, exploiting the 2D block sparsity of the channel
in the angular domain.

B. Initial Channel Estimation Algorithm

1) Prior distribution: To estimate the channel in (19), we
resort to Bayesian method which needs prior distribution of
the estimated variables. Firstly, we model the channel as K-
components Bernoulli-Gaussian-mixture (BGM) distribution,
which is a general and accurate distribution for the practical
scenarios with a large-scale antenna array [11]. Additionally,
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we assign different BGM distributions for the channel of
different devices, i.e.,

p
(
cu,sai,j | s

u,sa
i,j

)
= δ

(
su,sai,j + 1

)
δ
(
cu,sai,j

)
+ δ

(
su,sai,j − 1

)
×

K∑
k=1

ωu,sak CN
(
cu,sai,j | µ

u,sa
k , φu,sak

)
, (20)

where cu,sai,j is the (u(QI +1)(L+1)+i, j)-th element of Csa ,
i = 0, . . . , (QI + 1)(L+ 1)− 1, j = 0, . . . , NzNy − 1, corre-
sponding to the channel of the u-th device, su,sai,j ∈ {+1,−1}
is the corresponding support, and {ωu,sak , µu,sak , φu,sak } are the
parameters of the BGM distribution. Furthermore, we adopt
the Markov random field (MRF) prior to exploit 2D block
sparsity of the channel, and then its support can be modeled
by the classic Ising model as

p(su,sai ) ∝

NzNy−1∏
j=0

∏
j′∈Dj

Γ
(
su,sai,j , su,sai,j′

) 1
2

×
NzNy−1∏
j=0

Ψ
(
su,sai,j

)
, (21)

where su,sai = [su,sai,0 , . . . , su,sai,NzNy−1] involves the sup-
ports of (u(QI + 1)(L + 1) + i)-th row in Csa , Dj ⊂
{0, . . . , NzNy−1}\j contains the indexes of the neighbors of
index j, Γ(su,sai,j , su,sai,j′ ) = exp(βsu,sai,j su,sai,j′ ), and Ψ(su,sai,j ) =
exp(−γsu,sai,j ). β and γ are the parameters of MRF prior, where
a larger β implies a larger size of each block of nonzeros, and
a larger γ encourages a sparser Csa . Based on (19)-(21), the
posterior distribution related to channel is given by

p(Zsa ,Csa ,Ssa | Ysa) ∝
∏
u

∏
i

p(su,sai )
∏
j

p
(
cu,sai,j | s

u,sa
i,j

)
∏
m

∏
j

p
(
ysam,j | z

sa
m,j

)
δ
(
zm,j − cT

saj
xωm

)
, (22)

where ysam,j and zsam,j are the (m, j)-th element of Ysa and
Zsa , respectively. csaj is the j-th column of Csa and xωm
is a column vector containing the elements of m-th row of
Xω . Unfortunately, the MMSE or MAP estimation of Csa

with respect to (22) is still hard to carry out straightforwardly,
since it involves marginalizing a joint distribution with high
dimensions. In order to obtain a tractable alternative, the
GAMP algorithm is firstly leveraged to eliminate inter-device
interference in (19) and obtain the scalar likelihood for cu,sai,j .
Then the message passing algorithm is combined with GAMP
to get the approximated MMSE estimation of channel.

2) MMSE estimation: We denote f c
u,sa

i,j as the factor cor-
responding to p(cu,sai,j | su,sai,j ); ∆m

n and ∆n
m represent the

message passed from node m to n and the message in the
corresponding opposite direction, respectively. Now we focus
on the message passing related to the MRF prior. Note that the
message ∆

cu,sai,j

fc
u,sa
i,j

is approximated as the Gaussian distribution
by GAMP, given as

∆
cu,sai,j

fc
u,sa
i,j

= CN
(
cu,sai,j | r̂

cu,sa
i,j , τ r

u,sa

i,j

)
, (23)

where the mean r̂c
u,sa

i,j and variance τ c
u,sa

i,j are updated by
GAMP (see lines 9-10 of Algorithm 1). Then, the message
from f c

u,sa

i,j to su,sai,j can be derived as

∆
fc
u,sa
i,j

su,sai,j
∝
∫
cu,sai,j

p
(
cu,sai,j | s

u,sa
i,j

)
∆
cu,sai,j

fc
u,sa
i,j

= ηu,sai,j δ
(
su,sai,j − 1

)
+ (1− ηu,sai,j )δ

(
su,sai,j + 1

)
, (24)

where ηu,sai,j =
ηAu,sa
i,j

CN(0|r̂cu,sai,j ,τr
u,sa
i,j )+ηAu,sa

i,j

, and ηAu,sa
i,j =∑K

k=1 ω
u,sa
k CN (0 | µu,sak − r̂c

u,sa

i,j , φu,sak + τ r
u,sa

i,j ). Subse-

quently, MRF utilizes ∆
fc
u,sa
i,j

su,sai,j
to exploit the 2D block sparsity

of the channel matrix, where the concrete message derivations
are given in Appendix B. With the output message ∆

su,sai,j

fc
u,sa
i,j

from MRF, the refined prior of cu,sai,j is given by

∆
fc
u,sa
i,j

cu,sai,j
∝
∫
su,sai,j

p
(
cu,sai,j | s

u,sa
i,j

)
∆
su,sai,j

fc
u,sa
i,j

= (1− ζu,sai,j )

× δ(cu,sai,j ) + ζu,sai,j

K∑
k=1

ωu,sak CN
(
cu,sai,j | µ

u,sa
k , φu,sak

)
, (25)

where ζu,sai,j is given in (71). Then, combining the refined prior
and the likelihood in (23), the posterior distribution of cu,sai,j

in this initial phase can be recognized as a BGM distribution,
given as

∆I
cu,sai,j

∝∆
fc
u,sa
i,j

cu,sai,j
∆
cu,sai,j

fc
u,sa
i,j

= (1− χu,sai,j )δ(cu,sai,j ) + χu,sai,j

×
K∑
k=1

ω̄u,sai,j,kCN (cu,sai,j | θ
u,sa
i,j,k , ϕ

u,sa
i,j,k), (26)

where

ϕu,sai,j,k =
(

(φu,sak )−1 + (τ r
u,sa

i,j )−1
)−1

, (27)

θu,sai,j,k = ϕu,sai,j,k

(
µu,sak

φu,sak

+
r̂c
u,sa

i,j

τ r
u,sa

i,j

)
, (28)

ω̄u,sai,j,k =
ωu,sak CN

(
0 | µu,sak − r̂cu,sai,j , φu,sak + τ r

u,sa

i,j

)
ηAu,sa
i,j

, (29)

χu,sai,j =
ζu,sai,j ηAu,sa

i,j

(1− ζu,sai,j )CN (0 | r̂cu,sai,j , τ r
u,sa

i,j ) + ζu,sai,j ηAu,sa
i,j

.

(30)

Finally, the variance and mean of cu,sai,j with respect to (26)
can be expressed as

τ Icu,sa
i,j = χu,sai,j

K∑
k=1

ω̄u,sai,j,k(
∣∣∣θu,sai,j,k

∣∣∣2 + ϕu,sai,j,k)−
∣∣∣ĉIu,sai,j

∣∣∣2 ,
ĉI
u,sa

i,j = χu,sai,j

K∑
k=1

ω̄u,sai,j,kθ
u,sa
i,j,k . (31)

Note that the previous derived algorithm needs the full knowl-
edge of the noise variance and the parameters in prior BGM
i.e., θ̄sa , {σ2

sa , ω
u,sa
k , µu,sak , φu,sak ,∀k, u}. We now adopt the

EM algorithm to learn these parameters, which is an iterative
technique that increases a lower bound on the likelihood at
each iteration. Then, the update of θ̄sa in the (tI + 1)-th
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iteration is given as

θ̄tI+1
sa = arg max

θ̄
E[log p

(
Zsa ,Csa ,Ysa | θ̄

)
| Ysa , θ̄

tI
sa ],

(32)

where Zsa and Csa are treated as the hidden variables and the
expectation is with respect to p

(
Zsa ,Csa | Ysa , θ̄

tI
sa

)
. With

the previous approximated posterior distribution, we can derive
the update of the hyperparameters as

(σ2
sa)tI+1 =

1

MpNpNzNy

∑
m,j

∣∣ysam,j − ẑsam,j∣∣2 + τz
sa

m,j , (33)

(µu,sak )tI+1 =

∑
i,j χ

u,sa
i,j ω̄u,sai,j,kθ

u,sa
i,j,k∑

i,j χ
u,sa
i,j ω̄u,sai,j,k

, (34)

(φu,sak )tI+1 =

∑
i,j χ

u,sa
i,j ω̄u,sai,j,k

(∣∣∣θu,sai,j,k − µ
u,sa
k

∣∣∣2 + ϕu,sai,j,k

)
∑
i,j χ

u,sa
i,j ω̄u,sai,j,k

,

(35)

(ωu,sak )tI+1 =

∑
i,j χ

u,sa
i,j ω̄u,sai,j,k∑

i,j χ
u,sa
i,j

. (36)

Building upon the message expressions and EM update
rules, we propose the MRF-BGM-AMP algorithm for initial
channel estimation, and we denote xω

u

m,i as the (m,u(QI +
1)(L+1)+i)-th element of Xω as shown in Algorithm 1. The
lines 3-10 represent the GAMP, lines 11-18 are expressions
derived using message passing rules, and the line 21 is the EM
update. Proper initialization of the hyperparameters is crucial
for EM update which refers to [36], and the damping factor
is leveraged in the GAMP part to help the convergence of the
algorithm [34].

IV. ENHANCEMENT VIA COOPERATIVE SATELLITE
CONSTELLATIONS

In this section, we detail our algorithm for joint device iden-
tification, channel estimation, and symbol detection, enhanced
by cooperative LEO satellite constellations. We explore two
cooperative modes: centralized and distributed modes. Firstly,
we describe the method for identifying active devices, and then
the algorithm for initial symbol detection. Finally, we introduce
the joint refinement process for channel estimation and symbol
detection.
A. Centralized Cooperative Mode

In the centralized mode, all the computation is performed
centrally at the gateway or one specific satellite with high
computation power, which requires each edge satellite to feed
back their own received signal to the central server for further
processing.

1) Device identification: To identify active devices, the Al-
gorithm 1 is firstly adopted to get the initial channel estimation
ĉI
u,sa

i,j . Then, by aggregating the estimated channel energy at
the central node, the activity indicator of the u-th device is
given by

λ̂u = I

 1

Sa

∑
sa,i,j

∣∣∣ĉIu,sai,j

∣∣∣2 > ηλ

 , (37)

Algorithm 1 MRF-BGM-AMP
Input: Recieved signals Ysa , sensing matrix Xω ; the maximum number of

iterations TI and Tmrf, and the termination threshold ηI.
Output: The estimated BEM coefficient ĉI

u,sa

i,j , variance τ Ic
u,sa

i,j and hyper-
parameters θ̄sa .

1: Initialization: choose θ̄sa ; ∀i, j, u, sa: choose ĉI
u,sa

i,j , τ Ic
u,sa

i,j ,
ξLu,sa
i,j = ξRu,sa

i,j = ξTu,sa
i,j = ξBu,sa

i,j = 0.5; ∀m, j, sa: ŝz
sa

m,j = 0;
2: for tI = 1 to TI do
3: ∀m, j, sa: τp

sa

m,j =
∑
u,i

∣∣∣xωum,i∣∣∣2 τ Icu,sai,j ;

4: ∀m, j, sa: p̂sam,j =
∑
u,i x

ωu

m,iĉ
Iu,sa
i,j − τp

sa

m,j ŝ
zsa
m,j ;

5: ∀m, j, sa: τz
sa

m,j = τp
sa

m,j σ
2
sa
/
(
τp
sa

m,j + σ2
sa

)
;

6: ∀m, j, sa: ẑsam,j =
(
τp
sa

m,j y
sa
m,j + σ2

sa
p̂sam,j

)
/
(
τp
sa

m,j + σ2
sa

)
;

7: ∀m, j, sa: τs
sa

m,j = (τp
sa

m,j − τ
zsa
m,j )/(τp

sa

m,j )2;

8: ∀m, j, sa: ŝz
sa

m,j = (ẑsam,j − p̂
sa
m,j)/τ

psa

m,j ;

9: ∀i, j, u, sa: τr
u,sa

i,j = (
∑
m

∣∣∣xωum,i∣∣∣2 τssam,j )−1;

10: ∀i, j, u, sa: rc
u,sa

i,j = ĉI
u,sa

i,j + τr
u,sa

i,j

∑
m xω

u∗

m,i ŝ
zsa
m,j ;

11: ∀i, j, u, sa: Update ηu,sai,j via (24);
12: \\ MRF Module
13: for tmrf = 1 to Tmrf do
14: ∀i, j, u, sa: Update ξLu,sa

i,j , ξRu,sa
i,j , ξTu,sa

i,j , ξBu,sa
i,j via (69);

15: end for
16: ∀i, j, u, sa: Update ζu,sai,j and χu,sai,j via (70) and (30);
17: ∀i, j, k, u, sa: Update ϕu,sai,j,k , θu,sai,j,k , and ω̄u,sai,j,k via (27)-(29);
18: ∀i, j, u, sa: Update ĉI

u,sa

i,j (tI + 1) and τ Ic
u,sa

i,j (tI + 1) via (31);

19: if
∥∥∥Ĉsa (tI + 1)− Ĉsa

∥∥∥2
F
≤ ηI

∥∥∥Ĉsa

∥∥∥2
F

: break; end if
20: \\ EM Update
21: ∀sa: Update θ̄sa via (33)-(36);
22: end for

where I{·} is the indicator function, ηλ is an empirical
predefined threshold, and we set ηλ = 10−2 in the simula-
tions. Then, the set of estimated active devices is given by
Ûa = {u | λ̂u = 1, u = 0, . . . , U − 1}.

2) Initial symbol detection: According to (7)-(11), the re-
ceived signal at the na-th antenna of the sa-th satellite can be
written as

yDD
na,sa =

∑
u∈Ua

H̄na
u,saxu + enasa , (38)

where H̄na
u,sa = (FN ⊗ IM ) Hna

u,sa

(
FH
N ⊗ IM

)
, Hna

u,sa ∈
CMN×MN with the (n,m)-th element hnau,sa [n + Mcp, (n −
m)MN ], and xu = vec(XDD

u ). At the central node, the
received signals of all the satellites are collected in yDD =
[yDDT

0,0 , . . . ,yDDT

na,sa , . . . ,y
DDT

NzNy−1,Sa−1]T, and then we have the
following relationship

yDD = H̄x + e, (39)

where H̄ = [H̄T
0,0, . . . , H̄

T
na,sa , . . . , H̄

T
NzNy−1,Sa−1]T,

H̄na,sa = [H̄na
0,sa

, . . . , H̄na
u,sa , . . . , H̄

na
U−1,sa

] for u ∈ Ua,
x = [xT

0 , . . . ,x
T
u . . . ,x

T
U−1]T for u ∈ Ua, and

e = [e0T

0 , . . . , e
NzNy−1T

Sa−1 ]T. Note that Ua can be estimated
by Ûa, and the channel coefficient ĥnau,sa [n, l′] can be
reconstructed by ĉI

u,sa

i,j according to (6). Then, the GAMP
algorithm with uniform prior [34] is utilized for symbol
detection. x̂I

u including both pilots and estimated data
symbols and the corresponding variance τxI

u of active devices
can be obtained.

3) Jointly refine channel estimation and symbol detection:
We adopt a higher resolution R = 2 with the larger order of
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BEM QR ≥ 2 d2Nν̄maxe to improve the modeling accuracy
for TSLs. Here, the received signals in the time-angle domain
are utilized to jointly refine channel estimation and symbol
detection for active devices, where the only difference from
(14) is that there is no demodulation matrix FN ⊗ IM , i.e.,

y′na,sa =
∑
u∈Ua

QR∑
q=0

diag (bq) FH
MN diag

(
F1:L+1c

na
q,u,sa

)
FMN

×
(
FH
N ⊗ IM

)
xu + e′na,sa , (40)

where e′na,sa represents the noise in the time-angle domain.
To facilitate the algorithm design, we introduce the aux-
iliary variables xF

u = Fbxu, cF
q,u,na,sa = F1:L+1c

na
q,u,sa ,

dP
q,u,na,sa = diag

(
cF
q,u,na,sa

)
xF
u, dW

q,na,sa =
∑
u dP

q,u,na,sa ,
dF
q,na,sa = FH

MNdW
q,na,sa , dB

q,na,sa = diag (bq) dF
q,na,sa , and

gna,sa =
∑
q dB

q,na,sa , where Fb , FMN

(
FH
N ⊗ IM

)
. Then,

the posterior distribution of the variables is given by

p
(
x, c,xF, cF,dP,dW,dF,dB,g | y

)
∝∏

sa,na

{p(y′na,sa | gna,sa)p(gna,sa | dB
0,na,sa , · · · ,d

B
Q,na,sa)∏

q

[p(dB
q,na,sa | d

F
q,na,sa)p(dF

q,na,sa | d
W
q,na,sa)

p(dW
q,na,sa | d

P
q,0,na,sa , · · · ,d

P
q,U−1,na,sa)∏

u

p(dP
q,u,na,sa | c

F
q,u,na,sa ,x

F
u)p(cF

q,u,na,sa | c
na
q,u,sa)

p(cnaq,u,sa)]}
∏
u

p(xF
u | xu)p(xu), (41)

where x = {xu | ∀u}, c = {cnaq,u,sa | ∀q, u, na, sa},
xF = {xF

u | ∀u}, cF = {cF
q,u,na,sa | ∀q, u, na, sa}, dP =

{dP
q,u,na,sa | ∀q, u, na, sa}, dW = {dW

q,na,sa | ∀q, na, sa},
dF = {dF

q,na,sa | ∀q, na, sa}, dB = {dB
q,na,sa | ∀q, na, sa},

g = {gna,sa | ∀na, sa}, and y = {y′na,sa | ∀na, sa}.
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Fig. 3. Factor graph representation for refinement scheme.

The factor graph representation of (41) is shown in Fig.
3, and the corresponding factors are summarized in Table I.
For sake of low computations, we assign the non-informative
prior for cnaq,u,sa and xu, i.e., p(cnaq,u,sa) = CN (cnaq,u,sa |
0L+1,∞IL+1) and p(xu) = CN (xu | 0MN ,∞IMN ), which
is enough for achieving superior performance as shown in the
simulations. Since exact BP rule is difficult to implement in
Fig. 3, we resort to EP which extends BP by enforcing an

exponential family constraint on the messages. Based on the
EP and central limit theorem (CLT), we aims to approximate
the posterior distribution p(xu | y) and p(cnaq,u,sa | y),
leading to the MAP estimations x̂u and ĉnaq,u,sa . As shown
in Fig. 3, we divide the whole receiver structure into three
modules: interference cancellation (IC) module addresses the
linear signal models to mitigate both inter-user and inter-
component interference within the BEM model, subsequently
providing likelihoods for cF

q,u,na,sa and xF
u; The channel

estimation refinement (CER) and symbol detection refinement
(SDR) modules further enhance channel estimation and symbol
detection, respectively, utilizing soft information from the
IC module. For EP, the projection of one density onto the
Gaussian family is a key concept, denoted as

Proj[p′(x)] , arg min
p∈G

KL[p′(x)‖p(x)]

= CN (x | µ, σ2), (42)

where KL[·] represents the KL-divergence, G is the family
of Gaussian densities, µ =

∫
xp′(x)dx, and σ2 =

∫
|x −

µ|2p′(x)dx.
In Appendix C, we derive the messages in the IC module.

It provides the likelihoods for CER module and SDR module,
respectively, which are given as

∆
fP
q,u,na,sa

cF
q,u,na,sa

= CN (cF
q,u,na,sa |

−→c F
q,u,na,sa ,diag(−→τ cF

q,u,na,sa))

(43)

∆
fP
q,u,na,sa

xF
u

= CN (xF
u |
←−x F
q,u,na,sa ,diag(←−τ xF

q,u,na,sa)). (44)

With the likelihood in (43) and ∆
cnaq,u,sa

f
cF
q,u,na,sa

= CN (cnaq,u,sa |
←−c na
q,u,sa ,

←−τ cnaq,u,saIL+1) passing to CER module, the posterior
distribution of cnaq,u,sa can be obtained as

∆cnaq,u,sa
∝ Proj

[
∆

cnaq,u,sa

f
cF
q,u,na,sa

∫
cF
q,u,na,sa

f
cF
q,u,na,sa∆

fP
q,u,na,sa

cF
q,u,na,sa

]
∝ CN (cnaq,u,sa | ĉ

na
q,u,sa , τ

cna
q,u,saIL+1), (45)

where

←−τ cnaq,u,sa =
1

L+ 1
Tr[Σ

cna
q,u,sa ], (46)

Σ
cna
q,u,sa =

(FH
1:L+1 diag−1(−→τ cF

q,u,na,sa)F1:L+1 + (←−τ cnaq,u,sa)−1IL+1)−1,
(47)

ĉnaq,u,sa = Σ
cna
q,u,sa(FH

1:L+1 diag−1(−→τ cF
q,u,na,sa)−→c F

q,u,na,sa

+←−c na
q,u,sa/

←−τ cnaq,u,sa). (48)

Note that (48) can be recognized as the LMMSE es-
timate of a random vector cnaq,u,sa under likelihood
CN (−→c F

q,u,na,sa | F1:L+1c
na
q,u,sa ,diag(−→τ cF

q,u,na,sa)) and prior
cnaq,u,sa ∼ CN (cnaq,u,sa |

←−c na
q,u,sa ,

←−τ cnaq,u,saIL+1). Then, the

message ∆
f
cF
q,u,na,sa

cnaq,u,sa
is computed as

∆
f
cF
q,u,na,sa

cnaq,u,sa
∝

∆cnaq,u,sa

∆
cnaq,u,sa

f
cF
q,u,na,sa

∝ CN (cnaq,u,sa |
−→c na
q,u,sa ,

−→τ c
na

q,u,saIL+1), (49)
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Table I: Notations of Factor Nodes

Factor Distribution Function
fy
na,sa

p(y′na,sa | gna,sa ) CN (y′na,sa | gna,sa , σ
2
sa

IMN )

fg
na,sa

p(gna,sa | d
B
0,na,sa

, · · · ,dB
Q,na,sa

) δ(gna,sa −
∑
q dB

q,na,sa
)

fB
q,na,sa

p(dB
q,na,sa

| dF
q,na,sa

) δ(dB
q,na,sa

− diag (bq) dF
q,na,sa

)

f
dF
q,na,sa p(dF

q,na,sa
| dW

q,na,sa
) δ(dF

q,na,sa
− FH

MNdW
q,na,sa

)

fW
q,na,sa

p(dW
q,na,sa

| dP
q,0,na,sa

, · · · ,dP
q,U−1,na,sa

) δ(dW
q,na,sa

−
∑
u dP

q,u,na,sa
)

fP
q,u,na,sa

p(dP
q,u,na,sa

| cF
q,u,na,sa

,xF
u) δ(dP

q,u,na,sa
− diag

(
cF
q,u,na,sa

)
xF
u)

f
cF
q,u,na,sa p(cF

q,u,na,sa
| cnaq,u,sa ) δ(cF

q,u,na,sa
− F1:L+1cnaq,u,sa )

f
xF
u p(xF

u | xu) δ(xF
u − Fbxu)

where −→τ cnaq,u,sa = ((τ
cna
q,u,sa)−1 − (←−τ cnaq,u,sa)−1)−1 and

−→c na
q,u,sa = −→τ cnaq,u,sa

(
ĉnaq,u,sa/τ

cna
q,u,sa −←−c

na
q,u,sa/

←−τ cnaq,u,sa

)
.

Since non-informative prior is adopted, we update

∆
cnaq,u,sa

f
cF
q,u,na,sa

as ∆
cnaq,u,sa

f
cF
q,u,na,sa

= ∆
f
cF
q,u,na,sa

cnaq,u,sa
. Then, the

message ∆
f
cF
q,u,na,sa

cF
q,u,na,sa

is obtained as ∆
f
cF
q,u,na,sa

cF
q,u,na,sa

=

CN (cF
q,u,na,sa | ←−c F

q,u,na,sa ,
←−τ cF
q,u,na,saIMN ) where

←−c F
q,u,na,sa = F1:L+1

←−c na
q,u,sa and ←−τ cF

q,u,na,sa = ←−τ cnaq,u,sa .
Now, we can update the posterior distribution of cF

q,u,na,sa as

∆F
cq,u,na,sa

∝ ∆
fP
q,u,na,sa

cF
q,u,na,sa

∆
f
cF
q,u,na,sa

cF
q,u,na,sa

∝ CN (cF
q,u,na,sa | ĉ

F
q,u,na,sa ,diag(τ

cF
q,u,na,sa)), (50)

where

τ
cF
q,u,na,sa = 1� ((←−τ cF

q,u,na,sa)−11MN + 1�−→τ cF
q,u,na,sa),

(51)

ĉF
q,u,na,sa = τ

cF
q,u,na,sa � (←−c F

q,u,na,sa/
←−τ cF
q,u,na,sa

+−→c F
q,u,na,sa �

−→τ cF
q,u,na,sa). (52)

In the SDR module, by combining the messages from
fP
q,u,na,sa to xF

u, we get the effective likelihood of xF
u as

∆
xF
u

f
xF
u

∝
∏

q,na,sa

∆
fP
q,u,na,sa

xF
u

= CN (xF
u |
←−̄
x

F
u,diag(

←−̄
τ
xF
u )), (53)

where←−̄τ
xF
u = 1�

∑
q,na,sa

(1�←−τ xF
q,u,na,sa) and←−̄x

F
u =
←−̄
τ
xF
u �∑

q,na,sa
(←−x F

q,u,na,sa �
←−τ xF
q,u,na,sa). Similar to (48), with the

message ∆xu

f
xF
u

= CN (xu | −→x u,diag(−→τ x
u)) as prior and (53)

as likelihood, the LMMSE estimate of xu is given by

x̂u = Σxu(FH
b diag−1(

←−̄
τ
xF
u )
←−̄
x

F
u + diag−1(−→τ x

u)−→x u), (54)

where

Σxu = (FH
b diag−1(

←−̄
τ
xF
u )Fb + diag−1(−→τ x

u))−1. (55)

The posterior distribution of xu can also be written as ∆xu =
CN (xu | x̂u,diag(τxu )), where τxu = diag(Σxu). Then, we
can get

∆f
xF
u

xu ∝
∆xu

∆xu

f
xF
u

∝ CN (xu | ←−x u,diag(←−τ x
u)), (56)

where ←−τ x
u = 1 � (1 � τxu − 1 � −→τ x

u) and ←−x u = ←−τ x
u �

(x̂u � τxu −
−→x u � −→τ

x
u). With the update of ∆xu

f
xF
u

= ∆f
xF
u

xu ,

we can compute ∆f
xF
u

xF
u

= CN (xF
u |
−→̄
x

F
u,diag(

−→̄
τ
xF
u )), where

−→̄
x

F
u = Fb

−→x u and −→̄τ
xF
u = diag(Fb diag(−→τ x

u)FH
b ). Now, the

posterior distribution of xF
u can be updated as

∆F
xu ∝ ∆f

xF
u

xF
u

∆
xF
u

f
xF
u

∝ CN (xF
u | x̂F

u,diag(τ
xF
u )), (57)

where τ
xF
u = 1 � (1 � −→̄τ

xF
u + 1 � ←−̄τ

xF
u ) and x̂F

u = τ
xF
u �

(
−→̄
x

F
u �
−→̄
τ
xF
u +

←−̄
x

F
u �
←−̄
τ
xF
u ). Finally, the message ∆

xF
u

fP
q,u,na,sa

can be updated by

∆
xF
u

fP
q,u,na,sa

∝
∆F

xu

∆
fP
q,u,na,sa

xF
u

∝ CN (xF
u |
−→x F
q,u,na,sa ,diag(−→τ xF

q,u,na,sa)), (58)

where −→τ xF
q,u,na,sa = 1 � (1 � τ

xF
u − 1 � ←−τ xF

q,u,na,sa) and
−→x F
q,u,na,sa = −→τ xF

q,u,na,sa � (x̂F
u � τ

xF
u − ←−x F

q,u,na,sa �←−τ xF
q,u,na,sa).
Based on the above described procedures, we outline the

main steps of the proposed centralized AEP in Algorithm 2.
Note that the computation of x̂u and τxu involves costly ma-
trix inversion, which may impose significantly computational
burden on the central node. To mitigate this challenge, we
employ the covariance-free method (CFM) [19]. It transforms
the matrix inversions into solving the linear equations, which
can be computed in parallel using efficient algorithms only
relying on matrix multiplication, such as the conjugate gradient
method utilized in CFM. In addition, we recommend damping
the messages that follow the interference cancellation step to

prevent the algorithm from diverging. Let message ∆
fg′
na,sa

dB
q,na,sa

be computed by (73), and then the new message can be updated
as

(∆
fg
na,sa

dB
q,na,sa

)new ∝ (∆
fg′
na,sa

dB
q,na,sa

)ηε((∆
fg
na,sa

dB
q,na,sa

)old)1−ηε , (59)

where ηε is the damping factor and we set ηε = 0.5 in the

simulations. The message ∆
fW
q,na,sa

dP
q,u,na,sa

can be damped similarly.
Besides, the MRF-BGM-AMP and GAMP detector can also be
adopted in the end of the centralized AEP for further improving
performance.

Next, we describe the complexity of the proposed algorithm
which consists of initial phase and refinement phase. In the
initial phase, the MRF-BGM-AMP and GAMP detector is
adopted, resulting in the complexity of O(SaUMpNp(QI +
1)(L + 1)NzNy + SaNzNy |Ua| (MN)2). Note that due to
the BEM modeling, the matrix-vector products involved in the
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refinement phase can be implemented by fast Fourier trans-
form. Consequently, the complexity is primarily governed by
the calculations of ĉnaq,u,sa , τ cnaq,u,sa , x̂u, and τxu . Computations
for ĉnaq,u,sa and τ cnaq,u,sa involve matrix inversion, resulting in the
complexity of O(SaNzNy |Ua| (Q+1)(L+1)3). Typically, the
number of channel taps L+1 is sufficiently small, e.g., L = 2
in NTN-TDL-D [28], and hence we can perform the matrix
inversion directly. For computing x̂u, and τxu , we adopt the
CFM which only needs the matrix multiplication, and then
can also be implemented by FFT. As a result, it induces the
complexity of O(|Ua| (Kp + 1)MN log(MN)), where Kp is
the number of probe vectors used in CFM.

Algorithm 2 Centralized AEP
Input: Recieved symbols y′na,sa ; the maximum number of iterations Tout,

Tc, Tx; the termination threshold ηc, ηx.
Output: The refined time-varying channel ĥnau,sa [n, l′] and data symbols x̂u.
1: Get initial CE ĉ

rna
q,u,sa ,τcrna

q,u,sa , and σ2
sa

by Algorithm 1;
2: Perform device identification via (37);
3: Get initial data symbols and variance x̂I

u and τ
xI
u by solving (39);

4: Initialization: ∀q, u, na, sa: ←−c naq,u,sa = ĉ
rna
q,u,sa , ←−τ cnaq,u,sa = τ

crna
q,u,sa ,

←−c F
q,u,na,sa = F1:L+1

←−c naq,u,sa , ←−τ cF
q,u,na,sa =←−τ cnaq,u,sa , −→x u = x̂I

u,
−→τ x
u = τ

xI
u , ←−̄x F

u = 0, ←−̄τ xF
u = ∞, −→̄x F

u = Fb
−→x u, −→̄τ xF

u =
diag(Fb diag(−→τ x

u)FH
b );

5: for tout = 1 to Tout do
6: ∀q, u, na, sa: Compute ∆F

xu and ∆
xF
u

fP
q,u,na,sa

via (57) and (58);

7: \\ Refine channel
8: for tc = 1 to Tc do

9: ∀q, u, na, sa: Compute ∆
fP
q,u,na,sa

cF
q,u,na,sa

via (72)-(74) and (76);

10: ∀q, u, na, sa: Compute ĉnaq,u,sa (tc + 1) and τcnaq,u,sa via (48) and
(46);

11: ∀q, u, na, sa: Update ∆
cnaq,u,sa

f
cF
q,u,na,sa

via (49);

12: ∀q, u, na, sa: Update ←−c F
q,u,na,sa

= F1:L+1
←−c naq,u,sa and

←−τ cF
q,u,na,sa

=←−τ cnaq,u,sa ;

13: if
∑
q,u,na,sa

∥∥∥ĉnaq,u,sa (tc+1)−ĉnaq,u,sa (tc)
∥∥∥2∑

q,u,na,sa
‖ĉnaq,u,sa (tc)‖2

≤ ηc: break; end if

14: end for
15: ∀q, u, na, sa: Compute ∆F

cq,u,na,sa
via (50);

16: \\ Refine data symbols
17: for tx = 1 to Tx do

18: ∀q, u, na, sa: Compute ∆
fP
q,u,na,sa

xF
u

via (72)-(74) and (75);

19: ∀u: Compute ∆
xF
u

f
xF
u

via (53);

20: ∀u: Compute x̂u(tx + 1) and τxu via (54) and (55);
21: ∀u: Update ∆xu

f
xF
u

via (56);

22: ∀u: Update −→̄x F
u = Fb

−→x u and −→̄τ xF
u = diag(Fb diag(−→τ x

u)FH
b );

23: if
∑
u‖x̂u(tx+1)−x̂u(tx)‖2∑

u‖x̂u(tx)‖2
≤ ηx: break end if

24: end for
25: end for
26: ∀n, l′, u, na, sa: Reconstruct ĥnau,sa [n, l′] via (6);
27: ∀u: Perform hard decision on x̂u;

B. Distributed Cooperative Mode

Since the centralized mode imposes the huge computational
burden on the central server, we next investigate the distributed
method which allows for offloading the computations to edge
satellites.

1) Device identification: In the distributed mode, the Al-
gorithm 1 is firstly performed at each satellite indepen-
dently to get the initial channel estimation ĉI

u,sa

i,j . To identify
active devices, each satellite computes the channel energy

∑
i,j

∣∣ĉIu,sai,j

∣∣2, and broadcast it within the constellations. Then,
the activity indicator of u-th device can be given by (37).

2) Initial symbol detection: Here, each satellite detect data
symbols independently in the initial phase, and then we have
the following relationship.

yDD
sa = H̄sax + esa , (60)

where H̄sa = [H̄T
0,sa , . . . , H̄

T
NzNy−1,sa

]T. The difference from
(39) is that the channel matrix H̄sa only involves the channels
related to the sa-th satellite. Then, the GAMP with uniform
prior can be employed to get the initial guess of data symbols
x̂I
u,sa for active devices and the corresponding variance τxI

u,sa .

3) Jointly refine channel estimation and symbol detection:
To exploit diversity provided by the satellite constellations,
we propose to share the soft information about data sym-
bols among the Sa satellites during the iteration process
of the refinement algorithm. Hence, except for the previous
defined auxiliary variables, we introduce xu,sa = xu and
the corresponding factors fx

u,sa,s′a
= δ(xu,sa − xu,s′a), s′a =

{0, . . . , Sa − 1}\sa. Note that the previous derivations of IC
module and CER module for centralized mode can also be
applied here. However, there are two significant differences
in the SDR module: the one is that the likelihoods from Sa
satellites can not be combined directly via (53), since the
refinement algorithm is implemented independently at each
satellite; the other is that the message from xu,sa to f

xF
u,sa

should combine the soft information shared by other satellites.
Firstly, by considering the likelihoods at the sa-th satellite,

we revise the message in (53) as

∆
xF
u,sa

f
xF
u,sa

∝
∏
q,na

∆
fP
q,u,na,sa

xF
u,sa

∝ CN (xF
u,sa |

←−̄
x

F
u,sa ,diag(

←−̄
τ
xF
u,sa)), (61)

where ←−̄τ
xF
u,sa = 1 �

∑
q,na

(1 � ←−τ xF
q,u,na,sa) and ←−̄x

F
u,sa =

←−̄
τ
xF
u,sa �

∑
q,na

(←−x F
q,u,na,sa �

←−τ xF
q,u,na,sa). Besides, with the

message shared by other satellites ∆
fx
u,sa,s′a

xu,sa = CN (xu,sa |−→̄
x u,sa,s′a

,diag(
−→̄
τ
x

u,sa,s′a
)), the message from xu,sa to f

xF
u,sa

can be updated as

∆
xu,sa

f
xF
u,sa

∝ ∆
f
xF
u,sa

xu,sa

∏
s′a

∆
fx
u,sa,s′a

xu,sa

∝ CN (xu,sa |
−→x u,sa ,diag(−→τ x

u,sa)), (62)

where −→τ x
u,sa = 1 � (1 � ←−τ x

u,sa +
∑
s′a

(1 � −→̄τ
x

u,sa,s′a
))

and −→x u,sa = −→τ x
u,sa � (←−x u,sa �

←−τ x
u,sa +

∑
s′a

(
−→̄
x u,sa,s′a

�
−→̄
τ
x

u,sa,s′a
)). Then, the message transmitted to other satellites

can be obtained as

∆
xu,sa
fx
u,sa,s′a

∝
∆

xu,sa

f
xF
u,sa

∆
fx
u,sa,s′a

xu,sa

∝ CN (xu,sa |
←−̄
x u,sa,s′a

,diag(
←−̄
τ
x

u,sa,s′a
)), (63)

where ←−̄τ
x

u,sa,s′a
= 1 � (1 � −→τ x

u,sa − 1 � −→̄τ
x

u,sa,s′a
) and

←−̄
x u,sa,s′a

=
←−̄
τ
x

u,sa,s′a
� (−→x u,sa �

−→τ x
u,sa −

−→̄
x u,sa,s′a

�
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−→̄
τ
x

u,sa,s′a
). Finally, we can update ∆

fx
u,sa,s′a

xu,sa as

∆
fx
u,sa,s′a

xu,sa ∝
∫

xu,s′a

fx
u,sa,s′a

∆
xu,s′a
fx
u,sa,s′a

, (64)

where −→̄x u,sa,s′a
=
←−̄
x u,s′a,sa

and −→̄τ
x

u,sa,s′a
=
←−̄
τ
x

u,s′a,sa
. Other

derivations of SDR module in centralized mode can be reused
by adding the index sa, which represents the computations are
implemented at the sa-th satellite.

The proposed distributed AEP algorithm is summarized
in Algorithm 3. In Line 5, Tex represents the number of
iterations during which the soft information of data symbols
is exchanged. Line 6 indicates that the subsequent compu-
tations are individually performed at each satellite, which
is executed in parallel for practical deployment. Lines 21
and 24 handle the exchange of soft information about data
symbols within the satellite constellations. Totally, the soft
information about data symbols is exchanged Tex + 1 times
in Algorithm 3. Furthermore, the damping and CFM method
can also be adopted here. The complexity analysis for the
distributed AEP is similar to that of the centralized AEP,
except that the dominant computations are offloaded to edge
satellites. Therefore, for a single satellite, the complexities of
the initial phase and the refinement phase are in the order of
O(UMpNp(QI + 1)(L+ 1)NzNy +NzNy |Ua| (MN)2) and
O(NzNy |Ua| (Q+1)(L+1)3 + |Ua| (Kp+1)MN log(MN)),
respectively.

Algorithm 3 Distributed AEP
Input: Recieved symbols y′na,sa ; the maximum number of iterations Tex,

Tout, Tc, Tx; the termination threshold ηc, ηx.
Output: The refined time-varying channel ĥnau,sa [n, l′] and data symbols x̂u.
1: Get initial CE ĉ

rna
q,u,sa ,τcrna

q,u,sa , and σ2
sa by Algorithm 1;

2: Perform device identification via (37);
3: Get initial data symbols and variance x̂I

u,sa
and τ

xI
u,sa by solving (60);

4: Initialization: Similar with line 4 in Algorithm 2 except for ∀u, sa, s′a:−→̄
x u,sa,s′a

= 0, −→̄τ x
u,sa,s′a

= ∞;
5: for tex = 1 to Tex do
6: for sa = 0 to Sa − 1 do
7: for tout = 1 to Tout do

8: ∀q, u, na: Compute ∆F
xu,sa

and ∆
xF
u,sa

fP
q,u,na,sa

via (57) and (58);

9: Refine channel using lines 8-15 of Algorithm 2 with fixed sa;
10: \\ Refine data symbols
11: for tx = 1 to Tx do

12: ∀q, u, na: Compute ∆
fP
q,u,na,sa

xF
u,sa

via (72)-(74) and (75);

13: ∀u: Compute ∆
xF
u,sa

f
xF
u,sa

via (61);

14: ∀u: Compute x̂u,sa (tx + 1) and τxu,sa via (54) and (55);
15: ∀u: Update ∆

xu,sa

f
xF
u,sa

via (62);

16: ∀u: Update −→̄x F
u,sa = Fb

−→x u,sa and −→̄τ xF
u,sa =

diag(Fb diag(−→τ x
u,sa

)FH
b );

17: if
∑
u‖x̂u,sa (tx+1)−x̂u,sa (tx)‖2∑

u‖x̂u,sa (tx)‖2
≤ ηx: break; end if

18: end for
19: end for
20: end for
21: ∀u, sa, s′a: Compute ∆

xu,sa
fx
u,sa,s′a

and ∆
fx
u,sa,s′a

xu,sa
via (63) and (64);

22: end for
23: ∀t, l′, u, na, sa: Reconstruct ĥnau,sa [n, l′] via (6);
24: ∀u: x̂u = 1� (

∑
sa

1� τxu,sa )� (
∑
sa

x̂u,sa � τxu,sa );
25: ∀u: Perform hard decision on x̂u;

Table II: Simulation Parameters

Parameter Values
Channel Model NTN-CDL-A

Carrier frequency 2 GHz
Modulation Scheme QPSK

Orbit altitude 600 km
Spot beam radius 200 km
Satellite velocity 7.5622 km/s
Device velocity 0 ∼ 500 km/h

Subcarrier spacing ∆f 240 kHz
Frame size (M,N) (32, 15)

Number of antennas Nz ×Ny 8× 8

V. NUMERICAL RESULTS

This section presents simulation results to validate the
effectiveness of the proposed algorithms, with the NTN-CDL-
A channel model [28] recommended by 3GPP for the exper-
iments. We consider a typical random access scenario in the
non-terrestrial networks [37], where U = 50 potential devices
are randomly distributed within the coverage area of the satel-
lites. This area is defined as a circle with the 200 km radius.
The satellites themselves are positioned evenly along the cir-
cumference of a larger circle with the 400 km radius, at the alti-
tude of 600 km. The main parameters are summarized in Table
II. The activity error rate (AER), the normalized mean squared
error (NMSE), and the symbol error rate (SER) are adopted
as the performance metrics, defined as AER = 1

U

∑
u I{λ̂u 6=

λu}, NMSE =
∑
n,l′,na,u,sa |hnau,sa [n,l′]−ĥnau,sa [n,l′]|2∑

n,l′,na,u,sa |h
na
u,sa [n,l′]|2 , and SER =∑

u

∑
m∈Sd

I{xu[m]6=x̂u[m]}
U |Sd| , where Sd contains the indexes of

the data symbols, assuming the inactive devices transmit
zeroes. Then, a symbol is detected correctly only when
both the device activity and the symbol itself are judged
correctly. In addition, the signal-to-noise ratio is defined as
SNR = 10 log10

‖Zsa‖
2
F

MpNpNzNyσ2
sa

. Two benchmarks are adopted
for performance comparison. The first, ConvSBL-GAMP +
MMSE, employs the ConvSBL-GAMP [19] for joint device
identification and channel estimation, followed by symbol
detection using the MMSE equalizer [38]. The second, Oracle-
LS, leverages perfect CSI to detect data symbols based on the
least squares principle [39]. These benchmarks are evaluated
for two modes: (i) centralized cooperative mode where the
central server processes all received signals, leveraging the
collective information for enhanced performance. (ii) non-
cooperative mode where satellites perform the task indepen-
dently and without signal sharing.

Fig. 4 depicts the NMSE, SER, and AER as the functions
of SNR achieved by various algorithms, given the number of
satellites Sa = 2, device activity pλ = 0.1, and pilot overhead
ρ = 0.4. The BEM orders are set to QI = 4 and QR = 8
unless otherwise specified. Additionally, we include results for
non-cooperative MRF-BGM-AMP+GAMP, which is the initial
phase of the distributed AEP. It is observed that the coopera-
tive schemes achieve superior performance compared to their
non-cooperative counterparts, with the proposed cooperative
algorithms significantly outperforming the benchmarks. For
instance, in Fig. 4(a), when the SNR is 4 dB, the proposed
centralized AEP outperforms ConvSBL-GAMP by around 6
dB in terms of NMSE. Similarly, Fig. 4(b) indicates that at the
SER of 0.01, both centralized and distributed AEP outperform
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(c) Performance of device identification.

Fig. 4. Performance comparison among different schemes given different SNR values, where Sa = 2, pλ = 0.1, and ρ = 0.4.

the cooperative ConvSBL-GAMP+MMSE and Oracle-LS by
approximately 6 dB and 9 dB in terms of SNR, respectively.
This is due to the benefit of joint channel estimation and
symbol detection design. Fig. 4(c) shows that at the AER of
0.001, both the centralized and distributed AEP outperform the
cooperative ConvSBL-GAMP+MMSE by about 4 dB.

Fig. 4(a) and Fig. 4(b) also illustrate that increasing the
iterations of soft information exchange of data symbols in
distributed AEP leads to reduced NMSE and SER, and only
two exchanges (Tex = 1) are needed for achieving perfor-
mance comparable to the centralized AEP; it is indicated that
distributed AEP can efficiently offload the computational bur-
den while requiring small signaling overhead. Moreover, the
distributed AEP achieves a marginal gain over the centralized
AEP when Tex = 2, which results from the different ways
they exploit the spatial diversity. In the distributed AEP, the
soft information related to data symbols are produced by the
LMMSE denoiser and then aggregated from different satellites,
which is possible to obtain a more precise likelihoods for data
symbols. We adopt Tex = 2 for subsequent distributed AEP.

Fig. 5 illustrates how the accuracy of BEM modeling influ-
ences the performance of the proposed algorithms by showing
NMSE and SER as functions of the BEM order QR. The
observations reveal that performance enhancements are evident
when QR ≤ 8, as higher QR values lead to reduced BEM
modeling errors. However, for QR > 8, performance gains
plateau due to inter-user and inter-component interference,
which limits further NMSE and SER improvements despite
ongoing reductions in BEM modeling error. Notably, BEM
with QR = 2 d2Nν̄maxe = 8 suffices for precisely modeling
TSL, achieving an NMSE of approximately -60 dB.

In Fig. 6, we evaluate the performance of different schemes
with varying pilot overhead, given the number of satellites
Sa = 2, device activity pλ = 0.1, and SNR = 5 dB. Fig. 6(b)
reveals that at a pilot overhead of 0.2, Oracle-LS outperforms
other methods in SER, benefiting from perfect channel knowl-
edge for symbol detection. In contrast, other methods struggle
with accurate channel estimation at such low pilot overhead, as
shown in Fig. 6(a). However, when pilot overhead exceeds 0.3,
our proposed cooperative algorithms demonstrate remarkable
improvements over baselines. This enhancement results from
more accurate initial channel estimation, facilitating the initial
symbol detection and refinement phase of our algorithms. For
instance, to achieve an SER of 0.01, both the centralized
and distributed AEP require 0.15 less pilot overhead than the
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(b) Performance of symbol detection.

Fig. 5. The impact of BEM modeling accuracy, where SNR = 5 dB,
Sa = 2, pλ = 0.1, and ρ = 0.4.

cooperative ConvSBL-GAMP+MMSE, indicating their higher
spectral efficiency.

In Fig. 7, we investigate the scalability of the system. Fig.
7(a) plots the SER as a function of the device activity, given
the number of satellites Sa = 2, pilot overhead ρ = 0.4, and
SNR = 5 dB. It is observed that the proposed centralized AEP
and distributed AEP achieves the best performance. Note that
the SER of all the schemes deteriorates obviously when pλ is
large. This is because the limited size of the receiving antenna
array leads to decreased spatial separation as the number of
active devices increases. Then, the inter-user interference and
inter-component interference of BEM also become severer in
the spatial domain. In Fig. 7(b), we evaluate the SER of
different schemes with respect to the number of satellites,
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(b) Performance of symbol detection.

Fig. 6. Performance comparison among different schemes given
different pilot overhead, where Sa = 2, pλ = 0.1, and SNR = 5
dB.

given the device activity pλ = 0.1, pilot overhead ρ = 0.4
and SNR = 5 dB. As expected, the SER for cooperative
schemes diminishes with an increase in satellite numbers,
whereas the SER for non-cooperative schemes remains rel-
atively unchanged. Besides, only marginal gains are observed
when the number of satellites is more than four. This plateau
effect likely results from the satellites’ circular equidistant
arrangement, which shortens inter-satellite distances and leads
to highly correlated channels among adjacent satellites. It is
worth exploring the optimal satellite positioning to enhance
cooperative service to ground devices in the future work. Fig.
7(c) depicts the AER achieved by different schemes as a
function of the number of satellites. A similar trend to Fig.
7(b) is observed. The intuitive explanation behind this trend is
that when one LEO satellite misjudges the activity of a device
due to unfavorable channel conditions, observations from other
satellites can greatly correct this error.

Finally, Fig. 8 depicts the NMSE and SER as the functions
of the number of antennas achieved by various algorithms,
given the number of satellites Sa = 2, device activity pλ = 0.1,
pilot overhead ρ = 0.4, and SNR = 5 dB. As expected,
increasing the number of receive antennas enhances the per-
formance of all schemes. This improvement is due to higher
spatial resolution at the receiver, which reduces inter-user and
inter-component interference. Additionally, both the proposed
centralized and distributed AEP algorithms outperform the

benchmarks significantly as the number of antennas increases,
highlighting their effectiveness in exploiting the sparsity of the
angular domain channel.

VI. CONCLUSION

This paper proposed a random access scheme tailored for
cooperative LEO satellite networks, leveraging OTFS to miti-
gate the significant Doppler effect in the TSLs. We introduced
GCE-BEM to obtain a compact channel representation and
then analyzed the input-output relationship of the system. Next,
by exploiting the 2D block sparsity of the large antenna array,
a message-passing type algorithm was designed for initial
channel estimation. Then, based on the EP and CLT, we
proposed both a centralized and distributed FFT-based coop-
erative algorithm for refining channel estimation and symbol
detection of active devices, respectively. Simulation results
have verified that our proposed schemes outperform existing
solutions in terms of AER, NMSE and SER. Furthermore,
the distributed method requires only two exchanges of soft
information about data symbols within the constellation to
achieve performance comparable to the centralized scheme.
Future work is worth exploring the optimal satellite positioning
to enhance cooperative service to ground devices.

APPENDIX A
PROOF OF PROPOSITION 1

Firstly, we denote the (l, n′)-th element of BTD
u as

BTD
u [l, n′], where l = 0, . . . ,M − 1 and n′ = 0, . . . , N − 1.

Then, substituting (9) into (11), we have

Y DD
na,u,sa [l, k] =

1√
N

N−1∑
n′=0

∑
l′6l

hnau,sa [Mcp + n′M + l, l′]

×BTD
u [l − l′, n′] e−̄ 2π

N kn′

+
1√
N

N−1∑
n′=0

∑
l′>l

hnau,sa [Mcp + n′M + l, l′] e−̄
2π
N kn′

×BTD
u [l − l′ +M, (n′ − 1)N ] . (65)

It is observed that (65) is the sum of two parts, where the
former one is the sum for l′ 6 l after demodulation and the
other represents the sum for l′ > l after demodulation. We
denote the two parts as S̃nau,sa [l, k] and S̄nau,sa [l, k], respectively.
Then, Y DD

na,u,sa [l, k] can be represented as Y DD
na,u,sa [l, k] =

S̃nau,sa [l, k] + S̄nau,sa [l, k]. Substituting (6) and (8) into (65) and

given ωq = 2πq′

MNR with q′ =
(
q −

⌈
Q
2

⌉)
, we can get

S̃nau,sa [l, k] =
1

N

Q∑
q=0

∑
l′6l

N−1∑
n′=0

N−1∑
k′=0

cnaq,l′,u,sae
̄ 2πq′
MNR (Mcp+n′M+l)

×XDD
u [l − l′, k′] e̄ 2π

N (k′−k)n′

=
1

N

Q∑
q=0

∑
l′6l

N−1∑
k′=0

cnaq,l′,u,sae
̄ 2πq′
MNR (Mcp+l)XDD

u [l − l′, k′]

× 1− e̄2π
(
k′−

(
k− q

′
R

))

1− e̄
2π
N

(
k′−

(
k− q′R

)) , (66)
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(b) Symbol detection performance for different num-
ber of satellites, where SNR = 5 dB.
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(c) Device identification performance for different
number of satellites, where SNR = −2 dB.

Fig. 7. Performance comparison for the system scalability among different schemes.
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Fig. 8. Performance comparison among different schemes given
different number of antennas, where Sa = 2, pλ = 0.1, ρ = 0.4,
and SNR = 5 dB.

and

S̄nau,sa [l, k]

=
1

N

Q∑
q=0

∑
l′>l

N−1∑
k′=0

cnaq,l′,u,sae
̄ 2πq′
MNR (Mcp+l)XDD

u [l − l′ +M,k′]

×
N−1∑
n′=0

e̄
2πq′
RN n′e̄

2π
N k′(n′−1)N e−̄

2π
N kn′

=
1

N

Q∑
q=0

∑
l′>l

N−1∑
k′=0

cnaq,l′,u,sae
̄ 2πq′
MNR (Mcp+l)XDD

u [l − l′ +M,k′]

× e−̄ 2π
N k′ 1− e

̄2π
(
k′−

(
k− q

′
R

))

1− e̄
2π
N

(
k′−

(
k− q′R

)) . (67)

Finally, by absorbing the constant e̄
2πq′
MNRMcp into cnaq,l′,u,sa and

substituting 2πq′

MNR as ωq , we get the result in Proposition 1.

APPENDIX B
MESSAGE SCHEDULING IN THE MRF

With the inputs ∆
fc
u,sa
i,j

su,sai,j
, we are now ready to describe the

messages involved in the MRF. Recalling that the satellite
adopts the 2D UPA, Dj can be given as Dj = {j + Nz, j −
Nz, j + 1, j − 1}. To clearly characterize the relative position,
the left, right, top, and bottom neighbors of su,sai,j are reindexed
by {su,sai,jL

, su,sai,jR
, su,sai,jT

, su,sai,jB
} corresponding to Dj . The left,

right, top, and bottom input messages of su,sai,j are denoted as
ΩLu,sa
i,j , ΩRu,sa

i,j , ΩTu,sa
i,j , and ΩBu,sa

i,j . Then, the input message
of su,sai,j from the left is given by

ΩLu,sa
i,j

∝
∫
∼su,sai,j

∆
fc
u,sa
i,j

su,sai,j
Γ(su,sai,j , su,sai,jL

)Ψ(su,sai,jL
)

∏
p∈{L,T,B}

Ωpu,sa
i,jL

= ξLu,sa
i,j δ

(
su,sai,j − 1

)
+ (1− ξLu,sa

i,j )δ
(
su,sai,j + 1

)
, (68)

where ξLu,sa
i,j is given by (69). The input messages of su,sai,j

from right, top, and bottom have a similar form to ΩLu,sa
i,j .

Then, the output message for su,sai,j is given by

∆
su,sai,j

fc
u,sa
i,j

∝ Ψ(su,sai,jL
)

∏
p∈{L,R,T,B}

Ωpu,sa
i,j

= ζu,sai,j δ
(
su,l

′

i,j − 1
)

+ (1− ζu,sai,j )δ
(
su,l

′

i,j + 1
)
, (70)

where

ζu,sai,j =
e−γ

∏
p∈{L,R,T,B} ξ

pu,sa
i,j

e−γ
∏

p∈{L,R,T,B} ξ
pu,sa
i,j + eγ

∏
p∈{L,R,T,B}(1− ξ

pu,sa
i,j )

.

(71)

APPENDIX C
MESSAGE SCHEDULING IN THE IC MODULE

In this appendix, we investigate the message passing in

the IC module. With the input message ∆
xF
u

fP
q,u,na,sa

=
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ξLu,sa
i,j =

e−γ+βηu,sai,jL

∏
p∈{L,T,B} ξ

pu,sa
i,jL

+ eγ−β(1− ηu,sai,jL
)
∏

p∈{L,T,B}(1− ξ
pu,sa
i,jL

)

(eβ + e−β)
(
e−γηu,sai,jL

∏
p∈{L,T,B} ξ

pu,sa
i,jL

+ eγ(1− ηu,sai,jL
)
∏

p∈{L,T,B}(1− ξ
pu,sa
i,jL

)
) . (69)

CN (xF
u |
−→x F
q,u,na,sa ,diag(−→τ xF

q,u,na,sa)) and ∆
cF
q,u,na,sa

fP
q,u,na,sa

=

CN (cF
q,u,na,sa |

←−c F
q,u,na,sa ,diag(←−τ cF

q,u,na,sa)), the message

∆
fP
q,u,na,sa

dP
q,u,na,sa

passed into the IC module can be approximated as

a Gaussian distribution, i.e., ∆
fP
q,u,na,sa

dP
q,u,na,sa

= CN (dP
q,u,na,sa |

←−
d

P

q,u,na,sa ,diag(←−τ dP
q,u,na,sa)), where

←−
d

P

q,u,na,sa = −→x F
u �

←−c F
q,u,na,sa and ←−τ dP

q,u,na,sa = −→τ xF
u �

←−τ cF
q,u,na,sa + −→x F

u �
−→x F∗

u �
←−τ cF
q,u,na,sa +←−c F

q,u,na,sa �
←−c F∗

q,u,na,sa �
−→τ xF
u . Since

∆
dP
q,u,na,sa

fW
q,na,sa

= ∆
fP
q,u,na,sa

dP
q,u,na,sa

, the message from factor node

fW
q,na,sa to the variable dW

q,na,sa is given as

∆
fW
q,na,sa

dW
q,na,sa

∝
Proj

[
∆

dW
q,na,sa

fW
q,na,sa

∫
∼dW

q,na,sa

fW
q,na,sa

∏
u ∆

dP
q,u,na,sa

fW
q,na,sa

]
∆

dW
q,na,sa

fW
q,na,sa

(a)
∝ CN (dW

q,u,na,sa |
←−
d

W

q,u,na,sa ,diag(←−τ dW
q,u,na,sa)), (72)

where (a) is due to CLT,
←−
d

W

q,u,na,sa =
∑
u

←−
d

P

q,u,na,sa , and
←−τ dW
q,u,na,sa =

∑
u
←−τ dP
q,u,na,sa . Since dW

q,na,sa is transformed

to dF
q,na,sa by the DFT matrix and we have ∆

dW
q,na,sa

f
dF
q,na,sa

=

∆
fW
q,na,sa

dW
q,na,sa

, the message ∆
f
dF
q,na,sa

dF
q,na,sa

can be obtained as

∆
f
dF
q,na,sa

dF
q,na,sa

= CN (dF
q,na,sa |

←−
d

F

q,na,sa ,
←−τ dF
q,na,saIMN ), where

←−
d

F

q,na,sa = FH
MN

←−
d

W

q,u,na,sa , ←−τ dF
q,na,sa =< ←−τ dW

q,u,na,sa >,
and < · > is the empirical averaging operation. Recall-
ing that bq represents the q-th basis function of BEM,
and hence diag(bq) is a unitary matrix. The message

∆
fB
q,na,sa

dB
q,na,sa

can be computed as ∆
fB
q,na,sa

dB
q,na,sa

= CN (dB
q,na,sa |

←−
d

B

q,na,sa ,
←−τ dB
q,na,saIMN ), where

←−
d

B

q,na,sa = bq �
←−
d

F

q,na,sa

and ←−τ dB
q,na,sa = ←−τ dF

q,na,sa . Then, the message keep passing

from right to left in the factor graph and we have ∆
dB
q,na,sa

fg
na,sa

=

∆
fB
q,na,sa

dB
q,na,sa

. At this point, the message start to pass in the
opposite direction. According to the CLT, the output message
of fg

na,sa is derived as

∆
fg
na,sa

dB
q,na,sa

∝
Proj

[
∆

dB
q,na,sa

fg
na,sa

∫
∼dB

q,na,sa

fg
na,sa∆

gna,sa
fg
na,sa

∏
q̄ 6=q ∆

fB
q̄,na,sa

dB
q̄,na,sa

]
∆

dB
q,na,sa

fg
na,sa

∝ CN (dB
q,na,sa |

−→
d

B

q,na,sa ,
−→τ dB
q,na,saIMN ), (73)

where
−→
d

B

q,na,sa = y′na,sa −
∑
q̄ 6=q
←−
d

B

q̄,na,sa and −→τ dB
q,na,sa =

σ2
sa +

∑
q̄ 6=q
←−τ dB
q̄,na,sa . It can be observed that this step

is similar with the SIC and eliminates the inter-component
interference in BEM using the soft estimates. By the sym-
metry, we can follow the similar steps to derive the mes-

sage in the opposite direction, and the message ∆
fB
q,na,sa

dF
q,na,sa

=

CN (dF
q,na,sa |

−→
d

F

q,na,sa ,
−→τ dF
q,na,saIMN ) with

−→
d

F

q,na,sa =

b∗q �
−→
d

B

q,na,sa and −→τ dF
q,na,sa = −→τ dB

q,na,sa ; the message

∆
f
dF
q,na,sa

dW
q,na,sa

= CN (dW
q,na,sa |

−→
d

W

q,na,sa ,
−→τ dW
q,na,saIMN ), where

−→
d

W

q,na,sa = FMN
−→
d

F

q,na,sa and←−τ dW
q,na,sa = −→τ dF

q,na,sa . Similar
to (73), the output message of fW

q,na,sa is obtained by combin-
ing relevant messages, i.e.,

∆
fW
q,na,sa

dP
q,u,na,sa

∝

Proj

∆
dP
q,u,na,sa

fW
q,na,sa

∫
∼dP

q,u,na,sa

fW
q,na,sa

∆
dW
q,na,sa

fW
q,na,sa

∏
ū 6=u ∆

dP
q,ū,na,sa

fW
q,na,sa


∆

dP
q,u,na,sa

fW
q,na,sa

∝ CN (dP
q,u,na,sa |

−→
d

P

q,u,na,sa ,diag(−→τ dP
q,u,na,sa)), (74)

where
−→
d

P

q,u,na,sa =
−→
d

W

q,na,sa −
∑
ū 6=u
←−
d

P

q,ū,na,sa and
−→τ dP
q,u,na,sa = ←−τ dW

q,na,sa1MN +
∑
ū6=u
←−τ dP
q,ū,na,sa . Note that

the inter-user interference is canceled in this step. Similar
to [40], we next resort to the mean-filed approximation to
provide the likelihoods for cF

q,u,na,sa and xF
u. Given the

posterior distribution ∆F
xu = CN (xF

u | x̂F
u,diag(τ

xF
u )) and

∆F
cq,u,na,sa

= CN (cF
q,u,na,sa | ĉF

q,u,na,sa ,diag(τ
cF
q,u,na,sa)),

respectively, we can get

∆
fP
q,u,na,sa

xF
u

∝ exp

∫
cF
q,u,na,sa

∆F
cq,u,na,sa

×

log CN (cF
q,u,na,sa � xF

u |
−→
d

P

q,u,na,sa ,diag(−→τ dP
q,u,na,sa))

∝ CN (xF
u |
←−x F
q,u,na,sa ,diag(←−τ xF

q,u,na,sa)), (75)

where ←−x F
q,u,na,sa =

−→
d

P
q,u,na,sa

�ĉF∗
q,u,na,sa

ĉF
q,u,na,sa

�ĉF∗
q,u,na,sa

+τ
cF
q,u,na,sa

and

←−τ xF
q,u,na,sa =

−→τ dP
q,u,na,sa

ĉF
q,u,na,sa

�ĉF∗
q,u,na,sa

+τ
cF
q,u,na,sa

. By the symme-

try, we also have

∆
fP
q,u,na,sa

cF
q,u,na,sa

= CN (cF
q,u,na,sa |

−→c F
q,u,na,sa ,diag(−→τ cF

q,u,na,sa)),

(76)

where −→c F
q,u,na,sa =

−→
d

P
q,u,na,sa

�x̂F∗
u

x̂F
u�x̂F∗

u +τ
xF
u

and −→τ cF
q,u,na,sa =

−→τ dP
q,u,na,sa

x̂F
u�x̂F∗

u +τ
xF
u

.
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