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Abstract

Generative artificial intelligence (GenAI) holds the potential to transform the
delivery, cultivation, and evaluation of human learning. This Perspective exam-
ines the integration of GenAl as a tool for human learning, addressing its promises
and challenges from a holistic viewpoint that integrates insights from learn-
ing sciences, educational technology, and human-computer interaction. GenAl
promises to enhance learning experiences by scaling personalised support, diver-
sifying learning materials, enabling timely feedback, and innovating assessment
methods. However, it also presents critical issues such as model imperfections,
ethical dilemmas, and the disruption of traditional assessments. Cultivating Al
literacy and adaptive skills is imperative for facilitating informed engagement
with GenAl technologies. Rigorous research across learning contexts is essential
to evaluate GenAl’s impact on human cognition, metacognition, and creativity.
Humanity must learn with and about GenAl, ensuring it becomes a powerful ally
in the pursuit of knowledge and innovation, rather than a crutch that undermines
our intellectual abilities.

Keywords: Generative Artificial Intelligence, Human Learning, AI Agent, Large
Language Models, Diffusion Models



1 Main

Human learning is a journey that shapes minds, fosters innovation, and builds the
foundations of society. Beyond merely acquiring knowledge and skills, learning is a path
towards fostering critical thinking, creativity, collaboration, and social cohesion. By
nurturing the ability to question, analyse, and innovate, learning empowers individuals
to navigate complex challenges and contribute to societal progress. While education
encompasses formalised systems that structure learning processes, learning represents
the dynamic and personal process that occurs within this framework (Table 1).

The history of human learning presents a narrative of continuous evolution and
adaptation to technological breakthroughs. For example, the printing press democra-
tised access to knowledge and opened the opportunity of learning to many, while
the Internet and digital technologies transformed information dissemination and col-
laborative learning across time and space. In this continuum of innovation, recent
advancements in artificial intelligence (AI) present another transformative opportunity
to rethink learning processes and educational methodologies [1].

Generative AT (GenAl) technologies, such as large language models (LLMs) and
diffusion models (Table 2), have shown promise in automating various learning tasks
[2], delivering feedback on human efficacy [3], outperforming average students in reflec-
tive writing [4], innovating conversational assessments [5], creating dynamic learning
resources [6], and supporting multimedia learning [7]. However, these technologies also
present challenges and ethical considerations that could outweigh their benefits [2, §].
One major concern is the digital divide, where unequal access to these powerful tech-
nologies can exacerbate existing inequalities in learning opportunities [9]. Additionally,
overreliance on GenAl may negatively impact learners’ agency, critical thinking, and
creativity, warranting caution [10].

Consequently, it is essential to balance technological advancement and human-
centred values in learning. This perspective paper aims to delve into the promises
and challenges of advancing human learning in the age of GenAl. By integrating
human-centred theories of learning and instruction, we emphasise the importance of
designing Al-driven educational tools that prioritise the needs of learners in contem-
porary societies. We elaborate on how this technology can transform learning and
teaching practices while remaining critical of the ethical and practical challenges it
poses, contributing to a future research agenda for investigating human-Al interaction
and the adoption of GenAl as a tool for learning (Fig. 1).

2 Promises

GenAl promises to transform human learning by scaling personalised support,
diversifying learning resources, enabling timely feedback, and innovating assessment
methods. The realisation of these promises depends on the roles and interactions
GenAT has with learners and educators (Fig. 2). Specifically, GenAl technologies can
act as cognitive facilitators within learners’ Zone of Proximal Development, providing
adaptive support at scale. GenAl can also enrich learning experiences by assisting in
the creation of diverse multimedia resources. In feedback, GenAl systems offer timely
and multimodal insights, surpassing traditional methods in depth and efficiency. For



Learning impacts Key components Responsible stakeholders

Promises Challenges Needs Learners Poli Technologists
Learning support Scale personalised and adaptive support [ ] o [ ) [ )
Learn within Zone of Proximal Development [ ] [ ] [ )
Learning resource Efficient learning content creation [ ] [ ) [ )
Diverse multimedia learning resources [ ] [ ) [ )
Learning feedback Timely, specific, and constructive feedback @ [ ) [ )
Multimodal feedback delivery [ ) [ ) [ )
Learning assessment Adaptive and authentic assessments o [ ) [ )
Enhanced real-world simulation o [ ) [ )
GenAl's imperfections Hallucinations and inaccuracies [ ) [ )
Instability and biases [ ) [ )
Ethical dilemma Transparency and privacy concerns [ ) [ ) [ )
Equality and beneficence [ ) [ ]
Disruption of assessment Human-Al hybrid cognition assessment . .
Al-induced performance illusion [ ] [ ) [ )
Al literacy Basic understanding of Al systems ) Y [ ()
Critically evaluate Al-generated content [ ] [ ) [ ) [ )
Evidence-based decision making Robust learning impacts evidence [ ]
Multi-party collaborative efforts [ ] [ ) [ ] [ ] [ )
Methodological rigour Evidence quality appraisal instruments ()

Long-term learning impact evaluations

Fig. 1 Overview of the impacts of generative artificial intelligence on human learning.
The left side of the figure lists various learning impacts, which are categorised into promises (green),
challenges (red), and needs (blue). The middle column presents key components associated with each
learning impact. These components detail specific aspects that need to be addressed or leveraged
to use generative Al as a tool for learning. The matrix on the right shows the five main groups
involved in implementing these key components: learners, educators, researchers, policymakers, and
technologists. The dots in each column indicate that the relevant group needs to make a substantive
contribution to achieving the goals of the key component in the corresponding row.

assessment, GenAl enables adaptive and authentic evaluations using generative agents
and multimodal models. The following sections explore each of these promises, illus-
trating their potential to transform the delivery, cultivation, and evaluation of human
learning.

2.1 Learning Support

The unique contribution of GenAl, particularly LLMs, to learning support lies in its
scalability and adaptability. GenAl can function as a master teacher at scale, providing
personalised and adaptive support to a wide range of learners across various subjects
and languages. Unlike conventional intelligent tutoring systems that require extensive
knowledge engineering to design rule-based responses [11], GenAl can achieve superior
and more naturalistic interactions, such as personalised feedback, adaptive question-
ing, and conversational engagement, with minimal prior training. These enhanced
interactions facilitate more effective and intuitive tutoring experiences, making the
learning process more engaging and tailored to individual student needs [8]. This
capability holds the potential to democratise access to high-quality learning support,
making it accessible to learners globally.



GenAT’s role aligns with Vygotsky’s sociocultural theory of learning, where more
knowledgeable others guide learners within their Zone of Proximal Development [12].
By integrating novel technologies like ChatGPT into intelligent tutoring systems,
GenAl can offer personalised and adaptive support based on each learner’s unique
knowledge [13]. These language models have demonstrated remarkable proficiency in
processing semantic and contextual information [14], a key aspect of their effective-
ness as a tool for learning. By accurately interpreting and responding to the linguistic
and contextual nuances in learners’ queries, LLMs ensure that the learning experi-
ence is interactive and thought-provoking. Rather than merely dispensing solutions,
they can be used to encourage learners to engage cognitively with the material. This
engagement is achieved by prompting students to think critically, unpack problems,
and understand underlying concepts.

A representative case of how GenAl can support learning comes from Khan
Academy’s ”Khanmigo” chatbot, powered by GPT-4 and designed to assist with math-
ematical queries [15]. Khanmigo exemplifies the shift from providing direct answers
to a more nuanced, guided learning approach that offers constructive feedback and
step-by-step instruction. For example, when students present Khanmigo with a prob-
lem on fractions, it guides them through the underlying concepts of denominators
and numerators, encouraging them to apply these concepts to solve the problem
through a series of guiding questions. Khanmigo functions as a facilitator, aligning
with the principles of inquiry-based learning [16], a human-centred learning theory that
emphasises the importance of active learning through inquiry. This theory encourages
students to ask questions, explore, and engage deeply with the learning material to
develop deep knowledge. This iterative methodology reflects Vygotsky’s emphasis on
the importance of the learning journey over the destination by fostering deep concep-
tual comprehension and retention [12, 16]. By engaging learners in a dialogic process,
GenAl-driven systems such as Khanmigo aim to enhance learners’ critical thinking
and problem-solving skills.

Despite the promising design of systems like Khanmigo and students’ positive
attitudes towards using such technologies for personalised learning support [17], it
is important to acknowledge the current limitations in empirical evidence regarding
their short- and long-term impacts on learning outcomes [18]. Emerging evidence indi-
cates that the impact on learning engagement, agency, and performance can paint a
complicated and mixed picture (e.g., lack of learning gains after removing GenAl sup-
ports) [19, 20]. Therefore, further research is needed to substantiate GenAI’s long-term
benefits to human learning. This includes conducting longitudinal and randomised
controlled studies that compare the effectiveness of GenAl tutoring with conventional
rule-based tutoring systems over several academic terms and across different subjects
to contextualise its impacts within various educational settings.

2.2 Learning Resource

Effective learning relies on the quality and diversity of resources, yet developing high-
quality materials is often time-consuming and resource-intensive. GenAl promises to
ease this burden by creating diverse and engaging content, fostering curriculum innova-
tion and enhancing learning experiences. Studies on human-AlI collaboration indicate
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Fig. 2 Examples of human-Al interactions in human learning. a, Learners receive person-
alised and adaptive support from generative Al tutors, which are co-designed with educators and
have access to prior learner data and domain knowledge. b, Educators use generative Al to create
multimodal learning resources, incorporating text, audio, and video content. ¢, Educators collabo-
rate with generative Al to deliver multimodal feedback to learners. d, Generative Al agents use input
requirements from educators, prior learner data, and domain knowledge to create assessment activi-
ties that evaluate learners.

that co-creating content with GenAl can meet diverse learning needs, providing stu-
dents with relevant and accessible materials to support their individual paths efficiently
and creatively [21-23]. For instance, early explorations have shown that GPT-4 can
automatically generate instructional materials, such as explanations of programming
concepts, examples, and quiz questions, thereby boosting learner engagement and
satisfaction [24]. Additionally, GPT-4 has demonstrated proficiency in generating
college-level biology questions for lower levels of Bloom’s Taxonomy (e.g., remember
and understand) but struggles with higher levels (e.g., apply and create) [25]. These
findings suggest that while GenAl can produce learning resources, educators’ exper-
tise remains crucial for ensuring the accuracy, relevance, and pedagogical soundness
of the material. This highlights the need for a human-Al collaborative approach to
create meaningful resources that meet diverse learning objectives and learner needs.
GenAl can also enrich learning resources by generating interactive activities, mul-
timedia content, and real-world problem-solving scenarios. Text-to-image models like
Stable Diffusion, Midjourney, and DALL-E [26, 27] enable educators to create visual
learning materials from textual content. These tools can foster students’ creative think-
ing by engaging them in activities such as using Al to generate images. For instance,
students can create imaginative visuals with AI and write inspired diaries based on
these images, a practice found to reduce gender disparities in interest in art during
Science, Technology, Engineering, the Arts and Mathematics (STEAM) classes [28].



This innovative approach has also been shown to enhance primary school students’
extrinsic motivation, problem-solving awareness, critical thinking, and learning per-
formance in ancient Chinese poetry [29]. Similarly, text-to-video generation tools like
Runway’s Gen-3 Aphla and OpenAl’s Sora can support educators in creating video
narratives from textual content, further diversifying learning modalities. This capa-
bility is particularly valuable for teaching students with specific disabilities, such as
providing multisensory instruction to students with dyslexia [30]. A preliminary study
found no significant differences in learning gains and perceived experiences between
GenAl-generated videos with synthetic instructors and traditional recorded instruc-
tor videos, suggesting that GenAlI could make high-quality learning resources more
accessible globally [31].

By offering a range of pedagogical possibilities through efficient and diversified
resource development, GenAl can help educators create more dynamic and engaging
learning environments. This enables learners to interact with content in more informed,
creative, and personalised ways. Such an approach aligns with constructivist learning
principles, which emphasise the importance of learners actively constructing knowledge
through exploration and interaction [32]. However, more research is needed to balance
this integration of GenAl in developing resources for human learning [21, 33], such
as determining the optimal level of automation versus human control, the extent of
expert validation required, and the degree of alignment with learning objectives.

2.3 Learning Feedback

Another promise of GenAl in supporting human learning is its potential to provide
timely, specific, and constructive feedback, a key element of high-quality instruction
and essential for effective learning [34-36]. Providing detailed feedback regularly is
laborious and time-consuming, adding to educators’ workloads, especially since stu-
dents perceive timely feedback as the most effective [37]. GenAl can assist by analysing
student work and delivering instant, personalised feedback with minimal prior training.
For example, a recent study found that ChatGPT generates more in-depth and fluent
feedback, coherently summarising students’ performances compared to human educa-
tors [3]. This Al-generated feedback also includes process-focused elements, which are
more effective in shaping learning strategies [36].

Emerging studies show similar benefits in various learning contexts, such as for-
mative feedback in secondary school essay writing [38, 39], programming assignments
in introductory computer science courses [40, 41], and collaborative second language
writing [42]. GenAl-generated feedback has led to enhanced task performance and
positive experiences [39, 40, 42]. Additionally, chatbots powered by GenAI models
with natural and visual language understanding capabilities (e.g., GPT-4 with Vision
and Gemini 1.0 Pro) can help students navigate and comprehend insights from learn-
ing analytics dashboards [43], which combine data, analytics, and visualisations to
provide feedback on learning processes and outcomes [44]. These chatbots could facil-
itate dialogic feedback, which is associated with improved learner productivity and
engagement [45].

GenAl could also expand feedback delivery beyond text and graphics to include
narrated audio and video, addressing the scalability challenges of these formats and



leveraging their benefits for enhanced feedback efficiency and student engagement
[46]. For example, by combining 3D diffusion models [47] and text-to-speech models
[48], educators can create digital avatars to convey feedback through a narrated voice
rather than text alone. This diversity in feedback modalities can increase engage-
ment and effectiveness [46]. Prior research indicates that audio and video feedback is
often perceived as more personal and dynamic, enhancing understanding and engage-
ment compared with traditional written feedback [49-51]. The integration of GenAl
technologies promises to facilitate timely and multimodal feedback, providing more
informative feedback and fostering improved effectiveness and engagement in the learn-
ing process. However, it is essential to evaluate the cost and benefits, as these models,
especially video generation models, require high computational power, potentially
widening the inequality in learning opportunities.

2.4 Learning Assessment

GenAl is transforming the assessment of learning, shifting from traditional, often
onerous methods to more adaptive and authentic processes [52]. Central to this shift
is GenAl’s potential to create personalised and adaptive assessments, enhancing the
understanding of each student’s needs and progression. This is enabled by advance-
ments in generative agents — autonomous and adaptive Al entities that operate
independently, pursuing objectives without continuous user interaction, as exempli-
fied by tools like AutoGen (preprint) [53]. These agents exhibit human-like cognitive
and metacognitive abilities, including task planning, situational assessment, progress
monitoring, and collaborative efforts among agents. For instance, a group of 25 gener-
ative agents in a dynamic sandbox environment successfully organised and conducted
a Valentine’s Day celebration based on a single user input [54]. By leveraging a similar
agent architecture, encompassing observation, planning, and reflection, and integrat-
ing these with process-centred methodologies (e.g., modelling self-regulated learning
from learners’ digital traces [55]) from the field of learning analytics [56, 57], learn-
ing scientists and researchers can develop generative agents capable of autonomously
evaluating human learning. These agents can identify areas of knowledge deficiency
and provide tailored learning resources and adaptive assessments.

Recent educational technology studies highlight the potential of automated assess-
ments through multi-agent frameworks that leverage multiple LLM agents. These
GenAl systems are being used to grade coding assignments in online learning [58], con-
duct cognitive assessments to identify students’ strengths and weaknesses according to
Bloom'’s taxonomy in e-learning environments [59], and assess educators’ mathemati-
cal content knowledge for professional development programs [60]. These applications
demonstrate strong potential for generalisability, precision, and dependability.

GenAl also holds promise for advancing authentic assessments [52]. It can enhance
learning tasks in both virtual and physical simulations to more accurately mirror real-
world situations, making assessments more meaningful and contextualised. Previous
studies have shown the effectiveness of combining LLMs with knowledge graphs to cre-
ate virtual standard patients, aiding the training and evaluation of medical students’
diagnostic skills [61]. Knowledge graphs are structured representations that integrate
diverse data sources, providing a comprehensive understanding of a domain [62]. When



used with LLMs, they can simulate complex learning and assessment scenarios requir-
ing critical thinking and problem-solving skills, such as in driving education [63],
programming education [64], and laboratory safety courses [65]. Integrating multi-
modal generative models, such as GPT-4 Vision for text and image generation, Meta’s
Voicebox for audio creation from text, and generative adversarial networks for digital
avatar production, can further enhance the authenticity of simulated assessment envi-
ronments [66]. These enhancements allow students to interact naturally and perform
procedural actions as if they were in real professional settings, a concept proven effec-
tive in virtual internships [67] and healthcare simulations [68]. However, much effort
is required to develop valid and reliable behavioural and psychological indicators in
these novel assessment settings to accurately capture genuine human learning.

3 Challenges

Amidst GenAlI’s promises, formidable challenges confront learners and educators alike
and raise critical moral and ethical concerns about integrating such technology into
human learning. These challenges involve GenAl technologies’ imperfections, the eth-
ical dilemmas of transparency, privacy, equality, and beneficence, and the disruption
of assessment practices. The following sections elaborate on each of these challenges.

3.1 GenAl’s Imperfections

As GenAl technologies become increasingly integrated into learning support, resource
generation, feedback, and assessment, it is imperative to address the risks posed by
hallucinations [69]. Hallucinations occur when there are mismatches in training data or
complexities in language generation tasks, resulting in outputs that may not align with
factual information [70]. The probabilistic nature of LLMs and diffusion models further
limits their utility due to inherent instabilities and potential biases in their training
data [71]. For instance, ChatGPT often fails tasks easily solved by humans, such as
reasoning tasks requiring real-world knowledge, logic, mathematical calculations, and
distinguishing between factual and fictive information. Consequently, it sometimes
provides fabricated facts [72] (preprint). These inaccuracies can undermine GenAI’s
reliability as a learning tool, potentially outweighing its promises (Section 2).

Emerging studies indicate that hallucinations in GenAlI can occur with non-
negligible frequency, increasing with the complexity and specificity of queries posed to
the AT [70]. GenAlI may perform reasonably well with generic questions (e.g., What
are Newton’s laws of motion?) but is more prone to errors with nuanced, context-
specific, time-sensitive, or highly technical information [73]. The lack of transparency
in GenAl’s decision-making process complicates identifying when and why these hal-
lucinations occur [70, 74]. Relying solely on GenAl for learning content creation and
curriculum development without validation could introduce inaccuracies, misleading
both educators and students. Similarly, GenAl-generated feedback or assessments
based on incorrect information could misguide students’ learning processes, leading to
misconceptions or a lack of understanding of key concepts.



Addressing these challenges requires an interdisciplinary effort. Educators should
adopt a balanced and proactive approach, teaching learners to critically evaluate Al-
generated content by cross-referencing with reliable sources, questioning plausibility,
and recognising signs of hallucination. These steps are essential for cultivating AT lit-
eracy [75], as discussed further in Section 4.1. Additionally, designing and optimising
the interface of educational technologies to highlight potential hallucinations requires
collaboration among learning scientists, human-computer interaction researchers, and
technology providers [74, 76]. Such a collaborative approach is essential to empower
learners to deal with the imperfections of GenAl both intrinsically, by developing crit-
ical thinking skills, and extrinsically, by leveraging improved technological interfaces
that signal potential inaccuracies.

3.2 Ethical Dilemmas

Adopting GenAl to support human learning raises several ethical issues, notably in
areas such as transparency, privacy, equality, and beneficence. A key concern is the
transparency of Al-generated solutions, as highlighted in a recent systematic literature
review [2]. The review found that a majority (92%) of GenAl tools currently used
for supporting learning practices, particularly those based on LLMs, are transparent
only to Al experts, not to educators, students, or other stakeholders. This lack of
transparency is problematic as it obscures the understanding of Al functionalities and
potential flaws from those directly impacted by these technologies [77]. The primary
cause of this transparency gap is the absence of human-in-the-loop elements in prior
research, such as involving educators and students in the development and evaluation
of GenAl-powered educational technologies. This aligns with the growing emphasis
on developing explainable and human-centred AI, underscoring the essential role of
stakeholder involvement in crafting impactful and meaningful educational technologies
[78, 79].

To achieve personalisation in learning support, resource generation, feedback, and
assessment using GenAl, learners’ personal data must be provided to these models.
However, privacy concerns can reduce learner participation [80, 81]. These concerns
are prominent due to the lack of clear consent strategies and data protection measures
surrounding GenAl in supporting human learning [2]. Using learner-generated data
without explicit consent or adequate anonymisation raises serious issues about expos-
ing sensitive information [82]. For instance, researchers conducted a divergence attack
on ChatGPT, compromising its security and causing it to output original training data
containing personally identifiable information [83] (preprint). Although OpenAl has
addressed this vulnerability, potential data breaches from unforeseen attacks remain
a concern [84, 85]. This issue is particularly troubling given the resources required for
GenAl to unlearn information once private data has been used for model training,
especially for large, commercial, and proprietary models [84].

Regarding equality, there is an evident disparity in language representation and
accessibility of GenAl models. While advancements have been made in non-English
languages for LLMs and speech diffusion models [14, 48], the predominance of English-
based Al solutions perpetuates a bias towards Western, Educated, Industrialized, Rich,
and Democratic (WEIRD) societies [2]. This imbalance raises concerns about the



global applicability and fairness of these technologies, potentially intensifying existing
inequalities and the digital divide in learning opportunities [86].

Finally, beneficence is a critical ethical principle that must be addressed. Sev-
eral studies highlight the risks of underperforming or biased AI models, which can
negatively impact human learning and perpetuate systemic biases, such as gender,
racial, and social class biases [87, 88]. Strategies like balanced sampling and caution-
ary labelling have been proposed [89, 90], but the opaque nature of many generative
models makes ensuring fairness and accuracy challenging, potentially violating the
principle of beneficence [91]. While model alignment is often implemented to prevent
GenAl from producing toxic content, recent evidence suggests that adversarial attacks
using specific prompts can undermine these measures [85]. Such attacks could facil-
itate cheating, promote biased views, or expose students to offensive language [92].
These issues could disrupt learning, compromise safety and inclusivity, and cause psy-
chological harm, eroding trust in educational technologies. These ethical challenges
underscore the need for rigorous and multifaceted ethical considerations in deploying
GenAl and the urgency of establishing regulations, such as the EU AT Act [93].

3.3 Disruption of Assessment

GenAl poses significant challenges to conventional learning assessment methodolo-
gies. Traditionally, assessments have focused on evaluating learning products, such as
essays, to measure outcomes [52]. However, GenAI’s ability to produce high-quality,
human-like responses calls into question the validity of these approaches [94]. A cen-
tral issue is distinguishing between a learner’s work and Al-generated output. GenAl,
particularly LLMs like ChatGPT and Llama 3, can generate responses that closely
mimic human reasoning and writing styles, making it difficult to discern the origin of
the work [4].

A performance paradox arises when tasks are completed with GenAl assistance.
A recent randomised controlled experiment found that while GenAl tools can help
students achieve better performance, removing this support significantly lowers their
performance [19]. This suggests that GenAlI may create an illusion of improved learning
without developing essential skills, such as self-regulated learning. Thus, we must ask:
Who and what are we actually assessing? This dilemma extends beyond detecting
Al-generated content to reconsidering the purpose of assessment in learning.

The challenge is further compounded when considering the learning process itself.
GenAlT’s ability to interact with computational systems means even the learning pro-
cess can be imitated or augmented by Al. Preliminary work on multimodal GenAl
agents [95] (preprint) has shown these agents can operate smartphone applications,
generating digital trace data while executing user requests. This Al-generated data
could impede existing learning analytic methods that rely on such data to model
the learning process [96]. This issue blurs the line between human cognition and Al-
augmented cognition [97], complicating the assessment of skills traditionally seen as
exclusively human, such as critical thinking, problem-solving, and creativity [94].

Consequently, we must reconsider the purpose of learning assessment across differ-
ent educational stages. Assessing human cognition and metacognition remains essential
for K-12 education, as young learners continue developing fundamental skills. In higher
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education, prioritising the evaluation of human-ATI hybrid cognition and metacognition
could be crucial for preparing learners for an Al-integrated workforce [98]. This shift
demands rethinking assessment strategies to accommodate the collaborative nature of
learning in the presence of Al

4 Needs

Within GenAl’s promises and challenges, three pivotal needs must be addressed for
effective integration into human learning: cultivating Al literacy among learners and
educators, prioritising evidence-based decision-making, and ensuring methodological
rigour in research using GenAl. These needs aim to foster a balanced integration that
enhances human abilities and ensures a synergistic relationship between GenAI and
human development.

4.1 AI Literacy

Cultivating Al literacy is essential to ensuring the effective, responsible, and ethical use
of GenAI technologies to support human learning [75, 99]. This need extends beyond
learners to include educators, policymakers, and administrators, who are integral to
the design, delivery, and facilitation of learning experiences. Al literacy encompasses
a basic understanding of how AI systems function but also an intimate awareness
of their potential impact, ethical considerations, and limitations [75]. The absence
of AT literacy can lead to severe consequences. For instance, the New York Times
reported that a lawyer using ChatGPT for a court filing was unaware of fabricated
citations generated by the Al resulting in a breach of professional ethics and legal
standards [100]. One must ask: What if educators unknowingly provided students with
Al-generated learning resources that contained fabricated content? Such actions could
erode trust and integrity in education systems, misleading students and compromising
their learning quality.

These concerns highlight the critical need to cultivate Al literacy. A recent study
indicates that human users often prefer Al-generated content for its comprehensive-
ness and well-articulated language style, despite its inaccuracies [101]. As GenAl’s
propensity to hallucinate remains challenging to address at the foundational model
level [70], understanding its limitations and identifying potential pitfalls will be cru-
cial for preparing individuals to live, learn, and work with GenAl in the 21st century.
This requires adopting Al literacy models, practices for their development, and mea-
surement approaches. Institutions, policymakers, and researchers must focus on Al
literacy as a key learning objective to ensure that educators, students, administra-
tors, and even parents are not merely consumers of Al technology but also informed
participants in its evolution and application.

4.2 Evidence-Based Decision Making

The integration of GenAl into human learning promises to enhance experiences and
outcomes (as highlighted in Section 2). However, adopting these technologies requires
a commitment to evidence-based decision-making. This necessitates a collaborative
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effort among researchers, practitioners, and policymakers to generate robust evidence
guiding the effective and responsible use of Al in learning practices. By working
together, these stakeholders can ensure GenAl deployment aligns with learning goals
and supports the development of essential cognitive and metacognitive skills.

Encouraging the use of GenAl to support human learning requires a nuanced under-
standing of its benefits and limitations. For instance, while GenAI can improve the
efficiency of information processing and retrieval, there is a risk of fluency bias, where
learners may overestimate their understanding due to the ease of cognitive informa-
tion processing [102, 103] (preprint). Similarly, reliance on GenAl for creative and
problem-solving tasks could weaken these critical skills, fostering a dependency that
may hinder innovation and original thought [104-106].

To mitigate these risks and maximise GenAI’s benefits, it is imperative to foster
partnerships among researchers, practitioners, and policymakers. These collaborations
can produce evidence that informs learning and teaching practices, ensuring that
GenAl enhances rather than replaces human cognitive, metacognitive, and creative
processes. By prioritising evidence-based decision-making and stakeholder collabora-
tion, we can leverage GenAI’s advantages in educational environments while promoting
deep learning, creativity, and problem-solving abilities among learners.

4.3 Methodological Rigour

Building on discussions of evidence-based decision-making, it is crucial to emphasise
methodological rigour in applying GenAl technologies within human learning research.
As these technologies evolve, human learning researchers and scientists must adapt and
refine their methodologies to accurately assess the impact of these tools on teaching
and learning processes. GenAl’s capabilities, such as passing the United States Medical
Licensing Exam [107], completing exams at the University of Minnesota Law School
[108], and solving queries from Wharton School of Business tests [109], underscore
its potential. However, the excitement must be tempered with caution to avoid over-
estimating effectiveness due to methodological shortcomings. A notable example is a
preprint study claiming GPT-4, with prompt engineering, could achieve perfect scores
in the MIT Mathematics, Electrical Engineering, and Computer Science curriculum
[110]. This study [110], initially attracting widespread attention, was later retracted
due to methodological concerns, including data set contamination, over-reliance on
GPT-4 for accuracy assessment, and ambiguities in manual verification of results [111]
(preprint). This incident underscores the need for rigorous methodological standards,
likely requiring new approaches in evaluating GenAl technologies.

To address these challenges, it is essential to establish standards for appraising
the quality of evidence on GenAl’s impact on learning processes, outcomes, and expe-
riences [18]. In the medical field, tools such as the Cochrane Risk of Bias Tool and
ROBINS-I are used to assess study quality. Given the distinct methodological require-
ments introduced by GenAl, including various prompting engineering strategies and
retrieval generation techniques, it is crucial to establish specific quality standards and
evaluation tools. These requirements go beyond conventional methodologies used in
human learning research. For example, using GenAl to generate physics practice ques-
tions might involve retrieval methods that limit the AI to sourcing content solely
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on Newton’s laws of motion and crafting prompts specifying complexity level, tar-
get student grade, and desired question format (e.g., multiple-choice, short answer, or
problem-solving). By working collaboratively, the human learning research community
can create a robust framework for evaluating evidence, ensuring a solid foundation
for future policies and practices. This effort will enable researchers, practitioners,
and policymakers to build on reliable, valid, and generalisable findings, fostering the
responsible and effective integration of GenAl technologies into learning.

5 Conclusion and Future Directions

As we look toward the next decade, powerful Al tools are set to become integral to our
society, transforming how we learn, work, and live [112]. GenAlI technologies could per-
meate every aspect of human learning. Imagine students collaborating with Al agents
designed to mimic certain personality traits to help students learn about leadership
and teamwork, engaging in debates with digital twins of Socrates, Plato, and Aristotle
to explore ancient Greek philosophy, learning impressionist painting techniques from
a humanoid robotic mentor modelled after Claude Monet, and visualising Einstein’s
special theory of relativity in virtual realities. All this could occur while receiving per-
sonalised support from a GenAl tutor hosted on a wearable device. This integration
necessitates a dual approach to learning: educating ourselves both about and with
GenAl, while continuing to develop critical thinking, problem-solving, self-regulation,
and reflective thinking skills. These skills are crucial for maintaining cognitive and
metacognitive autonomy as Al becomes embedded in our daily lives.

Understanding the relationship between GenAl and human cognition, metacogni-
tion, and creativity is essential for maximising its potential as a learning tool. This
understanding will enhance the effectiveness of Al-driven educational tools and ensure
human ingenuity is preserved amidst technological advancement. Key research ques-
tions include: How can we promote human-AI interaction to maximise learner agency?
What behavioural indicators can reliably capture cognitive and metacognitive pro-
cesses during Al-assisted learning? How can we assess learning to reflect genuine
knowledge and skill development rather than an Al-created performance illusion?
What strategies can prevent over-reliance on Al, ensuring humans remain primary
agents of critical thinking and problem-solving?

Educators are pivotal in integrating Al tools to enhance traditional teaching meth-
ods. We anticipate a shift in educators’ roles, with GenAl reducing the burden of
knowledge dissemination, allowing teachers to focus on deeper connections with stu-
dents as mentors and facilitators. This transition requires educators to adopt new
pedagogical paradigms that leverage Al to foster intellectual and emotional growth.
They must become proficient in Al literacy, effectively integrate Al tools into their
teaching, and remain vigilant about potential pitfalls, such as GenAl’s imperfections
and the risk of student over-reliance on Al. Balancing Al use with activities promot-
ing human creativity, critical thinking, and social interaction is crucial to ensure Al
augments rather than replaces human educators. Educational institutions must invest
in ongoing professional development and support systems to help teachers manage
techno-stress and workload burdens from adopting new technologies.
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Policymakers and technology companies should consider: How can we ensure
accountability for AI tools used in human learning, and who should be responsible
for their outcomes? What ethical guidelines should govern Al tools in educational set-
tings? How can we design and implement Al learning tools to promote equality and
inclusivity?

We argue that human-centred theories of learning and instruction must be inte-
grated with GenAl to ensure these technologies enhance rather than detract from
human learning. This involves developing Al systems that support and elevate human
cognitive capacities. By fostering a learning environment that harmonises technology
with theoretical approaches, we can promote personal growth and the development
of adaptive skills and knowledge needed to navigate the rapid changes in the age of
Al A united effort among researchers, policymakers, technology companies, and edu-
cators is essential to fully leverage GenAl’s potential in advancing human learning.
By addressing these critical questions and considerations, we can ensure that GenAl
becomes a powerful ally in the pursuit of knowledge and innovation, rather than a
crutch that undermines our intellectual abilities.
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Table 1 Defining human learning concepts

Human learning. Human learning is the process through which individuals acquire
new knowledge, skills, attitudes, or values.

Education. Education is the structured process of teaching and learning, typically
occurring in institutional settings such as schools, universities, and training programs.
It aims to develop learners’ intellectual, social, and emotional capacities, preparing
them for personal and professional success.

Constructivist learning. Constructivist learning is a theory that posits learners
construct their own understanding and knowledge of the world through experiences
and reflecting on those experiences. It emphasises active engagement, exploration,
and the application of knowledge in meaningful contexts.

Inquiry-based learning. Inquiry-based learning refers to pedagogical approaches in
which learners use scientific methods to build knowledge through formulating hypothe-
ses, conducting experiments, and making observations to discover causal relations. It
emphasises problem-solving, active participation, and self-directed learning, facilitat-
ing inductive and deductive reasoning. The knowledge gained is usually new to the
learner, fostering deep understanding through exploration.

The zone of proximal development. The zone of proximal development represents
the gap between what a learner can do on their own and what they can achieve with
help from a skilled guide. It encompasses tasks that are currently beyond the learner’s
independent capabilities but can be completed with assistance and guidance.

Bloom’s taxonomy. Bloom’s Taxonomy is a framework used to categorise learning
goals and objectives and provides a structured approach to designing learning content
and assessing learning outcomes. It classifies cognitive skills into a hierarchy from
basic to advanced: remember, understand, apply, analyse, evaluate, and create.

Learning analytics. Learning analytics involves the collection, measurement, and
analysis of data about learners and their contexts to understand and optimise learn-
ing and the environments in which it occurs. It uses data-driven insights to inform
educational decision-making and enhance learning outcomes.

Feedback. Feedback refers to responses related to a learner’s performance or under-
standing, information to them about the correctness of task solutions or providing
them with content-related or strategic assistance and information about their pro-
cessing. The German psychologist Lipowsky identifies feedback as one of the nine
hallmarks that characterise high-quality instruction.

Authentic assessment. Authentic assessment refers to evaluation methods that
require learners to apply their skills and knowledge to real-world tasks and problems.
It aims to assess learners’ abilities in contexts that are relevant and meaningful,
providing a more accurate measure of their competencies.

Intelligent tutoring system. An intelligent tutoring system is a computer-based
system or tool created to mimic human tutoring. It provides learners with immediate,
personalised instruction or feedback, often functioning autonomously without requir-
ing direct intervention from a human teacher.

Digital twins. Digital twins are virtual replicas of physical entities, such as objects,
systems, or processes. In education, digital twins can simulate real-world scenarios,
providing learners with immersive and interactive experiences to enhance understand-
ing and skill development.
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Table 2 Glossary of artificial intelligence terms

Generative artificial intelligence. Generative artificial intelligence refers to Al
systems designed to create new content, such as text, images, or music, by learning
patterns from existing data. These systems can produce outputs that are novel and
relevant, often mimicking human creativity.

Large language model (LLM). An LLM is a computational model known for its
ability to perform general-purpose language generation and various natural language
processing tasks like classification. LLMs acquire these abilities by learning statistical
relationships from vast text datasets during an intensive self-supervised and semi-
supervised training process. They can generate text by taking inputs and repeatedly
predicting the next word, a form of generative Al

Diffusion model. A diffusion model is a type of probabilistic model that generates
data by simulating the gradual transformation of noise into coherent data points.
These models use a series of iterative steps to refine random noise into structured
outputs, such as images or text. Diffusion models have shown promise in generating
high-quality, realistic data and are used in applications like image synthesis, text
generation, and other creative tasks.

Knowledge graph. A knowledge graph is a structured representation of informa-
tion that captures relationships between various entities, such as objects, events, or
concepts. It organises data into nodes (representing entities) and edges (representing
relationships between entities), enabling complex queries and inferences. Knowledge
graphs are used in applications like search engines, recommendation systems, and nat-
ural language understanding to provide context-aware and semantically rich insights.
They help in connecting and integrating diverse data sources, thus enhancing the abil-
ity of Al systems to understand and reason about the world.

AT Agent. An Al agent is an autonomous and adaptive Al entity that operates
independently, pursuing objectives without continuous user interaction.

AT literacy. Al literacy involves understanding the fundamental concepts and capa-
bilities of artificial intelligence, as well as its implications and ethical considerations.
It encompasses the skills needed to interact with AI systems effectively and to criti-
cally evaluate their outputs.

Hallucinations. In the context of AI, hallucinations refer to instances where gen-
erative models produce outputs that are incorrect, nonsensical, or fabricated. These
errors can occur due to the model’s limitations or biases in the training data.

Divergence attack. A divergence attack is a method used to exploit weaknesses in
AT models, causing them to deviate from their intended behaviour. This can result in
the model generating harmful or unintended outputs, potentially exposing sensitive
information or producing biased content.

Model alignment. Model alignment involves ensuring that Al systems’ behaviours
and outputs are consistent with human values and intended goals. It includes efforts
to make Al systems safe, reliable, and ethical in their operations.
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