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High-entropy alloys (HEAs) stand out from multi-component alloys due to their attractive microstructures and
mechanical properties. In this investigation, molecular dynamics (MD) simulation and machine learning (ML)
were used to ascertain the deformation mechanism of AlCoCrCuFeNi HEAs under the influence of temperature,
strain rate, and grain sizes. First, the MD simulation shows that the yield stress decreases significantly as the
strain and temperature increase. In other cases, changes in strain rate and grain size have less effect on me-
chanical properties than changes in strain and temperature. The alloys exhibited superplastic behavior under all
test conditions. The deformity mechanism discloses that strain and temperature are the main sources of begin-
ning strain, and the shear bands move along the uniaxial tensile axis inside the workpiece. Furthermore, the fast
phase shift of inclusion under mild strain indicates the relative instability of the inclusion phase of hexagonal
close-packed (HCP). Ultimately, the dislocation evolution mechanism shows that the dislocations are transported
to free surfaces under increased strain when they nucleate around the grain boundary. Surprisingly, the ML
prediction results also confirm the same characteristics as those confirmed from the MD simulation. Hence, the
combination of MD and ML reinforces the confidence in the findings of mechanical characteristics of HEA.
Consequently, this combination fills the gaps between MD and ML, which can significantly save time, human
power, and cost to conduct real experiments for testing HEA deformation in practice.

1. Introduction

Molecular dynamics (MD) is a simulation method that examines the
real-time movements of atoms and molecules within N-body system
[1-3]. It computes the paths of these particles through resolving the
motion equations of Newton [4,5]. MD is used to get fundamental in-
sights into the deformation mechanisms of metals and alloys [6-13].
High entropy alloys (HEA) represent a unique and attractive group of
multi-component alloys comprising more than four primary elements in
varying atomic percentages [14-18]. One of the HEAs that has been
extensively studied for its outstanding mechanical properties is Al,Cr-
CoFeCuNi, with x (the molar ratio in the alloy) ranging from 0 to 3
[19-30].

The AlCoCrCuFeNi HEA is one of the most well-known and

extensively researched HEAs; studies have focused on phase creation,
mechanical characteristics, and microstructure [31-33]. Fang et al. [34]
investigated the deformation characteristics of a CuggZr3sTijsAlsNijg
high entropy bulk metallic glass (HE-BMG) under nanoindentation
conditions employing extensive molecular dynamics simulations at a
large scale. Li et al. [35] investigated the tensile deformation behavior of
an FCC-structured Fe4s5Co25NijgVeo high-entropy alloy at cryogenic
temperatures. The alloy exhibited remarkable mechanical properties,
including a tensile strength of 1.1 GPa, an ultrahigh fracture elongation
of 82 %, and a minimal strain hardening rate at a true strain of
approximately 40 %. These findings contribute to elucidating the sig-
nificance of transformation-induced plasticity effects on the cryogenic
properties of alloys. Wang et al. [36] fabricated a set of non-equiatomic
(Co4oFeas5CraoNiy5)9sAls HEA through flash electro-pulsing annealing at
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different voltages, combined with deformation twinning during plastic
deformation. Their results outline a successful approach for adjusting
the mechanical characteristics of HEAs through modulation of the
annealing voltage. Li et al. [37] synthesized Co-rich (CosoFeasCrag.
Niis)100-xAlx (x = 0 and 5 at%) HEA and evaluated their tensile prop-
erties at room temperature. Intriguingly, both alloys exhibited
deformation via mechanical twinning, as evidenced by MD simulations.
These results offer insights into the role of aluminum alloying in gov-
erning the mechanical behavior of HEAs. The number of related studies
has expanded recently due to the development of a newly designed
AlCoCrCuFeNi HEA founded on optimizing structural performance [38].

To fully comprehend the deformation mechanism of the material, it
is imperative to take into account the presence of the hexagonal close-
packed (HCP) phase in the substrate from the outset. The HCP phase
typically arises inside the crystal structure during the deformation of the
material. Defects typically manifest during processes like tension,
compression, indentation, imprinting, and cutting of materials. Several
research studies have investigated the influence of temperature or strain
rate on the mechanical characteristics of materials [39,40]. MD simu-
lations have been essential in improving our understanding of defor-
mation, phase transitions, and stress, particularly at the nanoscale, when
used in conjunction with experimental studies. This is important since it
is difficult for experiments to thoroughly explore material phenomena at
this scale [41,42].

Several studies have employed ML alongside molecular and mate-
rials modeling in previous research. For instance, Keith et al. [43]
explored various cases in which computational chemistry and machine
learning collaborate to offer valuable predictions in molecular and
materials modeling, retrosyntheses, catalysis, and drug discovery.
Mayer et al. [44] introduced the concept of homogeneous dislocation
nucleation, positing the initiation of plasticity in face-centered cubic
(FCC) single crystals through an analysis of elastic material character-
istics. Zhang et al. [45] employed various multi-scale simulation tech-
niques, including density functional theory (DFT) calculation and
molecular dynamics method, to design high-entropy alloys and predict
their properties. Utilizing molecular dynamics simulations, these find-
ings were then translated through artificial neural networks (ANNs).
While ANNs are proficient tools for discerning intricate and less
apparent relationships, their application in extrapolating data necessi-
tates caution. Their results provide supplementary materials comprising
trained ANNs parameters and structural descriptions, offering flexibility
for integration into the nucleation model or standalone utilization. To
the best of our knowledge, there has yet to be an atomic-scale explora-
tion of the tensile behavior of AlCoCrCuFeNi alloys, considering
different temperatures, strain rates, and grain sizes, aiming to predict
outcomes using machine learning. Understanding the effect of temper-
ature, strain rate, and grain size on mechanical properties and defor-
mation mechanisms requires a comprehensive investigation of these
alloys under varied conditions. This study utilizes MD simulations on
AlCoCrCuFeNi alloys with FCC structures to examine their behavior
under uniaxial tensile stress at different temperatures, strain rates, and
grain sizes. We explore how temperatures, strain rates, and grain sizes
impact the deformation mechanism of polycrystalline AlCoCrCuFeNi
HEA using MD simulation and machine learning support.

Technically, firstly, we will conduct the MD simulation to obtain the
atomic models of this AlCoCrCuFeNi HEA, including assigning grain
coloring, designing the workpiece, and changing the polycrystalline
structures. Hence, we will get the simulation results for the mechanical
properties of AlCoCrCuFeNi HEA from the MD simulation under the
effect of different scenarios of grain size, temperature, and strain rate
changes. Those simulation results will be compared with existing studies
(simulation and experiments), and then those results will be evaluated
and concluded as complying with the theory before we move to the next
step.

Secondly, from the validated simulation results from the MD step, we
will continue to adapt the ML algorithm to predict the strain
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deformation of the AlICoCrCuFeNi HEA under the different mechanical
setups. Specifically, we experiment with 6 different ML algorithms.
Then, evaluate the best ML predictive model based on the evaluation
metrics, including Mean Absolute Percentage Error (MAPE), Mean Ab-
solute Error (MAE), Root Mean Square Error (RMSE), and R-Square (Rz).
We also analyze the important of each material character as the
contribution to the strain deformation.

Consequently, by the combination of MD and ML, the study unveils
the tensile properties of the deformation mechanism in AlCoCrCuFeNi
HEA, determining its dependence on various conditions. These findings
contribute to a deeper comprehension of the mechanical properties of
AlCoCrCuFeNi HEA.

2. Materials and methodologies
2.1. MD simulation and model

We subjected the workpiece to uniaxial tensile loading, as depicted
in Fig. 1, to reveal the plastic deformation mechanism and mechanical
properties of AlICoCrCuFeNi HEA. The results from this dataset are then
analyzed. The dimensions of the samples are 300 x 75 x 75 A3(L x W x
H), and their total atomic count ranges from 146,117 to 146,315 atoms.
In the simulated three-dimensional FCC crystal structure, atoms are
positioned randomly with displacement coordinates in x, y, and z. The
workpiece is aligned in three distinct directions: [1 0 0] along the X-axis,
[0 1 0] along the Y-axis, and [0 O 1] along the Z-axis. The elemental
chemical compositions, in atomic percent, are approximately 2 % Al,
9 % Co, 32 % Cr, 39 % Cu, 12 % Fe, and 6 % Ni [22,45,46].

The three directions all made use of periodic boundary conditions to
establish stable specimen configurations before the process of tensile
loading. The conjugate gradient algorithm method achieves samples in a
condition of minimal equilibrium energy. Subsequently, samples are
equilibrated thermodynamically for 100 picoseconds at ambient tem-
perature and zero pressure using the isothermal-isobaric (NPT)
ensemble [47,48]. The velocity-Verlet algorithm is selected with a time
step of 2 fs to integrate the motion equation [49,50]. In this study,
temperature and pressure are regulated during the tensile process by the
Nosé-Hoover thermostat and barostat [51,52]. Table 1 provides details
on the parameters and samples utilized in this investigation. Selecting a
trustworthy measure of potential between atoms is essential for
obtaining accurate results in MD simulations. Consequently, in order to
characterize to explore interatomic interactions among Al, Co, Cr, Cu,
Fe, and Ni, we utilized the embedded atom method (EAM) potential.
[53,54].

The effectiveness of EAM potentials has been proven in numerous
prior studies involving diverse test processes [54]. The total energy Ej is
represented as [55,56]:

Ey = EIE :% > 0y(rg) + ;Fi(pi) a

ij=1
i#j

The pair energy ¢; represents the energy between atoms i and j based
on their distance, while E; denotes the atomic potential energy of atom i.
The embedding energy term at atom are (r;) and F;(p;) depends on the
local electron density p;. The local electron density (pi) can be calculated
using:

pi=Y_ filry) @

ij=1
i#
Where, f;;(ry) signifies the electron density contribution from atom j to

the particle i site. The EAM alloy potential model defines pair potentials
as follows:
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Fig. 1. The simulation model of AlCoCrCuFeNi HEA under tensile process.

Table 1
Statistical analysis for data values.
Strain Temperature (K) Grain number Strain rate (s™1) Stress (GPa)
Count 22021 22021 22021 22021 22021
Mean 0.099997 427.2785 29.09913 2.400064 x 10° 3.345523
std 0.057791 217.8109 7.012762 4.356896 x 10° 0.901617
Min 0 300 5 1.000000 x 10° —0.017224
25 % 0.05 300 20 1.000000 x 10° 3.961448
50 % 0.1 300 20 1.000000 x 10° 3.592606
75 % 0.15 500 20 2.000000 x 10° 3.807873
Max 0.2 1000 40 2.000000 x 10'° 5.746938
The cutoff parameters for the electron density function are denoted
Aexp{—a(f) —1} Bexp[—ﬁ(f) —1} d . . s .
e as k and A, with adjustable parameters A, B, o, and p. The equilibration

20 20 3 separation between nearest neighbors is symbolized by r.. The calcula-

.
1+ (Z - K) 1+ (E - 1) tion of the electron density function mirrors the form of the attractive
term in the pair potential, maintaining identical values for  and A [56].
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The density of the electron function is expressed as:

o)

20
v (z0)

Subsequently, a pair potential is established for two different species,
designated as a and b, in the following manner:

1)
fmr)

Below are the formulas [56] that define the embedding energy
functions within different ranges of electron density.

(0 = 5 [0 + )| )

3 i
Fip) = Fu (%5/)2 - 1> .p < 0.85p, ©)

i=0

F(p)

3 i
Fi()ﬁ— 1) ,0.85p, < p < 1.15p, @
—0 e

i

3 n
Fp) =S F, [1 —nlneﬂ <§> > 115p, ®
i=0 s s

Where Fy;, F; and F, are tabulated constants [53,56,57].
The Morse potential governs the remaining particle interactions [58,
59]. It is defined as follows:

®(uy) = DJe2(t10) _ gg=a(uy—w0)] ©)

The constants for reciprocal energy and distance are represented by
D and «, respectively. The equilibrium and instantaneous distances
during the approach of the two atoms are indicated by up and u;

Estimating the average grain size, denoted as d, involves determining
[60-62]:

3/6V
d= N (10)

Where V represents the polycrystalline’s overall volume of AlCoCrCu-
FeNi HEA, N represents the quantity of grains. Eight workpieces with
average grain sizes of 12.84, 10.19, 8.90, 8.09, 7.51, 7.07, 6.71, and
6.42 nm with grains of samples 5, 10, 15, 20, 25, 30, 35, and 40 grains,
respectively, are used for this study.

In this study, analytical techniques are employed to uncover defor-
mation behavior and structural evolution. The analysis of tensile process
deformation progression is exemplified through von Mises shear strain
[63]. The crystal structure, encompassing stacking defects and phase
change, is examined using Honeycutt and Andersen’s common neighbor
analysis (CNA) method [64]. Dislocation growth during the stress pro-
cess is identified using the dislocation extraction analysis (DXA) [65].
The Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) is employed for all simulations [58,66], while the structure is
depicted and statistically analyzed using OVITO software [67].

2.2. Machine Learning Algorithms

2.2.1. Algorithms function

Machine learning allows the analysis of vast datasets through model
training, facilitating tasks such as categorizing observations, identifying
influential features on performance metrics, and predicting outcomes in
new trials. Moreover, in fields where data-intensive techniques are un-
common, machine learning can aid researchers in designing experi-
ments for enhanced performance or more efficient hypothesis testing.
Machine learning is transforming data collection, analysis, and inter-
pretation across various fields, including nano-optoelectronics, catal-
ysis, and the bio-nano interface. Anticipated is the evolution of these
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methodologies into discipline-specific standards, complementing the
role of statistics in scientific inquiry. Nanoscience has the potential to
enhance machine learning by developing electronic or photonic hard-
ware capable of more efficient algorithm implementation than tradi-
tional computing architectures. Deepening this collaboration brings
numerous benefits to both scientific communities.

This study will focus on applying machine learning techniques for
predicting the stress values from the results of data from MD simulation,
as shown in Fig. 5. ML for materials has been developed because of its
benefits [67]. For example, superconducting material [68], which is
very expensive to conduct real experiments, and extremely hard to set
up and conduct the experiments.

Especially, deep learning is more advanced and robust to materials
[69]. Therefore, this study will focus on different machine learning
techniques for the regression model from conventional machine learning
to deep learning models. Then, we can compare the effectiveness of each
model based on the evaluation metrics, model complexity, and model
computational resource, including:

(1) Linear Regression (LR): Linear Regression [70] assumes a linear
relationship between the input features x = (x1, x2, x3, x4), the
output y. The model predicts y using a linear function.

y = Po + P1X1 + PaxXo + P3x3 + P4x4 + € 1n
where f is the y-intercept, By, ..., B4 are the coefficients for each
feature, and ¢ is the error term

(2) Support Vector Regression (SVR) [71]: SVR aims to find a func-
tion f (x) that deviates from y by a value no greater than ¢ for each
training point and at the same time is as flat as possible. Mathe-
matically, it can be represented as:

f=w-x+b (12)
where w is the weight vector, and b is the bias. The flatness of f means
minimizing |w|. This is subject to a constraint that for each i, either:

lyi —fxi)| <e (13)
or if it is not possible, a slack variable &i or £* i is introduced to soften
the margin.

(3) Gradient Boosting Regression (GBR) [72] builds an incremental
model, optimizing any differentiable loss function. At each stage,
a regression tree hm(x) is fitted to the negative gradient of the
given loss function L(y, F(x)).

Fn(x) = Fn-1(X) + ymhm(x) a4
where F,(x) is the model up to iteration m, and vy, is the step size at
iteration m.

(4) Feedforward Neural Network (FFNN): FFNN is a feed-forward
artificial neural network. It consists of at least three layers of
nodes: an input layer, a hidden layer, and an output layer. Each
node, except for the input nodes, is a neuron that uses a nonlinear
activation function. The output y can be represented as:

y = f (Waf (Wix + b1) + b2) (15)

where W and W, are the weights, by and b, are the biases, and fis the
activation function. Besides, conventional deep learning has a strong
impact on many applications because of its high capacity to learn the
complex hidden representation of the data [73]. Therefore, we continue
to explore two deep learning models as follows.

(5) Convolution Neural Network (CNN) [74,75]: While CNN is more
commonly used for image data, it can also be applied to
sequential data. The convolutional layers capture local de-
pendencies, and the fully connected layers predict the output. For
a single convolutional layer followed by a fully connected layer,
the output can be simplified as:
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y = Wf - (flatten (ReLU(W, * x + by))) + b (16)
where * denotes the convolution operation, W, and bc are the weights

and biases of the convolutional layer, W¢ and by are the weights and

biases of the fully connected layer, and ReLU is the activation function.

(6) Long Short-Term Memory (LSTM) [76,77]: LSTM is a type of
recurrent neural network (RNN) that can learn order dependence
in sequence prediction problems. For a single cell, the output ht at
time t is:

h; = o; ® tanh(cy) 17)

where oy is the output gate, c; is the cell state, and ® denotes element-
wise multiplication. The cell state is updated through a series of gates
that control the flow of information:

fi = 6(Wg - [h¢_1, x¢] + bg) (18)
it = 6(W; - [he-1, X¢] + by 19)
¢t = tanh(W - [hi_1, X + bo) (20)
c=fiOc1+itOC 2D
0t = 6(Wo - [he_1, Xe] + bo) (22)

Here, f; is the forget gate, i; is the input gate, ¢, is the candidate cell
state, o is the sigmoid function, and W and b represent weights and
biases for each gate, respectively.

2.2.2. Evaluation Metrics

Build a regression model, it’s crucial to measure its performance
using various evaluation metrics. These metrics help us understand how
well the model has learned and predicted the outcomes. Below are the
definitions and mathematical formulas for the metrics Mean Absolute
Percentage Error (MAPE): MAPE is a measure of the prediction accuracy
of a forecasting method in statistics. It expresses accuracy as a per-
centage of the error. It is calculated as:

— 100% o |Yi—Ypredi
MAPE = 100% 50 | Wt

i=1

(23)

Mean Absolute Error (MAE): MAE is a measure of errors between
paired observations expressing the same phenomenon. It’s the average
of the absolute errors between the predicted values and the actual
values. It is calculated as:

n

1
MAE:HZ

i=1

(24)

}' i y pred.i

RMSE is a quadratic scoring rule that also measures the average
magnitude of the error. It’s the square root of the average of squared
differences between prediction and actual observation. It is calculated
as:

RMSE = /23 (3~ ) @5)

i=1

R-squared (RZ), also known as the coefficient of determination, is a
statistical measure of how close the data are to the fitted regression line.
It is also known as the proportion of the variance in the dependent
variable that is predictable from the independent variables. It is calcu-
lated as:

n 2
5 D ()’i - ypred,i>
Y i—y)
Where y; is the true value, Ypreq, i is the predicted value, y is the mean
of the true values, and n is the number of observations.
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3. Results and discussion
3.1. Results of MD Simulation

In this section, we investigate the effects of strain rates, tempera-
tures, and grain sizes on the mechanical characteristics of AlCoCrCuFeNi
HEA during tensile operations using molecular dynamic simulations.
Fig. 2 shows the stress-strain relationship for AlCoCrCuFeNi HEA. The
findings indicate that with rising temperatures, the stress in HEA sam-
ples initially decreases and then experiences a slight fluctuation around
a tensile strain of approximately 0.05 before gradually stabilizing. Stress
levels are also directly correlated with grain size and tensile speed. This
is explained by the fact that in low-temperature samples, where most
atoms oscillate close to their equilibrium positions, atoms’ thermal
mobility is comparatively restricted. High-temperature softening prop-
erties are observed as temperatures rise because of the atoms’ higher
kinetic energy, which decreases atomic interaction and atom-atom bond
strength [78,79].

The phase change of the HEA specimen at different temperatures is
depicted in Fig. 3, where the CNA method is used to color-code the
atoms. All HEA specimens develop dislocations and stacking faults (SF)
as a result of the elastic energy that has been stored being released
during tension tests [80,81]. The phase change of the HEA sample under
maximum stress is displayed in Fig. 3a. Fig. 3b shows a higher preva-
lence of the HCP structure of the polycrystal HEA specimen with a rise in
strain value (0.2). The findings show that as simulation temperature
rises, the number of unknown structures significantly increases. Simul-
taneously, the amorphous structure noticeably rises as the samples’ HCP
structure falls. This behavior can be explained by the fact that higher
temperatures, as seen in Fig. 3b, enhance the kinetic energy of particles,
magnifying thermal motion and increasing the amorphous appearance
at grain borders. As a result, at grain boundaries, the proportion of
amorphous structure increases with temperature.

As shown, Fig. 4 demonstrates that as strain (g) increases, the
composition of the face-centered cubic (FCC) structure decreases. In
contrast, the body-centered cubic (BCC), hexagonal close-packed (HCP),
and amorphous structures increase. This trend is particularly pro-
nounced in the early stages of the pulling process, with a slight decrease
in the FCC structure observed in the later stages. At higher temperatures,
this trend becomes more apparent as the transformation into BCC, HCP,
and amorphous structures, along with the disordered lattice during
deformation, significantly increases the atomic ratio of the HCP and
amorphous structure. This phenomenon is further explained in terms of
the evolution structure of the atomic of AlICoCrCuFeNi HEA in Fig. 3.

4B
3
=
Ay
S 2 f
w2
w
=
)
1 F
0F
1 I 1 " 1 L 1 2
0.00 0.05 0.10 0.15 0.20
Strain (%)

Fig. 2. The stress-strain of tensile for polycrystalline AlCoCrCuFeNi HEA with
various temperatures.
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(b) € = 0.2

B C

Fig. 3. The CNA of polycrystalline of AlCoCrCuFeNi HEA with different strain values under various temperatures.

Fig. 5 displays the dislocation distribution in HEA workpieces, as
identified through DXA analysis with various temperatures during ten-
sion simulation. The degree of dislocation movement determines how
flexible metal materials are [82,83]. Meanwhile, the ability to move in
dislocations affects the strength of HEA samples. Fig. 5a shows the
dislocation distribution in the HEA sample at ultimate stress. Because of
the impacts of workpiece production and annealing processes on the
occurrence of GB dislocations in the manufactured HEA samples, dis-
locations are initially concentrated mostly at the GB. As the temperature
rises, Fig. 4b shows that all specimens with a strain value of 0.2 exhibit a
large number of Shockley partial dislocations, though their frequency
decreases. This implies that, with more robust dislocation nucleation at
lower temperatures, lower temperatures increase the efficacy of slip
behavior generated by Shockley partial dislocations. Because dislocation
emission and nucleation at lower temperatures demand a greater
external force, the average flow stress and ultimate strength at lower

temperatures are greater than those at higher temperatures. The results
show that high temperatures hinder the emission and propagation of
dislocations. Amorphization inhibits the sliding activation system, as
Fig. 5b shows, and this impact becomes more noticeable at higher
temperatures. This finding emphasizes how the amorphous structural
barrier becomes more prominent as temperature rises [84], which
lowers dislocation at higher temperatures.

Finally, we have the statistical analysis in Table 1 summarize the
properties of a dataset encompassing 22,021 observations across five
parameters: strain, temperature, grain size, strain rate, and output. The
strain has a fairly uniform distribution with a mean close to the median,
ranging from O to 0.2. The temperature shows a wide spread, averaging
427.28 K, but with half the values at the minimum of 300 K, suggesting
a lower-bound skew. Grain size exhibits less variability, with most data
points clustered around the mean of 29.1 and the majority at 20 grain.
The strain rate reveals a vast range and high variability, with an average
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Fig. 4. Evolutions structure of atomic percentages of HEA with various temperatures under tension process.

of 2.4x10° 51, suggesting potential outliers or a heavy-tailed distri-
bution. Lastly, the output has an average of 3.35 and a moderately
widespread, with values from —0.017-5.75. The quartile data for both
temperature and grain size indicate a significant number of observations
at their lower limits, while the strain rate’s large standard deviation
points to a diverse range of values. Collectively, these statistics suggest
the data exhibits a mix of uniform and skewed distributions, with certain
parameters showing potential boundary effects or outliers

3.2. Results of Machine Learning Algorithms Prediction

In this study, setup was executed on the powerful GPUs provided by
OpenSource Google Colab’s cloud service. We utilized the scikit-learn
library and the Keras framework within a Python environment to
implement our models. The data for each experiment was divided into
two sets: 70 % for training purposes and 30 % for evaluation to assess
the model’s performance.

Drawing insights from prior research on optimizing neural network
structures, we adopted strategies to improve our model’s performance
and ensure its stability. This included the integration of dropout tech-
niques, with a set probability of 0.25, to prevent overfitting by randomly
omitting units during training. Additionally, we chose the GlorotNormal
kernel initializer for its efficacy in maintaining a unit’s output variance
proportional to its input variance, thereby optimizing the initialization
of the network’s weights. We also implemented batch normalization to
accelerate training and enhance performance by normalizing each
layer’s inputs. These hyper-parameters were carefully chosen and fine-
tuned to achieve the best possible model performance.

Table 2 provides a detailed comparison of hyperparameters used in
three different deep learning models: FFNN, CNN, and LSTM. For the
FFNN model, there are 3 hidden layers, 400 neurons per layer, a batch
size of 32, a dropout rate of 0.25, a learning rate of 6><10’4, and it uses

the Adam optimizer with a total of 323,201 parameters, amounting to
1.23 MB. The CNN model is configured with 4 hidden layers, 356 neu-
rons, a consistent batch size of 32, a dropout rate of 0.25, a lower
learning rate of 1x10~% also utilizes the Adam optimizer, and has
128,161 parameters, totaling 500.63 KB. Lastly, the LSTM model mir-
rors the FFNN in terms of hidden layers and neurons, sharing the same
batch size, dropout rate, and optimizer, but has a learning rate of
1x10~* and significantly more parameters, totaling 3206801, which is
approximately 12.23 MB. This summary highlights the distinctive con-
figurations and scales of these models, showcasing their varied ap-
proaches to handling neural network tasks.

In the presented Table 3, the performance of various machine
learning models is evaluated across four metrics, with the LSTM model
demonstrating superior results in each category. It boasts the lowest
Mean Absolute Percentage Error (MAPE) at 16.21, indicating the
smallest average prediction error in percentage terms compared to other
models. The LSTM also leads in Mean Absolute Error (MAE) with a value
of 0.072, suggesting its predictions are the closest to the true values.
Furthermore, with the lowest RMSE of 0.095, the LSTM model’s pre-
dictions are shown to have the smallest variance from the actual data.
Lastly, an R-squared (R?) value of 0.99 for the LSTM model means it
explains 99 % of the variance in the dataset, which is the highest among
the models compared, indicating an exceptionally good fit to the data.
These results collectively highlight the LSTM’s robust predictive ability,
outperforming other models such as Linear Regression, Support Vector
Regression, Gradient Boosting Regressor, Feedforward Neural Network,
and Convolutional Neural Network across the board in this specific
experiment.

The provided Fig. 7 illustrates the loss of an LSTM model throughout
50 epochs of training. Initially, both the training and validation loss
decrease sharply, indicating significant learning from the model in the
early stages. As the epochs progress, the loss for both datasets levels off,
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Fig. 5. The dislocation distribution of polycrystalline of AlCoCrCuFeNi HEA samples with different strain values and various temperatures.

suggesting that the model is converging to an optimal state and that
further training yields minimal improvement. Notably, the training and
validation loss values remain closely aligned, which is indicative of a
well-generalized model that is not overfitting to the training data. The
graph also demonstrates a stable and smooth reduction in loss, likely due
to a well-chosen learning rate and batch size. The low final loss values
for both training and validation suggest that the LSTM has achieved a
strong predictive performance on the dataset. However, while the graph
indicates a successful training process, additional metrics would be
necessary to fully evaluate the model’s performance across different
aspects, such as accuracy and recall, and it would be prudent to further
assess the model using a separate test dataset to ensure its efficacy in
real-world applications.

Fig. 8 shows two bar charts comparing feature importance from a
machine learning model, specifically focusing on multicollinear features
within a training dataset. On the left, we have a bar chart titled “Im-
purity-based vs. permutation importance on multicollinear features
(train set).” This chart displays the Gini importance of four features:
“Strain,” “Temperature,” “Strain rate,” and “Grain size.” The Gini

importance is a metric used in decision trees and tree ensemble methods
like Random Forest to estimate the importance of a feature by measuring
how much the tree nodes that use that feature reduce impurity on
average (e.g., Gini impurity or entropy). In this chart, “Strain” has the
highest Gini importance, followed by “Temperature” and “Strain rate”,
with “Grain size” having the least importance. On the right side of the
image, there is another bar chart with error bars representing the per-
mutation importance of the same features. Permutation importance is
calculated by observing how each predictor feature’s random reordering
(permutation) affects the model performance. The chart shows
“Decrease in accuracy score” on the x-axis, which indicates the impact
on the model’s accuracy when the values of each feature are shuffled.
The “Strain” feature has the largest decrease in accuracy, which suggests
it has the highest importance based on this method. The error bars
indicate the variability or confidence interval of this important measure.
Overall, the image suggests an experiment where the importance of
features in a predictive model is assessed by two different methods: Gini
importance and permutation importance. The experiment likely aims to
investigate how multicollinearity (a situation where two or more
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Table 2
Detail hyper-parameters summarization for the implementation.
Models

Hyperparameters FFNN CNN LSTM
Hidden layers 3 4 3
Number of neurons 400 356 400
Batch size 32 32 32
Dropout 0.25 0.25 0.25
Learning rate 1.0 x 107* 1.0 x 107* 1.0 x 107*
Optimizer Adam Adam Adam

Total parameters 323201 (1.23 128161 (500.63 3206801 (12.23

MB) KB) MB)

Table 3

Performance comparison for machine learning predictive models.
Evaluation LR SVR GBR FFNN CNN LSTM
MAPE 318.17 136.13 468.9 21.32 193.06 16.21
MAE 0.422 0.202 0.91 0.092 0.178 0.072
RMSE 0.615 0.298 1.25 0.12 0.267 0.095
R? 0.100 0.85 0.98 0.98 0.90 0.99

features are highly correlated) affects these important measures.
Notably, “Strain” seems to be the most significant predictor in both
methods, while “Grain size” is the least important.

Fig. 9 shows the permutation importance of features on a test dataset,
presumably following the same methodology as the training set
described previously. Permutation importance is calculated by
randomly shuffling a feature in the test dataset and determining the
change in the model’s accuracy. In this chart, we see the following
features listed from top to bottom: “Strain”, “Strain rate”, “Tempera-
ture”, and “Grain

size”. Similar to the previous image for the training set, the x-axis
represents the “Decrease in accuracy score”, indicating the impact on the
model’s accuracy when the values of each feature are shuffled. The
feature “Strain” has multiple points plotted with error bars, suggesting
that the permutation importance was calculated several times, perhaps
through a cross-validation process or different test sets, to estimate
variability or confidence intervals. The points for “Strain” are scattered
with a wide range of values but generally indicate a high decrease in
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Fig. 7. LSTM Learning curve during training (train) and validation (val).

accuracy when this feature is permuted, meaning it is likely an impor-
tant feature. “Strain rate” and “Temperature” have less variability and
show a moderate decrease in accuracy, which points to their lesser but
still significant importance. “Grain size” shows the smallest decrease in
accuracy, suggesting it has the least importance according to this
method on the test set. The spread of the points for “Strain” could
indicate that the test sets have varying characteristics or that the fea-
ture’s importance is highly sensitive to the data it is tested on, a common
situation when dealing with multicollinear features. The error bars for
each feature give an indication of the reliability of these importance
measures; wider bars suggest greater variability in the importance es-
timate across different test scenarios. Overall, the chart is used to assess
the stability of the feature importance across different subsets of data,
providing insights into how model performance might generalize to
unseen data.

As illustrated in Fig. 10, the model’s predictions align closely with
actual values, as evidenced by an R-squared value of 0.99, a Mean Ab-
solute Error (MAE) of 0.072, a RMSE of 0.095, and a Mean Absolute
Percentage Error (MAPE) of 16.21, signaling robust predictive capabil-
ities. Furthermore, the figure illustrates that the LSTM model’s stress
value predictions invariably match the range of actual values. This ac-
curacy extends over 6000 data points, affirming the model’s consistent
validation. Compared to alternative models, the LSTM model distinctly
outperforms them, showcasing superior precision and lower error
margins.

As illustrated in Fig. 11 provided appears to be a scatter plot
comparing predicted values from an LSTM model against actual values.
The X-axis is labeled “Actual values,” and the Y-axis is labeled “Predicted
values,” suggesting that each point on the graph represents a pair of
actual and predicted values for a certain data point. The data points are
plotted as red crosses, and there seems to be a blue line that may indicate
the ideal situation where the predicted values perfectly match the actual
values (a 45-degree line where predicted equals actual). The concen-
tration of red crosses around this blue line indicates that the LSTM
model predictions closely align with the actual values. The closer these
points are to the blue line, the more accurate the predictions are. The
title “Nano strain” could imply that the model is predicting some form of
strain at the nanoscale, which could be relevant in fields such as mate-
rials science or structural engineering. Overall, the scatter plot suggests
that the LSTM model has a good performance, with the majority of
predictions falling near the ideal line. However, a more detailed analysis
cannot be provided without more context, such as the range of values,
units, or specific applications.
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Fig. 9. Feature importance regarding tensile deformation during validation.

Studies on these alloy systems have revealed diverse mechanical
properties during tensile testing, influenced by factors such as temper-
ature, grain size, and tensile speed. The study delves into a compre-
hensive understanding of high-entropy alloys. Notably, this research
distinguishes itself by integrating tensile deformation into models,
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utilizing a combination of molecular dynamics simulation and machine
learning, setting it apart from previous studies. The tensile strength
aligns closely with Afkham et al. [20] findings, and while the temper-
ature and strain rate exceed Elgack et al. [21] results, they are in line
with Wang et al. [29] experimental observations. A comparison of
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mechanical properties across various reports is presented in Table 4,
supports the study’s conclusions, reinforcing consistency with previous
research. The hope is that these findings will prove informative and
valuable for future investigations into AICoCrCuFeNi HEA.

4. Conclusions

MD simulations and machine learning are used to examine how the

11

mechanical characteristics and deformation behavior of AlICoCrCuFeNi
HEA samples are affected by temperature, tension strain rate, and grain
size.

The AlCoCrCuFeNi HEA sample softens at high temperatures, which
lowers the interatomic linking force. Young’s modulus, average flow
stress, and ultimate stress are all decreased as a result. In addition, the
expansion of the amorphization zone caused by the temperature in-
crease results in a reduction of the total dislocation length. Additionally,
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Table 4

The comparison of several results between this study and other research.
Materials Strain rate Temperature Strain Stress Method Reference

™ X (%) (GPa)

This study 108 - 2x10'° 300-1000 20 3.12-5.75 MD and ML
Al,CoCrCuFeNi 10" 700-2200 40 - MD Bahramyan et al. [15]
FesoMn3oCo10Cri9 6x1073 RT 0.46-1.2 0.8 Experimental Niendorf et al. [18]
AICrCoFeCuNi 10°- 10" 300-1300 40 0.6-5.5 MD Afkham et al. [20]
FeNiCrCoCu - 200-400 - 0.1367-2.158 MD and ML Elgack et al. [21]
AlCoCrCuFeNi 1x10°2 300-1473 27 1.482-1.795 Experimental Deng et al. [23]
Al,CoCrFeNi - 1273-1573 - 1.21-1.3 Experimental Shi et al. [27]
CoCrCuFeNiAlj 5 10-4-8x10—4 RT 50 0.707-24.5 Experimental Wang et al. [28]
Al 1.7x108 300 - 2.1-4.2 MD and ML Mayer et al. [44]

*RT: Room Temperature

we have implemented different ML algorithms for the predictive model.
Experimentally, the results indicate that the LSTM model outperforms
all other models in each of the metrics. Specifically, the LSTM achieved
the lowest MAPE (16.21), which signifies that it has the smallest average
percentage deviation from the actual values, making it highly accurate
in percentage error. Additionally, the LSTM model recorded the lowest
MAE (0.072) and RMSE (0.095), indicating that, on average, its pre-
dictions are the closest to the actual values and it has the smallest spread
of errors, respectively. Furthermore, the LSTM model achieved the
highest R? score (0.99), which suggests that it is able to explain 99 % of
the variance in the target variable, indicating an exceptional level of
predictive power and model fit.

Our study demonstrates that machine learning models, particularly
the LSTM, provide a robust framework for evaluating interatomic po-
tentials with high accuracy in predicting tensile strength and deforma-
tion behavior, as well as capturing the effects of strain and temperature.
To maximize the utility of such analyses, we recommend selecting
models that demonstrate superior performance across multiple metrics,
implementing cross-validation and robustness testing, and integrating
feature importance analysis to guide experimental efforts. Additionally,
combining these predictive models with molecular dynamics simula-
tions and benchmarking against experimental data can further refine the
accuracy of interatomic potentials. However, our findings also highlight
areas where the models are less accurate, such as the effects of grain size
and the presence of multicollinearity among features like strain, strain
rate, and temperature. Addressing these inaccuracies will require gath-
ering more granular data and exploring advanced techniques for feature
selection and model tuning. By focusing on these areas, future research
can enhance the predictive power and reliability of interatomic poten-
tials in material science.

In conclusion, the LSTM model not only shows the best performance
in each individual metric but does so with a significant margin over
other models like Linear Regression, Support Vector Regression,
Gradient Boosting Regression, Feedforward Neural Network, and Con-
volutional Neural Network. The superiority of the LSTM model in this
comparison suggests that its ability to capture temporal dynamics in the
data is particularly effective for the predictive task at hand, making it
the preferred choice among the evaluated models.
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