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Abstract

With recent advances in artificial intelligence and the metaverse, virtual agents 
have become increasingly autonomous and accessible. Due to their growing tech-
nological capabilities, interaction with virtual agents gradually evolves from a 
traditional user-tool relationship to one resembling interpersonal delegation, where 
users entrust virtual agents to perform specific tasks independently on their behalf. 
Delegating to virtual agents is beneficial in numerous ways, especially regarding 
convenience and efficiency. Still, it poses problems and challenges that may drasti-
cally harm users in critical situations. This chapter explores the trust and delegation 
relationships between users and virtual agents, introducing a trust-based conceptual 
model to abstract and differentiate users’ delegation decisions based on three major 
dimensions covering the impact of rationality, affection, and technology. Practical 
guidance for virtual agent designs and potential applications of the model for meta-
verse development are also presented, followed by an outlook and an overview of 
future research opportunities.
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1.  Introduction

Over the last few decades, significant progress has been made in the technolo-
gies that underpin virtual environments. For example, computing devices have 
become exponentially more powerful and capable of highly realistic real-time image 
rendering. Newer telecommunications technologies like 5G can transmit data at a 
much greater scale and speed, enabling shared experiences with more users and 
lower latency. Immersive media devices are also evolving rapidly, allowing users to 
experience virtual environments more naturally and immersively than is possible 
with traditional display technologies. With these technological advances, building a 
metaverse is becoming increasingly realistic and has become the subject of intense 
debate [1].

In contrast to virtual environments that isolate users from physical reality, the cur-
rent metaverse vision comprises a collection of 3D digital worlds closely connected to 
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the real world [2]. It aims to merge the virtual and the real in a blended space so that 
interpersonal activities (e.g., meetings, teaching, socializing) can be facilitated and 
complemented by digital elements.

While interactions between users are a significant focus, other interactions with 
digital entities (e.g., with non-player characters in video games) are also essential to 
the metaverse experience. These entities are typically controlled by scripts and are 
often referred to as software agents due to their autonomy. Traditionally, interaction 
with a software agent occurs via a panel-like or 3D user interface following the WIMP1 
paradigm, which represents and operates an information system with abstract wid-
gets such as icons and buttons. Nevertheless, there are increasing efforts to integrate 
human communication channels—including gestures, facial expressions, natural 
language, and more—to make the interaction feel natural and personable [3, 4]. In 
research, these human-like agents in digital environments are more specifically called 
virtual agents.

The vision of a metaverse as an embodied virtual environment where users are 
represented with avatars is one of the main driving forces behind the burgeoning 
research and development of virtual agents. Using avatars can enhance physical 
and social presence, promoting an immersive and sociable environment [5, 6]. 
Consequently, software agents are also increasingly represented by avatars and, 
using artificial intelligence (AI) technologies, can already perform complex tasks 
with minimal human supervision. For example, large language models (LLMs) allow 
users to describe a task without specifying how it can be accomplished. This type of 
interaction is similar to interpersonal delegation, where a principal (i.e., the person 
delegating) authorizes an agent to act independently on the principal’s behalf. As a 
result, the need for fine-grained control is decreasing, while natural human commu-
nication is becoming more critical.

In the metaverse, delegation-like interactions with virtual agents that embody a 
virtual character, communicate using natural language, and perform tasks set by the 
user are likely to predominate. Delegating tasks to virtual agents in such a manner 
benefits users in several ways, particularly in terms of efficiency and convenience. 
Users can easily transfer their tasks to virtual agents without having to tender strate-
gies and initiatives. On the other hand, delegation inherently involves risks as users 
must transfer part or all of their authority to virtual agents, making themselves vul-
nerable to the agents’ actions. These risks can be particularly pronounced in a meta-
verse scenario, where virtual agents may influence users’ delegation decisions with 
their advanced communication abilities [7, 8]. Therefore, it is essential to investigate 
this delegation relationship and identify its underlying factors, especially for critical 
tasks with potentially far-reaching, real-world implications, to facilitate user-agent 
interaction and resolve potential issues.

This chapter explores the trust and delegation relationships between users and 
virtual agents. Following a discussion of delegation and agency relationships, a trust-
based conceptual model is introduced to explain users’ trust in and delegation to vir-
tual agents. Taking a macroscopic perspective, the model abstracts and differentiates 
three major dimensions covering the impact of rationality, affection, and technology. 
Practical guidance for virtual agent designs is further derived from the model, and 
potential applications of the model for metaverse development are presented with an 
outlook and overview of related research opportunities.

1 WIMP stands for “windows, icons, menus, and pointer”.
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2.  Delegation

Delegation is one of human societies’ most important and common interpersonal 
relationships. The operation of most organizations requires effective management, 
i.e., delegation from managers to subordinates, and successful collaboration, i.e., 
delegation among specialized members or departments within an organization. With 
its significance and prevalence, delegation has been extensively studied in many disci-
plines, particularly economics, politics, and management [9]. Recent years have also 
seen the emergence of a new research line on delegation to intelligent artifacts, such 
as robots and software agents [10].

2.1  Interpersonal delegation

Delegation is a dyadic relationship between a principal and an agent, where the 
principal lets the agent carry out specific tasks on the principal’s behalf while remain-
ing responsible or accountable for the task outcomes [11, 12]. Delegation can provide 
principals with several benefits, for example, allowing them to access and utilize 
agents’ expertise and knowledge [13] or increase efficiency by shifting some of their 
workloads to agents [14]. Delegation can also be used strategically as a commitment 
device to express principals’ determination in a negotiation [15]. Conversely, princi-
pals must bear the risk of transferring part or all of their authority to agents during 
delegation. Such a risk can be even higher if there is a lack of effective measures to 
monitor and regulate agents’ actions [16].

Among the research on delegation, agency theory has been one of the most cited 
and fundamental contributions [16–18]. It originates from early studies on risk-
sharing problems within an organization whose members hold different attitudes 
toward risk [19]. Later, these studies evolved into a more inclusive theory, i.e., agency 
theory, mainly addressing the agency relationship between two rational entities. The 
theory posits that delegation is susceptible to the so-called agency problems, which 
often arise in two situations: (a) when it is difficult for principals to verify what 
agents are actually doing and (b) when principals and agents have conflicting goals or 
different attitudes toward risks [16]. These problems are detrimental to delegation, 
as exemplified by the so-called moral hazard, a situation where agents do not act as 
agreed or even furtively impair principals’ interests [17]. To mitigate the influences of 
these problems, agency theory proposes to formulate some pre-defined protocols—
i.e., a contract—to regulate the interaction between the principal and the agent during 
delegation [16, 18]. There are mainly two types of contracts. With behavior-oriented 
contracts, agents receive a fixed amount of money or equivalent upon finishing the 
tasks delegated to them, regardless of the task outcomes. Outcome-oriented contracts 
give agents minimal remuneration for finishing the tasks, but they can take a share 
of the task outcomes (e.g., bonus, commission, stocks). The two types of contracts 
fit different situations depending on several factors, including agent observability 
[20, 21], task programmability [22, 23], the measurability of task outcomes [24], 
and more. For example, in programmable tasks, principals are more likely to employ 
behavior-oriented contracts because agents’ performance in such tasks is relatively 
easy to observe and assess [16].

Much of the literature on delegation is related to agency theory, viewing the 
principal-agent relationship mainly as an economic issue [25–27]. Nevertheless, many 
researchers assume a psychological stance and focus on principals’ delegation deci-
sion-making process. For example, eight factors were found underlying a manager’s 
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decisions on delegating a task to subordinates, including the manager’s workload, 
the task’s importance, and subordinates’ age, gender, trustworthiness, performance, 
job capability, and job tenure [11]. This set of factors was later validated in broader 
contexts and also expanded to include subordinates’ experience in managing, the goal 
congruence between managers and subordinates, and whether there is a favorable 
exchange relationship [14, 28]. In some cases, decisions on delegation are dominated 
by subjective causes. For example, people may delegate a task to others to avoid feel-
ing responsible or blamed for negative task outcomes [29, 30]. A manager may refuse 
to delegate to appear “busy” [31]. Overall, these psychology-oriented studies suggest 
that delegation is a challenging and prone-to-failure task for principals. Managers of 
all levels, from leaders of small groups to CEOs of successful corporations, are not 
free from making sub-optimal or wrong decisions on delegation [31]. People generally 
prefer making decisions themselves over delegating them to others, even if retaining 
control would lose potential benefits and incur additional costs [32].

2.2  Delegation to software agents

Although the term “delegation” has been predominantly used and studied in 
interpersonal contexts, recently it is increasingly assumed by computer scientists to 
describe the relationship between human users and software agents.

The interaction between human users and software agents is mainly characterized 
by the latter being designed to support and streamline human tasks. As discussed 
in Section 1, this relationship evolves with increasingly intuitive interfaces and 
advanced computational capabilities. Software agents leverage AI, natural language 
processing, and machine learning to interpret and respond to user inputs naturally 
and efficiently. They aim to improve productivity and user experience by automating 
routine tasks, providing personalized recommendations, and facilitating decision-
making processes. As these technologies advance, the boundary between human and 
machine interaction and collaboration becomes increasingly seamless, fostering an 
environment where users can focus on more complex endeavors instead of devising 
lower-level strategies and initiatives.

Most of the research on software agents today originates from the well-established 
literature on human-automation interactions, which mainly takes the perspectives 
of use [33, 34] and reliance [35, 36]. As software agents become increasingly autono-
mous and capable, a different perspective based on the notion of delegation recently 
received more attention, as reflected in the quote below.

“[…] the delegation lens will yield more relevant and nuanced insights regarding 

human agent and agentic IS2 artifact relationships, and this lens will be increasingly 

needed as the agentic capabilities of IS artifacts increase.” [10]

The pioneering works on delegation to software agents can be dated back to the 
1990s, during which there were initial concerns about the “dramatic change” of soft-
ware user interface from tool-oriented to delegation-oriented ones [12]. As a result 
of this rapid change, problems common to interpersonal delegation might similarly 
occur during interaction with software agents, which imposed new challenges on 
user interface designs. To overcome these drawbacks, five major dimensions must be 

2 IS = information systems.
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considered when designing delegation-oriented user interfaces, including trust, com-
munication, performance control, user demographics, and cost-benefit analysis [12].

There was also an early theoretical work that formalized delegatory relationships 
within a multi-agent system [37]. Despite its focus on delegation between software 
agents, the theory still lends us a unique perspective to explaining users’ delegation 
decisions. Differing from other approaches, the theory defines delegation as a state 
of the principal, where “an agent A needs or likes an action of another agent B and 
includes it in its own plan” [37]. This definition moderates the aspect of responsibility 
and instead views delegation more of the principal’s expectation of the agent. With 
this definition, delegation can be further divided into three subtypes (cf. Table 1) 
according to the following two criteria: whether there is an agreement between a 
principal and an agent and whether the principal actively induces certain behaviors in 
the agent.

Following these early studies, research on delegation to software agents was 
limited only until recent years, during which this topic received more attention due 
to the development of AI. A frequently discussed topic is whether people prefer 
human agents or software agents. The evidence is mixed; some studies found that 
software agents are preferred [38–40], whereas others showed the opposite [41]. 
Many factors can influence this preference. For example, people may prefer letting 
software agents carry out tasks involving sensitive data (e.g., credit card information) 
due to their user-centered design [42, 43] and limited intentional capacity [43, 44], 
whereas human agents may exploit the sensitive data for their own interests. On the 
other hand, tasks involving moral decisions (e.g., life-and-death decisions in law, 
military, or medicine) are less likely delegated to software agents given their lack of 
empathy [45]. The term delegability was recently conceptualized to describe people’s 
general preference for delegating a task to AI [46]. In a survey investigating the 
delegability of 100 different tasks, it was found that the ones with the highest and 
lowest levels of delegability were “moving & packing merchandise in a warehouse 
for shipping to customers” and “picking out and buying a birthday present for an 
acquaintance”, respectively [46].

Another often-mentioned topic is the factors governing users’ decisions on delega-
tion to software agents. Research shows that some factors have similar influences on 
delegation to human and software agents. To give a few examples, both interpersonal 
and human-software delegation were found to be positively correlated with perceived 
controllability [47], perceived attachment [48], and agents’ trustworthiness [46, 47]. 
Among them, perceived controllability seems to be particularly crucial; people are 
more likely to delegate a decision to an algorithm when they are allowed to modify the 
decision made by the algorithm, even if the modification is severely restricted [49]. 
On the other hand, certain factors may exert different impacts on delegation 
depending on whether the agent is a human or a software application. For instance, 

Delegation type Agreement exists? Behavior inducing?

Weak delegation No No

Mild delegation No Yes

Strict delegation Yes Yes or No

Table 1. 
The delegation classification in [37].
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high-level task accountability can encourage delegation to software agents but inhibit 
delegation to human agents [47].

Several studies took an economic perspective and focused on the user-agent dyad 
[40, 50–52]. An interesting implication from these studies is that software agents 
may be more proficient at delegation than humans are. In certain tasks, a hybrid 
team of a human user and a software agent can perform best if the software agent 
assumes the leading role and delegates tasks to the human user [40]. In contrast, the 
team may perform less when the human user is the leader or when any party has full 
control [40].

3.  A trust-based model of delegation to virtual agents

Trust is a critical aspect underlying most interpersonal relationships, whether 
between individuals or within an organization. Owing to its significance and 
omnipresence, trust has been the subject of extensive study in many disciplines, 
including economics, psychology, and sociology. While the majority of these 
studies focus on interpersonal trust, a large body of research on the trust rela-
tionship between users and intelligent artifacts such as robots, automation, and 
software agents has emerged in recent decades. Numerous factors were identified 
and demonstrated to impact users’ trust in these artifacts, constituting a vast and 
complicated parameter space.

Delegation to virtual agents is potentially governed by a similar parameter space, 
which, unlike that of trust, remains largely unexplored due to limited research. 
Nevertheless, given the connection between trust and delegation [11, 28, 46, 47, 53], 
factors underlying trust in virtual agents may have similar influences on delegation 
to virtual agents, either directly or through the mediation of trust. To approach and 
explore these factors, we introduce a trust-based conceptual model of delegation to 
virtual agents. The model considers various factors and explains how they collectively 
shape users’ trust in and delegation to virtual agents.

3.1  Definitions of trust

The definition of trust has been a contentious topic and varies across disciplines. 
Some researchers approach it from a sociopsychological perspective, considering 
trust as a major social relation among individuals [54]. Others take a more psycho-
logical stance and view it mainly as the product of affective states [55, 56]. There 
are also theoretical models quantifying trust, primarily in economics and computer 
science [57].

“The definition of trust […] is the willingness of a party to be vulnerable to the 

actions of another party based on the expectation that the other will perform a 

particular action important to the trustor, irrespective of the ability to monitor or 

control that other party.” [58]

This definition regards trust as an individual’s willingness to be vulnerable to 
others’ actions. This basic idea was later broadly accepted in trust research [59, 60]. By 
the beginning of the millennium, the publication from which this definition origi-
nates had already been cited “far more frequently than others on the topic of trust” 
[61]. Today, it remains the most influential one among different definitions of trust.
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“Trust: confidence that [one] will find what is desired rather than what is feared.” [62]

This definition argues that trust is rooted in the cost-benefit analysis of future 
events. A rational individual always desires and thus pursues benefits, but fears and 
avoids costs. Trust arises when an individual “is confronted with an ambiguous path, 
a path that can lead to an event perceived to be beneficial or to an event perceived to 
be harmful” [63]. When trusting, an individual believes that taking this path will be 
beneficial.

“Interpersonal trust is defined here as an expectancy held by an individual or a group 

that the word, promise, verbal or written statement of another individual or group 

can be relied upon.” [64]

From a sociological perspective, trust can be seen as an expectancy that others will 
do what they state or promise. Social interactions with others (like parents, teachers, 
and peers) provide an individual with rich feedback to validate whether their expec-
tancy is accurate. With accumulating feedback, an individual develops a generalized 
expectancy about the extent to which other people can be relied upon. Some indi-
viduals may have been surrounded by honest persons and believe that people are 
trustworthy in general. Others may have experienced much betrayal, which makes 
them less trusting. This generalized expectancy changes slowly in the long term and 
becomes a personal trait [64].

“Trust can be defined as the attitude that an agent will help achieve an individual’s 

goals in a situation characterized by uncertainty and vulnerability. […] an agent 

can be automation or another person that actively interacts with the environment on 

behalf of the person.” [61]

The notion of trust in automation has been gaining relevance in trust research as 
automated systems are extensively used today. There are several definitions of trust in 
automation. For example, in the one quoted above, the trustee is considered an agent 
that “can be automation or another person”. The use of the term “agent” suggests that 
the trustee’s agency, rather than their identity, contributes to the trustor’s perception 
of uncertainty and vulnerability.

3.2  Trust in Virtual Agents

As discussed above, trust has been defined in diverse ways, encompassing con-
cepts such as willingness, attitude, confidence, and expectancy. The different defini-
tions share a common view that trust is a mental construct, which can be modeled 
as an information-processing procedure [65]. As Figure 1 illustrates, the processor 
functions like a black box, perceiving information from the external world as input 
and generating mental constructs as output. Based on this model, trust in a virtual 
agent is essentially the product of users’ perception and processing of information 
related to their interaction with the agent.

The processor determines how perceived information is processed into trust. Each 
processor represents an individual user and may respond to perceived information 
in a unique way. Consequently, the same information may result in different levels 
of trust depending on the processor, which makes it challenging to predict trust in 
virtual agents at an individual level. Nevertheless, there are still some patterns in the 



Navigating the Metaverse – A Comprehensive Guide to the Future of Digital Interaction

8

trusting attitudes among demographically different groups. For instance, females 
tend to put a higher level of trust in virtual agents than males [66]. Older people 
consider a virtual agent more trustworthy than young people when the agent uses 
non-verbal behavior to communicate emotions [67].

On the other hand, the same processor may produce different levels of trust 
if perceived information differs. The literature has documented various pieces of 
information that, when perceived by users, can impact their trust in virtual agents. 
These can be generally classified into two categories—analytical information and affec-
tive information—based on a commonly used dual division of trust into cognitive and 
affective aspects [68, 69]. Analytical information (e.g., the probability of whether an 
agent can achieve a task) forms the basis for users to make rational assumptions about 
the trustworthiness of a virtual agent. These assumptions give users “good reasons” 
to trust or distrust another [68] and are widely regarded as a fundamental component 
of trust [58, 70, 71]. Affective information influences trust in virtual agents mainly 
through psychological and social channels related to emotions, feelings, or stereo-
types, etiquette, etc. For example, the Uncanny Valley effect can impair a virtual 
agent’s trustworthiness by inducing a sense of eeriness [72].

The two categories (i.e., analytical and affective information) are not mutually 
exclusive. Certain information can influence trust in both rational and affective ways. 
For instance, task urgency is not only an important factor to be considered in rational 
thinking but also a stressor that may bias users’ trust [73].

The list below provides several examples of analytical and affective information. 
Many of them are drawn from research on trust in virtual agents, and the remaining 
ones come from studies on trust in automated systems or software agents, to which 
virtual agents also belong. To facilitate the discussion, within the list, we use the term 
“agentic system(s)” or simply “system(s)” to generally refer to an artificial entity 
with some degree of autonomy for carrying out users’ tasks. Such an entity can be an 
automated system, a software agent, or a virtual agent.

3.2.1  Analytical information examples

• Reliability. The reliability of an agentic system is an influential factor in its 
trustworthiness [34, 61, 71]. Users tend to trust reliable systems, whereas signals 
indicating low reliability, such as errors or task failures, are generally detrimental 

Figure 1. 
Trust in virtual agents as information processing. The gray and black information icons represent information 
overlooked and perceived by the processor, respectively.



9

Digital Partnerships: Understanding Delegation and Interaction with Virtual Agents
DOI: http://dx.doi.org/10.5772/intechopen.1006301

to their trustworthiness [74, 75]. Notably, users are particularly attentive to 
mistakes and errors due to the stereotype that machines can perform tasks 
perfectly [76].

• Predictability. Predictability describes the extent to which an agentic system’s 
behavior, whether reliable or not, is predictable to its users. Predictability is 
considered a fundamental factor of both interpersonal trust [58] and trust in 
software agents [77].

• Benevolence. In certain critical scenarios, agentic systems may appear more trust-
worthy than human agents owing to their user-centered design. For example, 
people are more likely to reveal their credit card information to a software agent 
than to a human agent [43]. Similarly, in massive multiplayer online games, play-
ers often prefer to trade valuable virtual items through a non-player character 
escrow rather than a third player [78].

• Transparency. An agentic system is considered more trustworthy if its algorithms 
are transparent [79, 80]. Transparency is particularly relevant nowadays as 
algorithms have grown increasingly complex.

3.2.2  Affective information examples

• Anthropomorphism. Agentic systems are more likely to be rated as trustworthy 
when they exhibit anthropomorphic features [81, 82]. For example, virtual 
agents with human-like visual representations are perceived as more trustworthy 
than those embodied in non-human characters [7, 83]. The same applies to the 
auditory channel: users tend to put a higher level of trust in agents dubbed with a 
natural human voice than a low-quality synthesized voice [84].

• Similarity. Individuals tend to hold favorable opinions of those who share 
similarities with them [85] and, consequently, are more likely to trust those 
similar to others [86, 87]. This similarity effect exists not only interpersonally 
but also between users and agentic systems. A user is more likely to trust a virtual 
agent if its face resembles the user’s face [88] or if it mimics the user’s body 
movements [89].

• Politeness. When communicating with users, agentic systems that conform to 
social etiquette can appear more trustworthy than systems disregarding it. Users 
are more likely to trust an automated system that communicates in a relatively 
non-interruptive manner, for example, postponing the notification of non-
critical messages when users are focusing on important tasks [90].

• Attractiveness. Humans intrinsically tend to label physically attractive individu-
als with more favorable characteristics, such as being more trustworthy [91], 
compared to average individuals. Similarly, virtual agents with human-like 
visual representation are also considered more trustworthy if their face looks 
attractive [92].

From a macroscopic perspective, there are mainly three dimensions governing 
virtual agents’ trustworthiness in this information-processing model, including an 
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analytical dimension, an affective dimension, and a technological dimension. The analyti-
cal dimension impacts trust in virtual agents by being directly involved in rational 
thinking, while the affective dimension biases user trust through psychological and 
social channels. During interactions with virtual agents, users act as an information 
processor that continuously perceives and evaluates information from the interaction. 
The perceived information, in turn, shapes users’ trust in virtual agents via the ana-
lytical and affective dimensions, as Figure 2 illustrates. Some information exerts its 
influences mainly through a single dimension, whereas others can have a significant 
impact through both dimensions.

The technological dimension accounts for the indirect influence of technologies 
underlying virtual agents. The perception of a virtual agent may vary depending on 
the media device used (e.g., desktops vs. head-mounted displays), which in turn may 
lead to different levels of trust according to the model. Furthermore, technologies 
underlying virtual agents are highly relevant to data security. Trust in a virtual agent 
may decrease if the agent runs on an insecure infrastructure threatening personal 
data and privacy. This can be crucial when experiencing the Metaverse on immersive 
media devices whose embedded sensors are usually more invasive than those in 
laptops or smartphones [93].

3.3  From trust to delegation

Trust and delegation are intrinsically related concepts. Theoretically, delegation 
entails two essential components of trust defined in [58], including uncertainty 
(agents’ actions and the ensuing outcomes are neither entirely predictable nor 
completely unknown) and vulnerability (users are accountable or responsible for 

Figure 2. 
A conceptual model of trust in virtual agents. The circled f  in the figure bottom represents facts about 
interaction with virtual agents. These facts are perceived by users and become information (illustrated as circled 
i ). A piece of information may originate from several facts; for example, an agent’s capability of financial 
investment may result from an appraisal of its trading histories in different markets. The bulk of information 
(represented as the four circled i  on the right) is perceived through media devices and thus subject to the 
technological dimension. The remaining information (represented as the two circled i  on the left) is perceived 
via other channels, such as conversations with other people about the agent’s reputation. Perceived information, in 
turn, influences trust in virtual agents through the analytical and affective dimensions.
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task outcomes). There is also empirical evidence substantiating the connection. 
For example, trust was found to be correlated with the level of decentralization, 
i.e., the extent to which top managers of an organization empower subordinates to 
make decisions as opposed to micro-managing. Research shows that the more trust 
there is within an organization, the more decentralized the organization is, and the 
more delegation therein [94]. As noted in [95], “a high-trust society can organize 
its workplace on a more flexible and group-oriented basis, with more responsibil-
ity delegated to lower levels of the organization. Low-trust societies, by contrast, 
must fence in and isolate their workers with a series of bureaucratic rules”. Similar 
results can also be found in psychological studies, where trust in subordinates 
constitutes a vital factor behind managers’ decisions on delegation [11, 28]. In 
the context of human-computer interaction, trust also plays an important role in 
delegation to artificial agents [46]. For instance, trust was found to be correlated 
with students’ willingness to let a software agent arrange travels for their job 
interviews [47].

With the evidence mentioned above, the conceptual model can be further 
extended as Figure 3 illustrates, where the three dimensions also influence delegation 
to virtual agents directly or through the mediation of trust. The extended model pro-
vides a theoretical foundation to systematically view and explore factors potentially 
governing delegation to virtual agents.

4.  Discussion

The conceptual model offers a theoretical foundation explaining how different 
factors collectively shape users’ decisions regarding delegation to virtual agents. 
Based on this, further practical insights can be derived to facilitate the design of 
virtual agents for delegation and explore future metaverse-related research directions.

Figure 3. 
The conceptual model extended from trust to delegation.
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4.1  Design guidance

The model provides a systematic approach to designing virtual agents for delega-
tion. As previously discussed, the three dimensions decompose a delegation decision 
into relatively individual aspects of rationality, affection, and technology. Each 
dimension includes a set of factors that can be modulated through agent design. For 
example, to increase the impact of the affective dimension, developers may consider 
increasing the agents’ anthropomorphism, which can be achieved by changing their 
visual representation to more human-like characters. When designing virtual agents 
for delegation, developers can focus on the most influential dimensions and adjust the 
factors associated with these dimensions.

The importance of each dimension varies depending on the nature of the del-
egated tasks. For instance, the analytical dimension is imperative in performance-
critical tasks. Our previous studies investigated the delegation of financial investment 
and showed that analytical information plays a decisive role [8, 53]. Affective aspects 
like rapport and human likeness are somewhat influential in this context [7, 96], 
whereas the technological dimension only has a limited impact [97].

These results suggest that, in performance-critical scenarios, virtual agents are 
still primarily seen as tools rather than social actors. Delegation to virtual agents 
therefore remains predominantly a matter of cost-benefit analysis, differing from 
interpersonal delegation where the social connection between principals and agents 
also weighs [31]. Thus, developers may only need to focus on performance-related 
aspects when designing virtual agents for critical tasks. A limited number of affec-
tive cues (e.g., facial expression, gesture) can make the interaction more natural and 
personable. As exemplified by LLMs such as ChatGPT, their apparent near-human 
performance makes many users willing—sometimes unquestioningly—to delegate 
critical tasks (e.g., thesis writing, exam essays, medical consultation) to them despite 
their textual interfaces.

On a different note, it is good practice to consider trust when designing virtual 
agents for delegation. As illustrated in Figure 3, trust constitutes a major factor of 
delegation, and studies show that they are positively correlated [11, 28, 46, 47, 53]. 
A lack of trust in virtual agents may likely lead to users’ reluctance to delegate. Thus, 
developers should avoid trust-impairing designs and consider incorporating an 
adequate number of trust-building elements in virtual agents. There is a substantial 
body of research on trust in intelligent artifacts [80], which provides more specific 
guidelines that developers may refer to for agent designs.

4.2  Challenges and open issues

Users are more susceptible to manipulation in an agency relationship with vir-
tual agents than in the traditional user-tool relationship with software programs. 
Developers may use exploitative features or algorithms in virtual agents to entice 
users to behave in certain ways for the sake of profit. For example, a virtual agent 
for financial investments may embody a trustworthy human character and use 
rapport-building body language to gain users’ trust and collect capital. This problem 
is exacerbated by the fact that when users delegate, they give up some or all of their 
authority, making them vulnerable to virtual agents and the developers behind them. 
In addition, virtual agents are increasingly controlled by LLMs whose decisions are 
less predictable and controllable than those of non-AI programs. It remains debat-
able whether these models have a sufficient level of empathy and integrity when 
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communicating with users to remain neutral and not influence users to delegate 
unethically.

Legislation plays a central role in mitigating the above-mentioned ethical con-
cerns. As users increasingly interact with virtual agents in the metaverse and delegate 
critical tasks with real-world consequences, appropriate regulations should be imple-
mented to penalize manipulation. On the other hand, the regulations could create a 
legal infrastructure to promote responsibility and risk sharing between virtual agent 
users and developers. This not only encourages developers to improve the quality of 
their services but also prevents unethical behavior by aligning the interests of both 
parties.

Navigating the metaverse and managing engagement with virtual agents is also 
a major cross-cultural challenge, as different cultural norms and values can clash in 
interactions. Specific forms of representation, different social etiquette, language 
barriers, and different levels of digital literacy all impact trust and delegation and can 
hinder inclusion if they are not taken into account.

4.3  Future research

With virtual agents becoming more capable and autonomous, interactions with 
them increasingly resemble interpersonal delegation. One of today’s most debated 
topics is identifying influential factors in users’ delegation decisions. Future studies 
can continue this line of research by exploring new factors or re-evaluating known 
factors in different contexts. The results will provide further insights into users’ 
decision-making process, thereby expanding the theoretical foundation to address the 
above-mentioned challenges (cf. Section 4.2) and facilitating user-agent interactions 
in a metaverse context. For example, it might be interesting to investigate the delega-
tion of relatively performance-uncritical tasks. Influential factors in critical tasks, 
such as performance and capability, may degrade to insignificant ones, whereas the 
impact of the affective and technological dimensions may become more relevant.

From a sociological perspective, the metaverse as a concept is gradually evolv-
ing from an inter-user platform to a hybrid digital society of humans and AI, where 
delegation occurs arbitrarily among a massive number of users and virtual agents. 
The underlying dynamics at this macroscopic level are complicated and largely unex-
plored, but merit further investigation for this hybrid society’s overall efficiency and 
welfare. Thus, researchers may consider using multi-agent and multi-task scenarios 
for future studies to confirm the findings obtained from minimal settings (e.g., one 
user delegates a single task to a virtual agent). The results will lend us more sociologi-
cal and economic perspectives on the future of virtual agents and the metaverse, in 
addition to the psychological stance that many studies today have assumed.

5.  Conclusion

As technology advances rapidly, the digital sphere, including the metaverse, will 
become increasingly populated with AI-powered, intelligent virtual agents. With their 
enhanced autonomy and capability, these agents are more and more assuming the role 
of delegate in addition to their traditional role as mere tools. This agency relationship 
has already found wide acceptance in recent years due to the emergence and adoption 
of generative AI applications and LLMs like ChatGPT. However, the relevant research 
can hardly keep pace with technological developments and is still limited today. 
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