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Abstract

We study many-valued variants of modal logic and, more generally, coalge-
braic logic, under the assumption that the underlying algebra of truth-degrees
is a semi-primal bounded lattice-expansion. Throwing light on the category-
theoretical relation between the variety generated by such an algebra and
the variety of Boolean algebras, we describe multiple adjunctions between
these varieties. In particular, we show that the Boolean skeleton functor has
two adjoints, both defined by taking certain Boolean powers, and we identify
properties of these adjunctions which fully characterize semi-primality of an
algebra. Making use of these relations, we show how to lift endofunctors
encoding classical coalgebraic logics in order to obtain many-valued coun-
terparts of these logics. We show that one-step completeness, expressivity
and finite axiomatizability are preserved under this lifting, and we show that
for classical modal logic and similar cases, an axiomatization of the lifted
many-valued logic can be directly obtained from an axiomatization of the
original logic. Lastly, we develop the theory of natural dualities for varieties
generated by finite positive MV-chains and apply this to the algebraic study
of the negation-free fragment of bimodal finite  Lukasiewicz logic.
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Introduction

With “many-valued” systems of propositional logic a new domain of
investigation has, in recent years, come into being; a domain which
opens up surprising and unsuspected vistas. History, however, need
only report about this new logic in the future.

– Jan  Lukasiewicz
(1935)1

The formulation and analysis of logics for various categories of
coalgebras is the subject of current research. The assessment of the
impact of these investigations on the evolution of modal logic is a task
for the historians of the future.

– Robert Goldblatt
(2003)2

Most people know that logic is important to do mathematics, fewer seem
to know that the converse is nowadays equally true. In this thesis, we use
tools from diverse mathematical areas such as algebra, category theory and
topology to investigate the combination of two non-classical logics, namely
many-valued logic and (coalgebraic) modal logic. Before we go into more
detail about the content and structure of the thesis (in the second and third
section of this introduction, respectively), in the following section we briefly
recall some of the history of mathematical logic as a whole and of these two
non-classical logics in particular.

Historical overview

We proceed to give a very short and rather selective summary of some im-
portant historical developments in mathematical logic related to the main
topics of this thesis.

1German original in [ Luk35, p.127]; English translation from [ Luk70, p.217]
2[Gol03, p.85]
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2 INTRODUCTION

But first, a few words of caution. In the author’s opinion, history of sci-
ence (or rather, the public perception and inexpert reproduction thereof) can
have an ‘unhealthy’ tendency to attribute ground-breaking developments or
scientific paradigm changes to but a handful of individuals (oftentimes even a
single person). This contributes towards the (in the author’s opinion) unreal-
istic idea that these ‘selected few’ have completely invented or revolutionized
certain areas out of ‘thin air’ and, therefore, have an absolute ‘ownership’
of them. This, in return, sometimes even leads to a form of ‘mystification’
of these individuals as ‘geniuses’. This can be harmful in at least two ways.
First, it can give people too much ‘authority’, also outside of their own realms
of research and expertise. Second, when it mixes up with the societal prej-
udices and discrimination of the time (where, sadly, the present is not yet
exempt), there can be a bias towards who is even ‘allowed’ to be a so-called
‘genius’3. Naturally, mathematical claims should never be judged by who is
making them.

Unfortunately, usually for the sake of brevity, the author must himself
be found guilty of reproducing the above-mentioned mistake throughout the
thesis, arguably most severely in this historical overview. Nonetheless, the
reader is encouraged to keep in mind that, more often than not, science is a
collective endeavor and does not happen in a ‘vacuum’, that is, scientists are
always embedded into the (scientific and general) societies and developments
of their respective times4.

The rise of mathematical logic

Formal logic, the science of valid arguments in terms of their patterns rather
than their contents, exists at least since antiquity. For example, Aristotle
included it in his Organon (i.e., ‘toolkit’), describing the syllogisms (which
may nowadays be seen as ‘ancient predicate logic’), and the Stoic philosopher
Chrysippus analyzed sentences in terms of their logical compositions (which
may nowadays be seen as ‘ancient propositional logic’). For a long time, logic
has been considered a part of philosophy rather than of mathematics (for the
history of ‘pre-mathematical’ logic see, e.g., [KK62, Chapters I-V]).

While Leibniz already highly anticipated (and to some degree developed)
ideas of a logical calculus to be performed within some characteristica uni-
versalis (i.e., ‘universal language’) during the late 17th century [KK62, Sec-
tions V.2-V.3], the ‘birth’ of symbolic logic or mathematical logic is com-
monly dated to 1847, with Boole’s Mathematical Analysis of Logic [Boo47]

3e.g., compare how often you heard someone call a man a genius compared to a woman.
4I want to mention here that the above comments are of course not intended to diminish

the importance of any particular work or the people involved in it.



HISTORICAL OVERVIEW 3

and De Morgan’s Formal Logic [DM47]. Boole in particular, also in his sec-
ond book on the topic The Laws of Thought [Boo54], recognized the close
resemblance between the logical operations of propositions and the algebraic
manipulations of numbers, and in essence already described what is nowadays
commonly known as Boolean algebra (also see the quote at the beginning of
Chapter 3). The algebraic approach was further developed and popularized
throughout the latter half of the 19th century, for example in Venn’s Sym-
bolic Logic [Ven81] (including the famous diagrams named after him) and
Schröder’s three-volume lectures series Algebra der Logik (1890-1905, begin-
ning with [Sch90]), which also incorporated previous advances in the topic
due to Peirce, like the addition of symbolic quantifiers.

Together with (but independently of) Peirce, it is usually Frege with his
Begriffsschrift [Fre79], who is credited with first providing a system of pred-
icate logic, which he based on the mathematical concepts of functions and
variables. With some delay, Frege’s work became highly influential when
questions about the logical foundations of mathematics began to arise after
the turn of the century. For example, Russell (whose famous paradox is also
a reason why these questions came up in the first place) and Whitehead
adopted his logicism (that is, the idea that mathematics can fundamentally
be reduced to logic) when writing their three-volume Principia Mathematica
(1910-1913, beginning with [RW10]). The formalists, on the other hand,
aimed to reduce mathematics to purely syntactical manipulations. Most
prominently among them, Hilbert was led to develop proof theory and his
well-known program including the call for a complete, consistent and decid-
able formalism for mathematics in its entirety [Hil22, Hil28].

The formalist (and, to some degree, also the logicist) program was ef-
fectively shown to be impossible to carry out due to Gödel’s incompleteness
theorems [Gö31]. Nevertheless, these ‘metamathematical’ considerations are
at the base of most important developments of contemporary research areas
in mathematical logic, such as Tarski’s semantic theory of truth [Tar44] in
model theory, Cohen’s forcing technique [Coh63] in set theory, Gentzen’s
sequent calculus [Gen35] in proof theory and Turing’s general theory of com-
putability [Tur37].

Throughout the 20th century, besides the development of what is nowa-
days considered classical logic sketched above, the topic of non-classical log-
ics has evolved into an interesting research area of its own. For example,
Brouwer opposed both the logicist and the formalist programs and instead
advocated for the idea of intuitionism, a ‘constructivist’ philosophy challeng-
ing the law of excluded middle. Formalized by Heyting [Hey30], intuitionistic
logic, together with many other non-classical logics, gained increased popu-
larity throughout recent years, further driven by applications in theoretical
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computer science and beyond. In the following two subsections, we give
separate brief historical overviews of the two most important types of non-
classical logics related to this thesis, namely many-valued logic and modal
logic. For more information, for the former we refer the reader to [Pri08a,
7.12, 11.8] together with the references therein and for the latter we refer the
reader to [Gol03].

Beyond bivalence: Many-valued logic

While classical logic is based on the principle of bivalence, meaning the as-
sumption that there exist exactly two truth-values true and false, this prin-
ciple has been challenged early on in Eastern philosophy, for example, in the
Buddhist Nāgārjuna’s ‘four-valued’ Catus.kot.i (see,e.g., [Gan04, Pri10]).

In mathematical logic, systems of many-valued propositional logics arose
from the 1920s onwards with the finitely-valued systems of Post [Pos21] and
 Lukasiewicz [ Luk20], who later on generalized his system to have infinitely
many truth-degrees together with Tarski [ LT30]. Another type of finitely-
valued systems has been studied by Gödel [Gö32] in relationship to intuition-
istic logic and by Dummett [Dum59] in its infinite version. Important three-
valued systems have, for example, been studied by Kleene [Kle38], Bochvar
[Boc38] and Priest [Pri79], where the third truth-value is essentially intended
to describe different forms of unknown. While these systems are all linearly
ordered, the four-valued logic on ‘how a computer should think’ named after
Belnap and Dunn [Bel77, Dun76] includes additional truth-values both and
none and is not linearly ordered.

Algebraic advances in this domain were, for example, made by Rosen-
bloom [Ros42] for Post logic and Moisil [Moi40] who aimed to algebraically
study  Lukasiewicz logic. This was ultimately achieved via Chang’s MV-
algebras [Cha58]. Nowadays, a common algebraic framework for various
many-valued logics (and, more generally, substructural logics) is provided
by residuated lattices (see, e.g., [GJKO07]).

Residuated lattices (more specifically, BL-algebras) also play a major role
in the algebraic study of Zadeh’s [Zad75] and later on Hájek’s [Há98] treat-
ment of fuzzy logic, an area studied by the former in relation to his fuzzy set
theory [Zad65], where elements of a set can have a degree of membership in
the real unit interval [0, 1]. Similarly, in fuzzy logic, vagueness is taken into
account, allowing for arbitrary truth-degrees inside this interval.

Many-valued logic in general (and fuzzy logic in particular) have nowa-
days found far-reaching applications in mathematics, philosophy and most
notably theoretical computer science, ranging from hardware design of many-
valued circuits to the analysis of neural networks in artificial intelligence.
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Thus, it is likely that they will remain active research areas in the near
future.

Bare necessities: Modal logic

Discussions about modalities like possibility or necessity can, again, be traced
back at least until the times of Aristotle in the West and Nāgārjuna in the
East (see, e.g., [Sch21]) and are well-known to have appeared throughout
the entire history of philosophy. The mathematical evolution of modal logic
began in the early 20th century, around the same time as that of many-valued
logic5.

Dissatisfied with the material implication of classical logic used in the
Principia Mathematica, Lewis [Lew18] began to study his famous systems of
modal logic (S1) - (S5). After the development of universal algebra in its
modern form by Birkhoff [Bir35], the two topics became heavily intertwined.
This can, for example, be seen in the work of McKinsey and Tarski, who
in [MT44] studied closure algebras in relation to the system (S4) (nowadays
called topological semantics) and utilized this in [MT48] to algebraically show
that intuitionistic logic can be translated into this system, as anticipated by
Gödel [Gö33]. Shortly thereafter, Jónsson and Tarski [JT51] generalized
closure algebras to arbitrary Boolean algebras with operators and established
their topological duality, extending Stone’s [Sto36] famous duality for Boolean
algebras. The significance of these results in modal logic, however, remained
overlooked for some time thereafter.

Attention shifted towards modal validity with respect to relational se-
mantics of possible worlds, when these concepts were used in their modern
form by Kripke [Kri59, Kri63]. Nevertheless, algebraic semantics remained
important, in particular because they can be used in their interplay with
Kripke semantics via complex algebras and ultrafilter extensions. This was
exploited by Lemmon [Lem66], using it to prove completeness via the canon-
ical model method. Algebraic semantics perhaps also regained some of their
former attraction with the discovery of modal logics which are incomplete in
terms of Kripke semantics, for example by Thomason [Tho72] in the case of
a tense logic.

These considerations also inspired a closer investigation of the relation
between modal logic and first-order (and monadic second-order) logic, leading
for example to the syntactical description of a collection of canonical formulas
by Sahlqvist [Sah75], the characterization of first-order properties of frames

5In fact,  Lukasiewicz’ three-valued logic was originally also intended to deal with the
classical, inherently modal, problem of future contingents and determinism
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which are also modally definable by Goldblatt and Thomason [GT75] and
the identification of modal logic (on the level of models) as the fragment of
first-order logic invariant under bisimulation by van Benthem [vB84].

Like many-valued logic, the development of modal logic was also highly
influenced by advances in computer science. This can, for example, be seen in
the work of Hennessy and Milner showing that modal equivalence and bisim-
ilarity coincide for image-finite labelled transition systems (seen as computa-
tional processes) [HM80, HM85], the work of Pratt [Pra76] reasoning about
programs in the modal language of propositional dynamic logic and the work
of Ladner [Lad77] about the computational complexity of systems of modal
logic.

Since the turn of the 21st century, computer science has had another im-
portant influence on the development of modal logic through the integration
of coalgebraic methods into the area. This is the point where we let our short
history end and let the present enter the stage.

Introduction to the thesis

In order to get the ‘best of both worlds’, enabling us to reason about modal-
ities in settings of vagueness, research on many-valued modal logics has
been active in recent years (see, e.g., [Fit91, DG07, Pri08b, Mar09, CR10,
BEGR11, HT13, RJJ17, VEG17, MM18, RV21], to name a few). In this
thesis, we study this topic by means of algebra and coalgebra. In particular,
we study it from the perspective of coalgebraic logic, the generalization of
modal logic introduced by Moss in 1999 [Mos99].

People commonly distinguish between three approaches to coalgebraic
logic. The relation lifting approach was introduced by Moss himself, and the
predicate lifting approach was initiated by Pattinson in [Pat03a]. A unifying
framework for both of these is found in the abstract approach or algebra-
coalgebra approach developed by Kurz et al. [KKP04, BK05, KR12]. For
standard modal logic, the development of all three approaches has resulted in
interesting insights, generalizations and novel proof techniques (for a general
overview of coalgebraic logic and a large collection of literature we refer the
reader to [KP11] and the bibliography therein). Thus, it is all the more
surprising that very little research on many-valued coalgebraic logic exists
thus far. Among the few examples are [BKPV13] following the relation lifting
approach and [BD16, LL23] following the predicate lifting approach. To
the best of the authors knowledge, this thesis (together with the papers
[KP23, KPT24a] it is based on) takes the first steps towards many-valued
coalgebraic logic following the abstract approach.
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In the Boolean two-valued setting, an abstract coalgebraic logic for an end-
ofunctor T : Set→ Set is a pair (L, δ) consisting of an endofunctor L : BA→
BA (essentially determining syntax) together with a natural transformation δ
which, over the usual dual adjunction between Set and BA, is used to relate
T-coalgebras to L-algebras (essentially determining semantics). Important
properties of coalgebraic logics, like one-step completeness [Pat03a, KKP04]
and expressivity [Pat04, Kli07, Sch08, JS09] then directly correspond to
purely category-theoretical properties of δ.

To retrieve standard modal logic as an example of an abstract coalgebraic
logic, we set T = P being the covariant powerset functor (whose coalgebras
are Kripke frames), L = L□ being the functor which sends a Boolean algebra
B to the free Boolean algebra generated by the set of formal expressions {□b |
b ∈ B} modulo the familiar equations □(b1 ∧ b2) ≈ □b1 ∧ □b2 and □1 ≈ 1
(whose algebras are modal algebras), and define the natural transformation
δ such that it correspond to taking a Kripke frame to its complex modal
algebra. This is not only an example of an abstract coalgebraic logic, but
even of what we call a concrete coalgebraic logic in this thesis, meaning
that L□ is defined in terms of a presentation by operations and equations
[BK06, KP10, KR12], which essentially corresponds to an axiomatization of
the corresponding variety of modal algebras. In this thesis, to move from
the classical to the many-valued setting, we replace the (universal algebraic)
variety BA = HSP(2) generated by the two-element algebra 2 by varieties
A = HSP(D) generated by other finite algebras D of truth-degrees.

More specifically, we discuss coalgebraic logics (L′, δ′) for which L′ : A →
A is an endofunctor on the variety generated by a semi-primal algebra D.
Semi-primal algebras were introduced by Foster and Pixley [FP64a] to gen-
eralize primal algebras, which themselves were introduced by Foster [Fos53a]
as immediate generalizations of the two-element Boolean algebra. Although
usually not explicitly mentioned, modal extensions of semi-primal algebras
have been studied before in a number of papers on finitely-valued modal logic.
Standard examples of semi-primal algebras of truth-degrees in many-valued
logic include the finite MV-chains, whose modal extensions have been stud-
ied in [HT13], and the  Lukasiewicz-Moisil chains, whose extensions by tense
operators have been studied in [DG07]. Extending its signature by certain
unary operations, every algebra based on a finite bounded lattice can be ren-
dered semi-primal. For the semi-primal algebras thus obtained from finite
Heyting algebras, modal extensions have been studied in [Mar09]. Modal
extensions of finite FLew-algebras in general have been studied in [BEGR11],
and the recent paper [LL23] on coalgebraic many-valued logic also assumes
the algebra of truth-degrees to be a FLew-algebra, either extended by these
unary operations (rendering it semi-primal) or, even stronger, extended by
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the Baaz-delta [Baa96] and all constants (even rendering it primal). In this
thesis, we offer a uniform framework for all of the above (this was strongly
inspired by Maruyama [Mar12]) and explore it coalgebraically, notably also
through its relationship to Boolean coalgebraic logic.

That is, we describe a way to systematically lift a 2-valued coalgebraic
logic (L, δ) to obtain a D-valued coalgebraic logic (L′, δ′) with L′ : A → A.
We show that important properties at the level of abstract coalgebraic logics
like one-step completeness and expressivity of (L′, δ′) follow directly from
the corresponding properties of (L, δ). Furthermore, on the level of concrete
coalgebraic logics, we show that L′ has a presentation by operations and
equations given that L has one and, in certain cases, we demonstrate how one
can directly obtain such a presentation from the original one. For example,
this allows us to generalize algebraic completeness results for finitely-valued
modal logics (over crisp Kripke frames) as in [Mar09, HT13] and expressivity
results as in [MM18]. We emphasize again that, in the theory developed here,
these results are all direct consequences of the corresponding well-established
results of classical modal logic. This is some of the material of Chapter 4.

In order to achieve this, in Chapter 2 we study the category-theoretical re-
lationship between the varietyA generated by a semi-primal lattice-extension
and BA itself (i.e., on the ‘propositional level’). This also leads to results
interesting on their own. A classical theorem of Hu [Hu69, Hu71] states that
a category of algebras is equivalent to BA if and only if it is generated by a
primal algebra. We show that, also in the more general semi-primal case, the
relationship between A and BA is still very ‘close’. In fact, (for lattice-based
algebras) we generalize Hu’s Theorem by showing that a variety is generated
by a semi-primal algebra if and only if there is a certain constellation of ad-
junctions involving the Boolean skeleton and Boolean power functors. These
functors are also used to describe the more general subalgebra adjunctions,
which are ultimately used to lift coalgebraic logics as sketched in the previous
paragraph.

All of these studies also heavily rely on duality theoretical methods. There
is a well-known topological duality [KW74, CD98] between A and a cate-
gory StoneD of structured Stone spaces. In fact, we not only show how to
lift coalgebraic logics, but also how to lift algebra-coalgebra dualities like
Jónsson-Tarski duality [JT51, KKV03] or Došen duality [Doš89, BBdG22] to
this ‘semi-primal level’ (the semi-primal Jónsson-Tarski duality thus obtained
coincides with the one established directly in [Mar12]).

It is also illustrated throughout the thesis that the discrete counterpart
of StoneD, which we denote by SetD, provides an adequate framework for
the relational semantics of D-valued coalgebraic logics. Indeed, in Chapter 3
we introduce and study these many-valued modal logics not only over usual
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Kripke models, but over D-models, which are structures (X, v,R,Val) with
‘preconditions’ v : X → S(D) in the form of a subalgebra of D at every state.
The valuation Val : Prop×X → D needs to ‘respect’ these valuations in the
sense that Val(x, p) ∈ v(x) always holds (these semantics have previously
appeared only in the case of finite MV-chains in [HT13, Teh16]). The corre-
sponding D-frames arise as coalgebras for P ′ : SetD → SetD, a natural lifting
of the covariant powerset functor. In fact, the lifted coalgebraic logics (L′, δ′)
described above naturally are logics for functors over SetD rather than Set,
although the latter (i.e., the ‘usual’ semantics) can also easily be accounted
for via the former.

Similar considerations also motivate the work in Chapter 5, where there
is a shift in attention towards positive modal logic introduced by Dunn in
1995 [Dun95]. We study many-valued positive modal logic, narrowing down
our focus on finite positive MV-chains P Ln (the quasi-variety of positive MV-
algebras was recently introduced in [AJKV22]). First, we establish natural
dualities [CD98] for the varieties PMVn they generate and use this, for ex-
ample, to study their relationship to the variety DL of distributive lattices
using distributive skeletons and Priestley powers similar to what is done in
Chapter 2. Based on this, we introduce P Ln-valued positive modal logic
and study it by algebraic means. Again, we do this not only over Kripke
frames, but over what we call Posn-frames, which are somewhat derived from
the dualities and have a ‘richer structure’ including the ‘preconditions’ and
a partial order, similar to the semantics of positive modal logic on ordered
frames by Celani and Jansana [CJ97, CJ99]. We leave it for future work to
fully connect the work of Chapter 5 to the previous chapters by means of
a coalgebraic analysis, potentially not only for positive MV-chains but for
arbitrary (adequately defined) lattice-semi-primal algebras.

Structure and contributions of the thesis

In the following, we give a general overview of the structure of the thesis,
as well as some of its main novel research contributions. The structure of a
specific chapter or section is usually also summarized at its beginning. In ad-
dition, each chapter ends with an individual conclusion, in which some open
questions for further research related to the specific chapter are discussed. A
more general conclusion is also found at the end of the thesis.
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Chapter 1

In Chapter 1, which is mostly preliminary, we introduce the concept of pri-
mality and its variations, and we provide some examples of algebras which
fall under their scope. More specifically, in Section 1.1, we recall the def-
initions, equivalent characterizations and important properties of algebras
and varieties which are primal (Subsection 1.1.1), quasi- and semi-primal
(Subsection 1.1.2) and lattice-primal (Subsection 1.1.3). In Section 1.2, we
focus on examples of (mostly lattice-based) algebras which are primal (Sub-
section 1.2.1) or semi-primal (Subsection 1.2.2). We also give some charac-
terizations of variations of primality for bounded residuated lattices (Sub-
section 1.2.3) and end the chapter by recalling Murskĭı’s Theorem about
the ‘proportion’ of semi-primal algebras among all finite algebras (Subsec-
tion 1.2.4).

This chapter mostly serves introductory purposes. Nevertheless, the au-
thor hopes that it has merit both as an overview of primality and its vari-
ations and as a large assembly of examples of semi-primal bounded lattice
expansions with a focus on their occurrences in logic. Furthermore, the sys-
tematic study of variations of primality for finite bounded residuated lattices
of Subsection 1.2.3 to this extent has, to the best of the authors knowledge,
not been done prior.

Chapter 2

Chapter 2, based on the paper [KPT24b], centers around the category-
theoretical study of semi-primal varieties in terms of their relationship to
the variety of Boolean algebras. In Section 2.1, we recall a well-known topo-
logical duality for semi-primal varieties and provide a novel proof thereof.
In Section 2.2, we describe multiple adjunctions which connect this dual-
ity to Stone duality. We first give descriptions of these adjunctions on the
topological side (Subsection 2.2.1), before explaining their actions on the
algebraic side, in particular via Boolean skeletons (Subsection 2.2.2) and
Boolean powers (Subsection 2.2.3). These are also used in the description
of the more general subalgebra adjunctions (Subsection 2.2.4). At the end
of the section, we show how the existence of these adjunctions fully char-
acterizes semi-primality (Subsection 2.2.5). In Section 2.3, our focus shifts
towards the discrete version of the semi-primal duality. In particular, we give
two descriptions of the category of algebras involved in this duality (Subsec-
tion 2.3.1) and connect the discrete and topological dualities via an analogue
of the Stone-Čech compactification (Subsection 2.3.2).

While the topological duality from Section 2.1 is well-known, we provide
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a new proof of this duality, obtaining it as extension of the finite duality via
the Pro- and Ind-completion (Theorem 2.1.10). We use the same method in
the proof of the discrete duality (Corollary 2.3.8) and give a new character-
ization of the corresponding category of algebras in terms of their Boolean
skeletons (Theorem 2.3.10). The (according to the author’s judgement) most
remarkable results of Chapter 2 are found in Section 2.2, where it is shown
that the Boolean skeleton functor has two adjoints defined by taking cer-
tain Boolean powers (Theorems 2.2.12 and 2.2.17), and that the existence
of this constellation of adjunctions fully characterizes semi-primality of a
lattice-based algebra (Theorem 2.2.20). The latter is a generalization of
Hu’s Theorem (Theorem 1.1.4), which characterizes primal algebras purely
by its category-theoretical relation to the variety of Boolean algebras, to
semi-primal algebras.

Chapter 3

In Chapter 3, we introduce many-valued modal logic and study this logic in
the case where the algebra of truth-degrees is semi-primal. More specifically,
after giving a general overview of many-valued modal logic in Section 3.1,
we introduce the special case of semi-primal modal logic in Section 3.2.
There, we introduce the richer relational semantics on frames and models
with ‘local preconditions’ (Subsection 3.2.1) and prove that the logics have
the Hennessy-Milner property (Subsection 3.2.2). In Section 3.3, we develop
the algebraic framework to study these logics, proving algebraic complete-
ness with respect to the corresponding modal algebras (Subsection 3.3.1).
We also give an algebraic proof of a variation of the Goldblatt-Thomason
Theorem (Subsection 3.3.2).

One purpose of this chapter is to set-up and motivate the research of
Chapter 4. Nonetheless the chapter contains some novel results in its uni-
fied treatment of many-valued modal logic with both modalities □ and ♢
over a semi-primal algebra of truth-degrees. Most notably, these include the
algebraic study of these logics in Subsection 3.3.1, where the corresponding
varieties of modal algebras are axiomatized in general (Theorem 3.3.7) and
more specifically for various examples, like in the case of bounded residuated
lattices (Example 3.3.11).

Chapter 4

In Chapter 4, based on the papers [KP23, KPT24a], we extend the studies
of the previous chapter to the level of coalgebraic logics. In Section 4.1, we
set-up the chapter with an introduction to coalgebraic logic, in particular
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we define and give examples of algebras and coalgebras for a functor (Sub-
section 4.1.1) as well as abstract and concrete coalgebraic logics (Subsec-
tion 4.1.2), for which we also explain the properties of one-step completeness
and expressivity (Subsection 4.1.3). In Section 4.2, we begin our study of
many-valued coalgebraic logics, first specializing on primal algebras of truth-
degrees. We explain how to lift classical abstract coalgebraic logics to primal
varieties (Subsection 4.2.1) and obtain axiomatizations of these lifted logics in
some concrete cases (Subsection 4.2.2). In Section 4.3, we extend this study
from primal to semi-primal varieties. We show how to obtain semi-primal
algebra-coalgebra dualities from classical ones (Subsection 4.3.1) before pro-
viding similar techniques for abstract coalgebraic logics (Subsection 4.3.2).
Similarly to the primal case, we also explain how to lift axiomatizations in
concrete cases (Subsection 4.3.3) and end the section by reviewing definabil-
ity and the Goldblatt-Thomason Theorem from this coalgebraic perspective
(Subsection 4.3.4).

To the best of the author’s knowledge, this work is the first instance of
many-valued coalgebraic logics being investigated via the ‘abstract’ algebra-
coalgebra approach, and the author hopes that it succeeds in highlighting
the benefits of this approach. The main results of this chapter concern the
systematic method to lift algebra-coalgebra dualities (Theorem 4.3.4) and,
arguably more importantly, coalgebraic logics (Definition 4.3.20) from the
classical to the semi-primal level. We show that a many-valued coalgebraic
logic thus obtained inherits one-step completeness (Theorem 4.3.21) and ex-
pressivity (Theorem 4.3.22) from the classical coalgebraic logic it stems from.
Similarly, we exhibit close connections between these logics in the context of
definability (Subsection 4.3.4). We also discuss how to obtain axiomatiza-
tions for these lifted coalgebraic logics and provide some examples, including
the lifting of classical modal logic (Subsection 4.3.3).

Chapter 5

In Chapter 5, based on the papers [Poi23, Poi24], we study positive modal
logic in the many-valued setting, narrowing down our focus from the previous
chapters to the case of finite MV-chains. In Section 5.1, we apply the theory
of natural dualities in order to obtain optimal natural dualities for varieties
PMVn generated by finite positive MV-chains P Ln. After giving a brief intro-
duction to natural duality theory (Subsection 5.1.1) and introducing finite
positive MV-chains (Subsection 5.1.2), we establish said dualities (Subsec-
tion 5.1.3). We explore these dualities further in Section 5.2, where we give
an explicit description of the dual category in the three-valued case (Subsec-
tion 5.2.1), study the relationship to Priestley duality in terms of distributive
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skeletons and Priestley powers (Subsection 5.2.2), give characterizations of
the algebraically and existentially closed PMVn algebras (Subsection 5.2.3)
and describe the discrete dual category in the case of prime-indexed positive
MV-chains P Lp (Subsection 5.2.4). Building on this work, in Section 5.3 we
deal with positive modal logic over finite MV-chains. After giving a short in-
troduction to classical positive modal logic (Subsection 5.3.1), we introduce
semantics for the P Ln-valued ‘versions’ of this logic based on ordered rela-
tional frames and models with local preconditions (Subsections 5.3.2). We
prove algebraic completeness with respect to the corresponding modal PMVn-
algebras (Subsection 5.3.3) and utilize this in a specific example illustrating
how the richer semantics are ‘better-behaved’ than the usual relational se-
mantics in the context of definability and canonicity (Subsection 5.3.4).

The first main result of this chapter is the ‘final’ natural duality for PMVn

(Theorem 5.1.17), which leads to many interesting insights into the structure
of these varieties in Section 5.2. Most notably among them is (according to
the author’s judgement) the relationship between this duality and Priest-
ley duality in terms of an adjunction between the distributive skeleton and
Priestley power functors (Theorems 5.2.4 and 5.2.8). This also provides an
important tool to obtain the main results of the latter part of this chapter, in
which we study positive modal logic over P Ln based on richer relational se-
mantics (Subsection 5.3.2), proving algebraic completeness (Theorem 5.3.14).
To the best of the author’s knowledge, this (together with the paper [Poi24]
it is based on) is the first instance of a many-valued positive modal logic in
the literature.
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Chapter 1

Variations of primality

Recently there has emerged a different tendency, namely, to view
Boolean algebras structurally, as organic systems, rather than
algorithmically.

– Marshall H. Stone
(1938)1

In this chapter, we give an overview of primality and most of its varia-
tions which have previously been studied in universal algebra. We put special
emphasis on semi-primal algebras and the varieties they generate, since they
play a large role in later chapters of this thesis. We also provide a plethora
of examples of quasi-primal, semi-primal and primal algebras, with a partic-
ular focus on semi-primal bounded lattice-based algebras which arise in the
context of logic.

The chapter is structured as follows. In Section 1.1, we recall the ba-
sic definitions and equivalent characterizations of primal algebras (Subsec-
tion 1.1.1), quasi- and semi-primal algebras (Subsection 1.1.2) and lattice-
primal algebras (Subsection 1.1.3). In Section 1.2, we give examples of lattice-
based primal algebras (Subsection 1.2.1), chain-based semi-primal algebras
(Subsection 1.2.2), and we explore and give examples of quasi-primality and
semi-primality among residuated lattices (Subsection 1.2.3). At the end of
the chapter we briefly recall Murskĭı’s Theorem (Subsection 1.2.4).

The study of primality and its variations is a classical topic in universal
algebra, and most of the material covered in Section 1.1 has been estab-
lished during the ‘golden age’ of this study during the 1950s - 1970s (see,
e.g., [Fos53a, FP64a, Hu69, Pix71]). General overviews of this topic are, for
example, provided in [Qua79a, KP01, Wer78].

1[Sto38, p.1]

15
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Similarly, many of the examples collected in Section 1.2 are well-known.
As a notable exception we mention that, to the best of the author’s knowl-
edge, the study of variations of primality for residuated lattices from Subsec-
tion 1.2.3 has not been previously considered to this extent. This subsection
in particular is, like the entire chapter in general, partially based on [KPT24b,
Section 2] co-authored by the author of this thesis.

While we almost exclusively consider lattice-based algebras, further exam-
ples in more generality may, for instance, be found in [Bur92, Wer78, MY68].

Throughout this thesis, we assume that the reader is familiar with the
basic concepts and terminology of universal algebra and lattice theory (e.g.,
algebras, terms, subalgebras, products, congruences, varieties, Boolean al-
gebras, distributive lattices, . . . ), some introductory textbooks are [Grä79,
BS81, Ber11] for universal algebra and [DP02, Grä03] for lattice theory.

1.1 Definitions and characterizations

In this section, we recall basic definitions and equivalent characterizations
of primal algebras (Subsection 1.1.1), semi-primal and quasi-primal algebras
(Subsection 1.1.2) and lattice-primal algebras (Subsection 1.1.3).

1.1.1 Primality

Let 2 = ⟨{0, 1},∧,∨,¬, 0, 1⟩ denote the two-element Boolean algebra. A very
well-known fact about this algebra is that every k-ary operation f : {0, 1}k →
{0, 1} is term-definable in 2 (or, in the context of computer science, that
every logic gate can be obtained as a network of the basic Boolean gates).
As a straightforward generalization of this property, Foster introduced the
concept of primality in his generalized ‘Boolean’ theory of universal algebras
in 1953 [Fos53a, Fos53b] (therein, primal algebras are called functionally
strictly complete algebras ; to the best of the authors knowledge, Foster coined
the terminology ‘primal’ two years later in [Fos55]).

Definition 1.1.1 (Primal algebra). A finite non-trivial algebra P with carrier
set P is called primal if every operation f : P k → P (with k ≥ 1) is term-
definable in P.

Note that this definition does not require a primal algebra P to contain
constants (i.e., nullary operations) for all members of P in its signature.

Possibly explaining the terminology ‘primal’, the fields Z/pZ of prime-
order p (with constants 0 and 1 included in the language) are primal. Other
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examples of primal algebras which are more interesting from a logical point
of view are collected in Subsection 1.2.1.

The variety BA of Boolean algebras is generated by the two-element
Boolean algebra in the sense that BA = HSP(2). Therefore, it is an ex-
ample of a primal variety defined as follows.

Definition 1.1.2 (Primal variety). A variety A is called primal if there is a
primal algebra P ∈ A such that A = HSP(P).

Many ‘good’ properties of the algebra 2 and the variety BA directly trans-
fer to every primal algebra and variety, respectively. We proceed to describe
some of these properties. In the following, recall that the quasi-variety gen-
erated by a finite algebra M is given by ISP(M), and that a variety is called
arithmetical if it is congruence-distributive and congruence-permutable. For
notation, given a variety A, we use Aω to denote the full subcategory of finite
members of A. Given a class of algebras B, we use Pω(B) to denote the class
of all finite products of algebras in B.

Proposition 1.1.3. Let P be a primal algebra and let A = HSP(P) be the
primal variety it generates.

(1) The algebra P is simple, has no proper subalgebras, and the only ho-
momorphism P→ P is the identity idP ([Fos53b, Theorem 7.1]).

(2) The variety A is arithmetical ([FP64b, Theorem 2.8]).

(3) The variety A coincides with the quasi-variety generated by P, that is,
A = ISP(P) ([Fos53b, Theorem 9.2]).

(4) Every finite member of A is isomorphic to a direct product of P, that
is, Aω = IPω(P) ([Fos53b, Theorem 9.3]).

An algebra A for which the only automorphism A → A is idA is some-
times referred to as rigid . Thus, primal algebras are rigid due to part (1) of
the above proposition.

A straightforward consequence of Theorem 1.1.9 of the next subsection
is that conditions (1) and (2) of Proposition 1.1.3 are sufficient for P being
primal.

From an algebraic point of view, Proposition 1.1.3 shows that primal
varieties are similar to the variety BA. This has been verified from a category-
theoretical point of view by Hu in his famous theorem(s) from [Hu69, Hu71],
which can be subsumed as follows. To denote equivalence of two categories
C and D, we use C ≃ D.
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Theorem 1.1.4 (Hu’s Theorem). Let A be a variety. Then A is primal if
and only if A ≃ BA.

Hu’s original proof of this theorem is partially based on Stone duality
[Sto36, Sto37], the famous dual equivalence between BA and the category
Stone of Stone spaces , that is, compact, Hausdorff and zero-dimensional topo-
logical spaces (Stone duality is discussed in more detail at the beginning of
Section 2.1). More specifically, in [Hu69] Hu showed that every primal vari-
ety is dually equivalent to Stone, and together with Stone duality this clearly
yields sufficiency in Theorem 1.1.4 as A ≃ Stoneop ≃ BA.

While elegant, this duality-theoretical proof does not include a concrete
description of the two functors establishing the dual equivalence A ≃ BA.
Later on, in Section 2.2, we show that such a concrete description can be
obtained via Boolean skeletons and Boolean powers (see 2.2.13).

Lastly, let us mention here that Hu’s Theorem has been re-investigated
via Lawvere theories by Porst in [Por00].

1.1.2 Semi-primality and quasi-primality

In this subsection, we recall basic facts about semi-primal algebras and the
varieties they generate. The notion of semi-primality is on high importance
later on (in particular, in Chapters 2 to 4).

To set up the definition of semi-primal algebras, we first recall from Propo-
sition 1.1.3(1) that a primal algebra P can not have any proper subalgebra
S ⊊ P. Indeed, this is easy to see as follows. Suppose that S ⊊ P is a proper
subalgebra of an algebra P, and choose some elements p ∈ P\S and s ∈ S.
Then, no unary operation f : P → P with f(s) = p can be term-definable in
P, since every term of P necessarily preserves the subalgebra S in the sense
that f(S) ⊆ S.

Therefore, if one wants to ‘allow proper subalgebras’, the notion of pri-
mality has to be weakened accordingly. The appropriate weakening, semi-
primality, was inroduced by Foster and Pixley in 1964 [FP64a, FP64b].

Let D be an algebra2 and let f : Dk → D be a k-ary operation. We
say that f preserves subalgebras if, for every subalgebra S ⊆ D, it holds that
f(Sk) ⊆ S (operations which preserve subalgebras are also called conservative
in parts of the literature). Of course, since subalgebras are closed under
arbitrary terms, every operation which is term-definable in D necessarily
preserves subalgebras. In semi-primal algebras, sufficiency also holds.

2Throughout this thesis, we will often use the letter D to denote certain algebras, to
reflect the fact that we want to think of them as algebras of truth-degrees later on.
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Definition 1.1.5 (Semi-primal algebra). A non-trivial algebra D is called
semi-primal if every operation f : Dk → D (with k ≥ 1) which preserves
subalgebras is term-definable in D.

Semi-primal algebras are sometimes also referred to as subalgebra-primal
in the literature (see, e.g., [KP01]). However, throughout this thesis we will
keep Foster and Pixley’s original terminology. Similar to Definition 1.1.1, we
also refer to the corresponding varieties as semi-primal.

Definition 1.1.6 (Semi-primal variety). A variety A is called semi-primal if
there is a semi-primal algebra D ∈ A such that A = HSP(D).

It is obvious by definition that every subalgebra of a semi-primal algebra
is again semi-primal, and that a semi-primal algebra is primal if and only if
it has no proper subalgebras.

A further weakening of semi-primality is given by the notion of quasi-
primality, introduced by Pixley in 1970 [Pix70] (therein, quasi-primal al-
gebras are called simple algebraic algebras ; Pixley coined the term ‘quasi-
primal’ one year later in [Pix71]). Besides subalgebras, quasi-primality also
takes isomorphisms between subalgebras into consideration. Given an alge-
bra D, an internal isomorphism of D is an isomorphism φ : S1 → S2 between
(not necessarily proper or distinct) subalgebras of D. We say that an op-
eration f : Dk → D preserves internal isomorphisms if, for every internal
isomorphism φ as above, it satisfies φ(f(d1, . . . , dk)) = f(φ(d1), . . . , φ(dk)).

Definition 1.1.7 (Quasi-primal algebra). An non-trivial algebra D is called
quasi-primal if every operation f : Dk → D (with k ≥ 1) which preserves
subalgebras and internal isomorphisms of D is term-definable in D.

As usual by now, we will also refer to varieties as quasi-primal if they are
generated by some quasi-primal algebra.

If D is semi-primal, the only internal isomorphisms between non-trivial
subalgebras of D are the identities idS : S → S of non-trivial subalgebras
S ⊆ D. Indeed, suppose towards contradiction that there is an internal
isomorphism S1 → S2 between two non-trivial subalgebras of a semi-primal
algebra D. Then there exists some s ∈ S1 with φ(s) ̸= s. Choosing any s′ ∈
S1 with s′ ̸= s, the binary operation f : D2 → D defined by f(s, s′) = s′ and
f(x, y) = x otherwise preserves subalgebras and, therefore, can be defined
by a term-function of D. But this implies

φ(s′) = φ
(
f(s, s′)

)
= f

(
φ(s), φ(s′)

)
= φ(s)

and therefore s = s′, a contradiction.
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With the above fact established, it is easy to see that a quasi-primal alge-
bra D is semi-primal if and only if it has no internal isomorphisms between
non-trivial subalgebras except for the identities idS of subalgebras S ⊆ D.

Similar to Proposition 1.1.3, we collect some well-known properties of
quasi-primal algebras and varieties in the following. All of these were shown
by Pixley [Pix70], as generalizations of the corresponding facts for semi-
primal algebras due to Foster and Pixley [FP64a, FP64b].

Proposition 1.1.8. Let D be a quasi-primal algebra and A = HSP(D) be
the quasi-primal variety it generates.

(1) The algebra D is simple ([Pix70, Theorem 3.1]).

(2) The variety A is arithmetical ([Pix70, Theorem 3.4]).

(3) The variety A coincides with the quasi-variety generated by D, that is,
A = ISP(D) ([Pix70, Theorem 4.1(a)]).

(4) Every finite member of A is isomorphic to a direct product of subalge-
bras of D, that is, Aω = IPωS(D) ([Pix70, Theorem 4.1(b)]).

The corresponding facts for semi-primal algebras and varieties were al-
ready shown in [FP64a, Theorem 3.2] for (1), [FP64b, Theorem 2.8] for (2),
[FP64a, Theorem 4.1] for (3) and [FP64a, Lemma 7.3] for (4).

In the following, we recall various equivalent characterizations of quasi-
primality and their specializations to semi-primality. We begin with a well-
known characterization of quasi-primal algebras in terms of the varieties they
generate.

Theorem 1.1.9. Let D be a finite non-trivial algebra and A = HSP(D) be
the variety it generates.

(1) D is quasi-primal if and only if A is arithmetical and every non-trivial
subalgebra of D is simple ([Pix70, Theorem 5.1]).

(2) D is semi-primal if and only if A is arithmetical, every non-trivial sub-
algebra of D is simple and the only non-trivial internal isomorphisms
of D are the identities of subalgebras of D ([FP64b, Theorem 3.1]).

In particular, part (2) of the above theorem implies that every subalgebra
of a semi-primal algebra is rigid.

The next characterization of quasi-primality, due to Pixley [Pix71], is
given via the existence of a certain discriminator term. A discriminator
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algebra is an algebra D in which the ternary discriminator , that is, the
ternary operation t : D3 → D defined by

t(x, y, z) =

{
z if x = y

x if x ̸= y

is term-definable in D.

Theorem 1.1.10 ([Pix71, Theorem 3.2]). Let D be a finite non-trivial alge-
bra.

(1) D is quasi-primal if and only if it is a finite discriminator algebra.

(2) D is semi-primal if and only if it is a finite discriminator algebra and
the only non-trivial internal isomorphisms of D are the identities of
subalgebras of D.

It is also possible to characterize quasi-primal algebras via the existence
of a majority term. Recall that a majority term (or ternary near-unanimity
term) is a ternary term m(x, y, z) which satisfies the equations

m(x, x, y) = m(x, y, x) = m(y, x, x) = x.

In particular, every lattice ⟨L,∧,∨⟩ has a majority-term given by the median

m(x, y, z) = (x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z).

In the presence of a majority term, the famous Baker-Pixley Theorem [BP75,
Theorem 2.1] yields equivalent characterizations of quasi- and semi-primality.
Let D be a finite algebra with a majority term. Then the Baker-Pixley says
that an operation f : Dk → D is term-definable in D if and only if it every
subalgebra S of D2 is closed under f (where f is defined on D2 component-
wise as usual).

In the following, recall that the diagonal of a set A is given by ∆A :=
{(a, a) | a ∈ A} ⊆ A2. In particular, if A is an algebra then ∆A always is a
subalgebra of A2.

Theorem 1.1.11 ([BP75, Theorem 7.2]). Let D be a finite non-trivial alge-
bra.

(1) D is quasi-primal if and only if it has a majority term and every subal-
gebra of D2 is either a product of subalgebras or the graph of an internal
isomorphism of D.
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(2) D is semi-primal if and only if it has a majority term and every subalge-
bra of D2 is a product of subalgebras or the diagonal ∆S of a subalgebra
S ⊆ D.

Lastly, we recall an equivalent characterization of semi-primality for al-
gebras which are based on a bounded lattice. In the following theorem, the
equivalence between (i) and (ii) may be seen as a special instance of the
results of Foster’s [Fos67], in which a similar characterization is given for all
semi-primal algebras for which the intersection of all subalgebras contains at
least two elements.

Theorem 1.1.12. Let D be a finite algebra based on a bounded lattice D♭ =
⟨D,∧,∨, 0, 1⟩. Then the following are equivalent.

(i) D is semi-primal.

(ii) For every d ∈ D, the unary operation Td : D → D defined by

Td(x) =

{
1 if x = d

0 if x ̸= d

is term-definable in D.

(iii) The unary operation T0 from (ii) and, for every d ∈ D\{0}, the unary
operation τd : D → D defined by

τd(x) =

{
1 if x ≥ d

0 if x ≱ d

is term-definable in D.

(iv) The unary operation T0 from (ii) and, for every d ∈ D\{1}, the unary
operation ηd : D → D defined by

ηd(x) =

{
0 if x ≤ d

1 if x ≰ d

is term-definable in D.

Proof. Clearly (i) implies (ii), since all Td preserve subalgebras (since 0 and
1 are contained in every subalgebra of D) and, therefore, are term-definable
by semi-primality.
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Conversely, assuming (ii), we show that D is semi-primal using the char-
acterization of Theorem 1.1.10. First we show that the ternary discriminator
is term-definable in D. Consider the term

c(x, y) =
∨
ℓ∈L

(
(Tℓ(x) ∧ Tℓ(y)

)
,

which satisfies

c(x, y) =

{
1 if x = y

0 if x ̸= y

and d(x, y) := T0(c(x, y)) (note that this is the discrete metric on D). Now
we can define the ternary discriminator via

t(x, y, z) = (d(x, y) ∧ x) ∨ (c(x, y) ∧ z).

Next we show that the only internal isomorphisms of D are the identities of
subalgebras of D. Let φ : S1 → S2 be an internal isomorphism of D and let
s ∈ S1 be arbitrary. Then

1 = Tφ(s)
(
φ(s)

)
= φ

(
Tφ(s)(s)

)
.

Since φ(0) = 0, we necessarily have Tφ(s)(s) = 1, which is equivalent to
φ(s) = s. Therefore, (i) holds by Theorem 1.1.10.

(ii)⇒ (iii): If the Td are term-definable in D, we can also define

τd(x) =
∨
d′≥d

Td′(x).

(iii) ⇒ (ii): If T0 and the τd are term-definable in D, we can also define

Td(x) = τd(x) ∧
∧
d′>d

T0
(
τd′(x)

)
.

The equivalence (ii)⇔(iv) works similarly with

Td(x) = T0
(
ηd(x)

)
∧

∧
d′<d

ηd′(x),

finishing the proof.

In particular, this implies that every finite bounded lattice L may be
turned into a semi-primal algebra by adding all unary operations Tℓ to its
signature. Note that, as opposed to adding a constant for every member of
L, adding all operations Tℓ does not create new subalgebras.
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The unary operation T1 is also commonly referred to as Baaz delta due
to [Baa96], where extensions of Gödel logic by this unary operation (therein
denoted ∆) were studied.

Later on, in Subsections 1.2.2-1.2.3, we exclusively consider semi-primal
algebras which are based on bounded lattices. The unary operations Td and
τd play an important role in this study throughout this thesis.

In the following subsection, we discuss another direction in which one
may generalize primality in an ordered setting.

1.1.3 Lattice-primality

We now give a brief overview of an ordered version of primality, in particular
a lattice-ordered version. The concept of order-primality was, to the best of
the authors knowledge, first studied by Schweigert [Sch74] (in this German
paper, order-primal algebras are called ‘ordnungspolynomvollständig ’, i.e.,
order-polynomially complete).

Definition 1.1.13 (Order-primal & lattice-primal algebra). A finite ordered
algebra ⟨D,≤⟩ is called order-primal if, for every operation f : Dk → D (with
k ≥ 1), f is term-definable in D if and only if f preserves the order ≤. In
particular, an order-primal algebra is called lattice-primal if the order ≤ is a
lattice-order on D.

Note that this definition implies that all primitive operations of an order-
primal algebra need to be order-preserving. Also note that, in a lattice-primal
algebra ⟨D,≤⟩, the corresponding lattice-operations ∧ and ∨ are necessarily
term-definable.

As usual, we also refer to a variety generated by an order- or lattice-primal
algebra as order- or lattice-primal , respectively. Universal algebraic structure
theory for order-primal algebras (and varieties) with arbitrary orders ≤ is
rather complicated and non-uniform in the sense that it can heavily depend
on specific properties of the corresponding order (see, e.g., [DQS90, DRR05]).
However, lattice-primal algebras are arguably almost as ‘well-behaved’ as pri-
mal algebras. This is witnessed by the following theorem similar to Hu’s The-
orem (see Theorem 1.1.4). Recall that the variety DL of bounded distributive
lattices is the variety generated by the two-element bounded distributive lat-
tice 2 = ⟨{0, 1},∧,∨, 0, 1⟩, which is well-known to be lattice-primal (this can
be easily seen using the Baker-Pixley Theorem). The ‘lattice-ordered’ version
of Hu’s Theorem is due to Quackenbush [Qua79b] (also see [DR82, DW83]).

Theorem 1.1.14 ([Qua79b, Theorem 1]). Let A be a variety of algebras.
Then A is lattice-primal if and only if A ≃ DL.
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Later on, in Chapter 5, we indicate how a concrete algebraic description
of the functors involved in the categorical equivalence of the above theorem
can be obtained via distributive skeletons and Priestley powers.

1.2 Examples

In this section, we collect various examples of quasi-primal and, in particu-
lar, semi-primal algebras. Our focus lies on algebras which have a bounded
lattice-reduct, and which are significant in many-valued logic.

1.2.1 Post chains and other primal algebras

We begin with examples of primal algebras which have been previously stud-
ied in the context of logic. Note that, by definition of primality (see Defin-
tion 1.1.1), it is obvious that, for every n ∈ N, there is only one primal algebra
of size n up to term-equivalence. Nevertheless, from an applied perspective,
the choice of primitive operations might matter both from a technological
point of view (e.g., in designing many-valued circuits) and a philosophical
one (e.g., to interpret the elements and operations of the algebra in ques-
tion). For these reasons, we describe distinct (albeit term-equivalent) primal
algebras in this subsection.

Our first example is connected to one of the earliest instances of a many-
valued logic, introduced by Post in 1921 [Pos21].

Definition 1.2.1 (Post chain). Let n ≥ 1 be a natural number. The (n+1)-
element Post chain is given by

Pn = ⟨{0, 1
n
, . . . , n−1

n
, 1},∧,∨,′ , 0, 1⟩,

where ⟨{0, 1
n
, . . . , n−1

n
, 1},∧,∨, 0, 1⟩ is the usual bounded lattice-order on this

chain and the unary Post negation ′ is defined by 0′ = 1 and ( i
n
)′ = i−1

n
for

i = 1, . . . , n.

It was essentially already shown in Posts original work that, for every
n ≥ 1, the algebra Pn is primal [Pos21, Section 11] (also see [Fos53a, Theorem
35]). A finite axiomatization of the variety Postn := HSP(Pn) was found by
Rosenbloom in 1942 [Ros42].

As a side note, similar to the 2-element case, all primitive operations of
Pn can also be defined via a single binary operation

i
n
| j
n

= k
n

where k = max{i+ 1, j + 1} with addition modulo n+ 1,
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which can be seen as a generalized Sheffer-stroke. This insight is due to
Webb [Web36].

Our next example of a primal algebra arises in the context of the famous
four-valued Belnap-Dunn logic [Bel77, Dun76] and, more generally, of bilat-
tice logics as discussed by Arieli and Avron [AA96]. The basic idea is the
following. Consider the four-element set {t, f,⊤,⊥} with the intended mean-
ings of t and f being true and false, and of ⊤ and ⊥ being both (or contradic-
tion) and none (or unknown), respectively. This set can be (lattice)-ordered
both by the truth-order ≤t and the knowledge-order ≤k. These orders are
depicted in Figure 1.1.

≤t

f

t

⊤ ⊥

≤k

⊥

⊤

t f

Figure 1.1: The truth-order ≤t and the knowledge-order ≤k.

Definition 1.2.2. The four-element bounded implicative bilattice is given by

FOUR = ⟨{t, f,⊤,⊥},∧,∨,⊗,⊕,¬,⊃, t, f,⊤,⊥⟩.

Here, ⟨{t, f,⊤,⊥},∧,∨, t, f⟩ is the bounded lattice corresponding to ≤t and
⟨{t, f,⊤,⊥},⊗,⊕,⊥,⊤⟩ is the bounded lattice corresponding to ≤k. The
binary operation ⊃ is defined by x ⊃ y = y if x ∈ {t,⊤} and x ⊃ y = t
otherwise, and the unary operation ¬ exchanges t and t while fixing ⊤ and
⊥.

The variety HSP(FOUR) generated by FOUR is the variety of bounded
classical implicative bilattices and is axiomatized in Rivieccio’s doctoral dis-
sertation [Riv10, Definition 3.3.1]. Therein, it is also shown that the constant-
free reduct of FOUR is quasi-primal [Riv10, Proposition 4.2.2], which im-
mediately implies that FOUR itself is primal.

Lastly, we mention a recent example of a primal algebra in a logical
context due to Bucciarelli, Ledda, Paoli and Salbira [SBLP23]. They define
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the variety nBA of (pure) Boolean-like algebras of dimension n as the variety
generated by the algebra

n = ⟨{e1, . . . , en}, q, e1, . . . , en⟩,

where the n+ 1-ary operation q is a generalized if-then-else operation which
satisfies the equation

q(ei, x1, . . . , xn) = xi for every i = 1, . . . , n.

In the same paper, it is shown that n is primal [SBLP23, Lemma 4].
In the next subsection, we shift our focus to semi-primal algebras.

1.2.2 Finite MV-chains and other semi-primal alge-
bras

An algebraic counterpart of  Lukasiewicz(-Tarski) infinite-valued logic [ LT30]
is provided by MV-algebras , introduced by Chang in 1958 [Cha58]. The
variety MV of MV-algebras is generated by the standard MV-algebra

 L = ⟨[0, 1],⊙,⊕,∧,∨,¬, 0, 1⟩,

based on the real unit interval with its usual bounded lattice structure and
additional operations

x⊙ y = max{0, x+ y − 1}, x⊕ y = min{1, x+ y}, ¬x = 1− x.

A detailed overview of MV-algebras and their relationship to many-valued
logic may be found in the book [CDM00] (or [Mun11], for more advanced
topics). In this paper, we focus on finite MV-chains, that is, the following
finite subalgebras of the standard MV-algebra.

Definition 1.2.3 (Finite MV-chain). Let n ≥ 1 be a natural number. The
(n+ 1)-element MV-chain is given by

 Ln = ⟨{0, 1
n
, . . . n−1

n
, 1},∧,∨,⊙,⊕,¬, 0, 1⟩,

considered as a subalgebra of the standard MV-algebra.

As usual, we use MVn to denote the variety HSP( Ln) generated by  Ln and
call their members MVn-algebras .These varieties, first axiomatized by Grigo-
lia in 1977 [Gri77], provide appropriate algebraic counterparts of  Lukasiewicz
finitely-valued logics. Historically the first,  Lukasiewicz three-valued logic
[ Luk20] (in Polish, see [ Luk70] for an english translation) with  L2 as algebra
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of truth-degrees, is popular in the broader field of many-valued logics and
their applications to computer science and philosophy.

For every n ≥ 1, the finite MV-chain  Ln is semi-primal. A complete proof
of this fact is provided by Niederkorn in [Nie01, Proposition 2.1], however, it
was already known much earlier (see, e.g., [Dzi85]).

It is well-known that the subalgebras of  Ln are exactly given by

 Lk
∼= ⟨{0, ℓn , . . . ,

(k−1)ℓ
n

, 1},∧,∨,⊙,⊕,¬, 0, 1⟩,

where n = k · ℓ. Thus, the lattice S( Ln) of subalgebras of  Ln is isomorphic
to the bounded lattice of divisors of n.

Therefore, for all n ≥ 1, the algebra  Ln is semi-primal but not primal.
However, it is easy to see that it becomes primal when one adds a constant
for the element 1

n
, as every other non-zero element can be obtained as a ⊕-

sum of this element. This (nowadays obvious) fact was shown by S lupecki
already in 1936 for the three-valued case [S lu36].

Our next examples of semi-primal algebras are closely related to the
previous ones. Indeed, they were introduced by Moisil [Moi40] under the
name ‘ Lukasiewiczian algebras’ in the hope to provide algebraic semantics
for  Lukasiewicz finitely-valued logic.

Definition 1.2.4 ( Lukasiewicz-Moisil chain). Let n ≥ 1 be a natural number.
The (n+ 1)-element  Lukasiewicz-Moisil chain is given by

Mn = ⟨{0, 1
n
, . . . n−1

n
, 1},∧,∨,¬, 0, 1, (τ i

n
)ni=1⟩,

where ¬x = 1− x is the MV-negation and τ i
n

is the characteristic function

of the subset { j
n
| j ≥ i} as in Theorem 1.1.12.

As usual, we use LMn to denote the corresponding variety HSP(Mn) of
n-valued  Lukasiewicz-Moisil algebras. For an axiomatization of this variety
and further information about  Lukasiewicz-Moisil algebras in general we refer
to the book [BFGR91].

In this context, the unary operations τ i
n

are often called Chrysippian

endomorphisms3. Note that they coincide with the operations τd from The-
orem 1.1.12(iii). This theorem also shows that, for every n ≥ 1, the algebra
Mn is semi-primal, once we note that T0 is term-definable in Mn via τ1(¬x).

The subalgebras of Mn are in one-to-one correspondence with subsets
S ⊆ { i

n
| i ≥ ⌈n

2
⌉}, the corresponding subuniverse is then given by S ∪ ¬S

where ¬S = {¬s | s ∈ S}.
3After the stoic philosopher Chrysippus (279 - 206 BC).
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As mentioned above, the algebras Mn were intended to provide algebraic
semantics for  Lukasiewicz n-valued logics. However, as noted in [Cig70, p.2]
(attributed to personal communication with A. Rose), for n ≥ 4, this fails. In
this case, MVn can be identified with the proper subclass of LMn consisting
of proper LMn-algebras, identified by Cignoli in [Cig82]. The relationship
between MVn-algebras and LMn has been further studied by Iorgulescu in
a series of papers starting with [Ior98]. The logic associated with LMn is
nowadays usually called Moisil logic.

We conclude this subsection with another way to turn the (n+1)-element
chain into a semi-primal algebra. It is due to Davey and Gair [DG17], who
showed that the following Cornish algebras are semi-primal.

Definition 1.2.5 (Cornish chain). Let n ≥ 1 be a natural number. The n-th
semi-primal Cornish chain is given by

COn =
(
{0, 1

n
, . . . , n−1

n
, 1},∧,∨,¬, f, 0, 1

)
,

where ¬x = 1− x, f(0) = 0, f(1) = 1 and f( i
n
) = i+1

n
for 1 ≤ i ≤ n− 1.

For all n ≥ 1, the algebra COn is semi-primal. The proof of this fact can
be found in [DG17, Example 5.15]. The only proper subalgebra of COn is
given by the subuniverse {0, 1}.

Cornish algebras [Cor86] can be seen as generalized Ockham algebras ,
which provide an algebraic counterpart to a logic with a De Morgan negation,
but without excluded middle or double negation.

In the next subsection, we give examples of semi-primal algebras based
on lattices which are not necessarily linearly ordered.

1.2.3 Residuated Lattices and pseudo-logics

In this subsection, we mainly investigate variations of primality in the context
of residuated lattices. Due to the additional operations these structures carry,
simpler equivalent criteria for variations of primality may be obtained in this
context. In particular, we characterize and give examples of semi-primal
FLew-algebras. These algebras play an important role in many-valued logic
since, oftentimes, algebras of truth-degrees are chosen to be FLew-algebras.

In a similar vein, towards the end of this subsection we recall a sufficient
condition for quasi-primality of pseudo-logics from [DSW91, CD98]. Pseudo-
logics may be seen as generalizations of bounded residuated lattices, where
only a weak form of negation is contained as primitive operation (while resid-
uated lattices, in particular FLew-algebras, put more emphasis on a canonical
choice of implication).
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Classes of residuated lattices (introduced by Dilworth and Ward in the late
1930s [DW38, Dil39]) provide algebraic counterparts for many substructural
logics. For general surveys of residuated lattices and substructural logics, we
refer to the book [GJKO07] (also see [JT02]). In this thesis, we only consider
bounded residuated lattices.

Definition 1.2.6 (Bounded residuated lattice). A bounded residuated lattice
is an algebra

R = ⟨R,∧,∨, 0, 1,⊙, /, \, e⟩,

such that ⟨R,∧,∨, 0, 1⟩ is a bounded lattice, ⟨R,⊙, e⟩ is a monoid and the
residuation laws

x⊙ y ≤ z ⇔ x ≤ z/y ⇔ y ≤ x\z

hold in R. The bounded residuated lattice R is called integral if, in addition,
it satisfies e = 1.

In the following, we show that quasi-primality of a bounded residuated
lattice is equivalent to term-definability of τe (as defined in Theorem 1.1.12)
for its neutral element e. This is similar to [Jip03, pp.44-45], where the
analogous result is shown for τe ∧ e instead.

Proposition 1.2.7. Let R = ⟨R,∧,∨, 0, 1,⊙, /, \, e⟩ be a finite bounded
residuated lattice. Then R is quasi-primal if and only if

τe(x) =

{
1 if x ≥ e

0 if x ≱ e

is term-definable in R.

Proof. We use the equivalent characterization of quasi-primality from Theo-
rem 1.1.10 via the ternary discriminator.

First suppose that R is quasi-primal, then the ternary discriminator t is
term-definable in R. Then τe is term-definable via

τe(x) = ¬t(e, x ∧ e, 0).

Here, we use the usual definition ¬e = x\0. Indeed, if x ≥ e, then we have

¬t(e, x ∧ e, 0) = ¬t(e, e, 0) = ¬0 = 1,

where the last equation holds due to y ≤ ¬0 ⇔ 0 ⊙ y ≤ 0 and 0 ⊙ y = 0
(since 0⊙ y ≤ 0⇔ 0 ≤ 0/y which is always true).
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Conversely, assume that τe is term-definable in R. Similar to [Jip03, p.
45], we define x↔ y := x\y ∧ y\x and

t(x, y, z) =
(
z ∧ τe(x↔ y)

)
∨
(
x ∧ ¬(τe(x↔ y)

)
defines the ternary discriminator because

x = y ⇔ (x↔ y) ≥ e⇔ τe(x↔ y) = 1

and ¬1 = 0.

In particular, for bounded integral residuated lattices, quasi-primality
corresponds to term-definability of T1 (as defined in Theorem 1.1.12). In
particular, the following yields a sufficient condition for quasi-primality in
this case.

Corollary 1.2.8. Let R be a finite bounded integral residuated lattice. If
every element of R\{0, 1} is non-idempotent, then R is quasi-primal.

Proof. Suppose that every element a ∈ R satisfies a ⊙ a ̸= a. Then, since
R is integral, it follows from a ⊙ a ≤ a ⊙ 1 = a that a ⊙ a < a. Therefore,
since R is finite, for every a ̸= 1, there exists some na with ana = 0. Set
n = max{na | a ∈ R\{1}}. Then T1(x) = xn is term-definable and R is
quasi-primal by Proposition 1.2.7.

We can also give a slightly easier characterization of semi-primality for
bounded integral lattices as follows. They are exactly the ones for which
all τd are term-definable. Note that this is a weaker condition than that of
Theorem 1.1.12, where we additionally require T0 to be term-definable.

Proposition 1.2.9. Let R be a finite bounded residuated lattice. Then R is
semi-primal if and only if, for every r ∈ R\{0}, the unary operation

τr(x) =

{
1 if x ≥ r

0 if x ≱ r

is term-definable in R.

Proof. By Theorem 1.1.12, we know that R is semi-primal if and only if T0
and all τr are term-definable in R. Assume that all τr are term-definable in
R. As before, set ¬x = x\0. Then it is easy to see that T0 = τe(¬x) holds.
Indeed, by the residuation law we have

e ≤ x\0⇔ x⊙ e ≤ 0⇔ x = 0,

which finishes the proof.
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It also follows immediately from Proposition 1.2.7 that a bounded residu-
ated lattice Rc expanded with τe and a constant r̂ for every d ∈ R is primal.
In this case, it is also easy to see that we can define

τr(x) = τe(r̂\x)

for every r ∈ R. In particular, if the residuated lattice is integral, this
corresponds to the common expansion of the language in many-valued modal
logic by truth-constants and T1 (often denoted ∆), rendering the algebra of
truth-degrees primal.

Before we list a number of concrete examples, we show that, in the case
of FLew-algebras, the converse of Corollary 1.2.8 holds if R is linear. First we
introduce FLew-algebras. Recall that a residuated lattice is commutative if its
monoid operation ⊙ is commutative. In this case, the residuation operations
/ and \ coincide, and is simply denoted by →. A FLew-algebra is a bounded
integral commutative residuated lattice, explicitly defined as follows.

Definition 1.2.10 (FLew-algebra). A FLew-algebra is an algebra

R = ⟨R,∧,∨, 0, 1,⊙,→⟩

such that ⟨R,∧,∨, 0, 1⟩ is a bounded lattice, ⟨R,⊙, 1⟩ is a commutative
monoid and the residuation law

x⊙ y ≤ z ⇔ x ≤ y → z

holds in R.

Examples of famous subvarieties of the variety of FLew-algebras are the
variety of MV-algebras, the variety of Heyting algebras, the variety of Gödel
algebras and the variey of Boolean algebras.

In [Kow04, Theorem 3.10], Kowalski showed that a FLew-algebra R is
quasi-primal if and only if there is some n ≥ 0 such that

x ∨ ¬(xn) = 1 (1.1)

is satisfied in R, where, as usual, we define ¬x as x→ 0 and xn refers to the n-
th power with respect to ⊙ (in fact, Kowalski even showed that every variety
of FLew-algebras satisfying the above equation is a discriminator variety).

With this, we can prove the following partial converse of Corollary 1.2.8.

Corollary 1.2.11. Let R be a finite FLew-algebra based on a chain. Then R
is quasi-primal if and only if no element of R\{0, 1} is idempotent.
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Proof. We already showed that the condition is sufficient in Corollary 1.2.8.
For necessity, assume that a ∈ R\{0, 1} is idempotent. Then ¬a < a, since
for all b ≥ a we have a ⊙ b ≥ a ⊙ a = a. Therefore, for all n ≥ 1, we have
a ∨ ¬(an) = a ∨ ¬a = a ̸= 1. Therefore, R does not satisfy Equation (1.1),
i.e., it is not quasi-primal.

We now give some concrete examples of semi-primal bounded residu-
ated lattices. We begin with some semi-primal FLew-chains. Due to Corol-
lary 1.2.11, we only need to consider FLew-algebras without idempotent el-
ements a /∈ {0, 1}. In [GJ17], Galatos and Jipsen provide a list of all finite
residuated lattices of size up to 6. In the following, we use the notation used
therein.

The only quasi-primal FLew-chain with three elements is  L2, and, there-
fore, semi-primal. There are two quasi-primal FLew-chains with 4 elements,
R4,1

1,5 and R4,1
1,6, and there are six quasi-primal FLew-chains with 5 elements

R5,1
1,17, . . . ,R

5,1
1,22. All of them are depicted in Figure 1.2.
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R5,1
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c = a2 = b2
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R5,1
1,22

Figure 1.2: The quasi-primal FLew-chains of order four or five.

The algebra R4,1
1,5 is semi-primal because its only proper subalgebra is

given by {0, a, 1} (note that b → 0 = a implies that a is in the subalgebra



34 CHAPTER 1. VARIATIONS OF PRIMALITY

generated by b). The algebra R4,1
1,6 coincides with  L3 and, therefore, is also

semi-primal.
Among the quasi-primal FLew-chains of order 5, all except R5,1

1,17 are semi-
primal. For a detailed proof of this fact, see [KPT24b, Appendix A]. In
that same appendix, to also provide examples of FLew-algebras which are not
based on a chain, it is also shown that the algebras R6,2

2,11 and R6,3
1,9 of order

6 depicted in Figure 1.3 are semi-primal.

1

a

b

c = a2 d

ab

R6,2
1,11

1

a

b c

d = a2 = c2

ab = bc

R6,3
1,9

Figure 1.3: Two semi-primal FLew-algebras of order six.

On the negative side, Corollary 1.2.11 implies that there are finite Heyting
algebras , i.e., FLew-algebras where ⊙ = ∧, which are not quasi-primal. In
particular, it shows that the finite Heyting chains (also known as finite Gödel
chains) are not quasi-primal. However, there are various expansions of Heyt-
ing algebras which are quasi-primal. Among them are the finite bi-Heyting
algebras (introduced in [Rau74] under the name ‘semi-Boolean algebras’),
which arise in the context of bi-intuitionistic logic. A bi-Heyting algebra is
a Heyting algebra with a binary ‘co-implication’ ←, which satisfies the dual
residuation law

x← y ≤ z ⇔ x ≤ y ∨ z.

It is easy to see that
(
(1← x)→ 0

)
defines the unary operation T1 in every

bi-Heyting algebra with a unique atom and
(
1← (x→ 0)

)
defines η0 in every

bi-Heyting algebra with a unique co-atom. Therefore, by Proposition 1.2.7,
every finite bi-Heyting algebra with a unique atom is quasi-primal. While
the three-element bi-Heyting chain is semi-primal as well (because it only
has one proper subalgebra, which is rigid), every bi-Heyting chain of length
≥ 4 only becomes semi-primal after adding all unary terms τd to satisfy the
condition of Proposition 1.2.9.
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To also give examples of semi-primal algebras based on bounded residu-
ated lattices which are non-integral (i.e., satisfying 1 ̸= e), we consider the
De Morgan monoids C4 and D4 depicted in Figure 1.4.

0

e

a

1 = a2

0

1 = a2

e a

Figure 1.4: The De Morgan monoids C4 and D4.

They are bounded commutative residuated lattices with an additional
involution ∼ which, in both examples, is defined by ∼e = a and ∼0 = 1.
Our names for these algebras are the same as in the paper [MRW19] by
Moraschini, Raftery and Wannenburg, where it is shown that these alge-
bras generate minimal subvarieties of the variety of all De Morgan monoids
[MRW19, Theorem 6.1]. That paper also shows that the respective e-free
reducts C−

4 and D−
4 generate minimal proper extensions of BA inside the va-

riety of all relevant algebras [MRW19, Theorem 7.8]. Furthermore, the first
part of the following claim is also shown therein [MRW19, p.2793].

Proposition 1.2.12. The De Morgan monoids C4 and D4 are primal. Their
e-free reducts C−

4 and D−
4 are semi-primal relevant algebras.

Proof. Starting with C4, we directly verify that it satisfies characterization
(ii) from Theorem 1.1.12. First we define T1 and, therefore, T0(x) = T1(∼x).
As in [DSW91], we do this by, for all ℓ ∈ {0, e, a}, defining unary terms uℓ
satisfying uℓ(1) = 1 and uℓ(ℓ) = 0. For instance, we can define such terms
by

u0(x) = x, ue(x) = ∼
(
(∼x)2

)
and ua(x) = ∼

(
(∼x)⊙ 1

)
.

Through these terms we can clearly define T1(x) = u0(x) ∧ ue(x) ∧ ua(x).
Lastly, we need to define τℓ for ℓ ∈ {e, a}. Again, it suffices to find terms τ ∗ℓ
which satisfy

τ ∗ℓ (x) =

{
1 if x ≥ ℓ

̸= 1 if x ̸≥ ℓ,

since then we get τℓ = T1(τ
∗
ℓ ). Our desired terms are given by

τ ∗e (x) =
(
(∼x)2 ⊙ x

)
∨ x2 and τ ∗a (x) = x2.
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This concludes the proof for C4. The proof for D4 is completely analogous,
except that we use τ ∗e (x) =

(
(∼x)2 ⊙ x

)
∨ x instead. Thus, we showed that

these two algebras are semi-primal, and since they don’t have any proper
subalgebras they are primal. Since we never relied on the constant e in
the above, the second part of the statement follows. Note that, for both
algebras, if we exclude e from the signature, then {0, 1} becomes a proper
subalgebra.

We end this subsection with a discussion of quasi-primal pseudo-logics,
as defined in [CD98, p.121].

Definition 1.2.13 (Pseudo-logic). A pseudo-logic is an algebra

L = ⟨L,∧,∨,′ , 0, 1⟩,

where ⟨L,∧,∨, 0, 1⟩ is a bounded lattice and the unary operation ′ (called
the pseudo-negation) satisfies 0′ = 1 and 1′ = 0.

In particular, every bounded integral residuated lattice defines a pseudo-
logic with its canonical negation x′ = x\0.

In [DSW91], Davey Schumann and Werner showed that a finite pseudo-
logic L is quasi-primal if the following two properties are satisfied:

1. There is no a ∈ L\{0} with a′ = 1,

2. For all a ∈ L there exists an n ≥ 1 with a ∧ a(2n) = 0 (where a(k)

denotes the k-fold iteration of ′ on a).

Together with the characterization of semi-primality from Theorem 1.1.10,
we can use this to find examples semi-primal pseudo-logics. For this, we only
need to assure that the conditions mentioned above are satisfied and that
there are no non-trivial internal isomorphisms. For example, the pseudo-
logics depicted in Figure 1.5 are semi-primal (in this figure, the pseudo-
negation ′ is indicated by dotted arrows).

While semi-primal algebras may seem rare, in the next subsection we
recall a theorem which states that, in some sense, almost all algebras in a
fixed signature are semi-primal.

1.2.4 Murskĭı’s Theorem

In the following we recall Murskĭı’s surprising theorem about the ratio of
semi-primal algebras of a fixed signature compared to that of all algebras of
that signature under increasing order. The original result was proved in 1975
[Mur75] (in Russian), the version we recall here is found in [Ber11, Section
6.2].
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Figure 1.5: Three examples of semi-primal pseudo-logics.

Theorem 1.2.14 (Murskĭı’s Theorem). Let σ be an algebraic language which
contains at least one operation symbol which is at least binary. Let Aσ,n be
the number of algebras of type σ and size n and let SPσ,n be the number of
such algebras which are semi-primal. Then

lim
n→∞

SPσ,n
Aσ,n

= 1.

In fact, assuming that σ contains at least two operations, at least one
of which is at least binary, then the same holds even for the ratio of primal
algebras amongst all algebras (see, e.g., [Ber11, Theorem 6.17]). For a sig-
nature σ which only contains one single operation which is at least binary,
the ratio of primal algebras converges towards 1

e
≈ 0.368 (this is attributed

to unpublished notes of R. O. Davies in [Qua79a]).
In the light of Theorem 1.2.14, one may justify the claim that almost all

finite lattice-based algebras are (semi-)primal.

1.3 Conclusion of Chapter 1

In this short preliminary chapter, we gave an overview of some variations
of primality and a number of examples of (semi-)primal bounded lattice
reducts. In the next chapter, we study semi-primal varieties from a category-
theoretical point of view and in Chapter 4 we put this to use in our study of
many-valued coalgebraic logic with a semi-primal algebra of truth-degrees. In
(the conclusion of) Chapter 5, we approach an appropriate notion of lattice-
semi-primal algebra (combining lattice-primality and semi-primality) as well.
Our main examples for such algebras are the positive MV-chains P Ln, that
is, the finite MV-chains  Ln without negation.

In Subsection 1.2.3, we gave some criteria to recognize quasi-primal and
semi-primal residuated lattices (possibly with additional structure). We leave
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a more exhaustive study and a complete characterization of variations of
primality for residuated lattices open for future research.

Another interesting question for future research is that of analogues of
primality for infinite algebras. A direct adaptation of Definition 1.1.1, as
for instance investigated in [vN14], necessarily requires algebras with infi-
nite signatures. In the author’s opinion, it would be interesting to find some
analogues of (quasi/semi/etc.)-primality which work for infinite algebras with
finite signatures. In particular, motivated by the examples  Ln, is there a gen-
eralization of semi-primality which applies to the standard MV-chain [0, 1] L?
For example, while the characterization of Theorem 1.1.12(ii) does not hold
anymore in this algebra, it is still possible to separate values via terms, in
the sense that for all r1, r2 ∈ [0, 1], there exists a unary MV-term Tr1,r2(x)
with r1 7→ 1 and r2 7→ 0.



Chapter 2

Perspectives on semi-primal
varieties

‘Nevertheless, this might be of use in all sorts of later investigations in
algebraic topology and elsewhere. We could add a couple of footnotes to
the present paper.’
So much for the initial proposal that there should be a new subject -
now called category theory.

– Saunders Mac Lane
(2002, quoting a letter to Samuel Eilenberg from 1942)1

In this chapter, we study varieties generated by semi-primal bounded
lattice expansions by means of category theory. We discuss a well-known
topological duality for such semi-primal varieties, and we explore the rela-
tionship between Stone duality and this topological duality. In particular, we
show that there are various adjunctions between BA and any lattice-based
semi-primal variety A, which can be described in terms of the Boolean skele-
ton and the Boolean power constructions. Later on, in Chapter 4, we make
use of the subalgebra adjunctions discussed here (Subsection 2.2.4) in or-
der to lift algebra/coalgebra dualities as well as coalgebraic logics from the
classical to the semi-primal level.

From now on, for the entirety of Chapter 2 and throughout many parts
of the chapters that follow, we fix the following assumption and notation.

Assumption 2.0.1 (Main Assumption). The algebra D is a semi-primal al-
gebra with a reduct D♭ = ⟨D,∧,∨, 0, 1⟩ which is a bounded lattice. We use
A := HSP(D) to denote the variety generated by D. Furthermore, we use
E := ⟨0, 1⟩ to denote the unique smallest subalgebra of D.

1[ML02, p.130]

39
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Note that all examples of semi-primal algebras considered in Section 1.2
are lattice-based and, therefore, satisfy this assumption.

The chapter is structured as follows. In Section 2.1, we present and
provide a new proof of a well-known dual equivalence between the semi-
primal variety generated by D and a category StoneD of structured Stone
spaces. In Section 2.2, we study various adjunctions between StoneD and
Stone, as well as their algebraic duals. We show that the dual of the for-
getful functor StoneD → Stone corresponds to the Boolean skeleton functor
(Subsection 2.2.2), which has two adjoints taking certain Boolean powers,
and we show that this situation completely characterizes semi-primality of
a lattice-based algebra D (Subsections 2.2.3 and 2.2.5). We also describe
the subalgebra adjunctions which we will use in Chapter 4 to lift coalgebraic
logics (Subsection 2.2.4). Lastly, in Section 2.3, we discuss canonical exten-
sions of algebras in semi-primal varieties and we show that they are fully
characterized by their Boolean skeletons (Subsection 2.3.1). We also relate
the topological and the discrete semi-primal dualities via an adaptation of
the Stone-Čech compactification (Subsection 2.3.2).

The topological duality for semi-primal varieties discussed in Section 2.1
goes back to Keimel and Werner [KW74], who presented it in terms of
sheaves. It has also been re-phrased in terms of natural dualities in [DW83,
CD98]. However, we give a proof of this duality for lattice-based algebras
which does neither rely on sheaves nor on the theory of natural dualities.
Instead, the proof based on techniques from [Joh82] proceeds by lifting the
dual equivalence between the corresponding categories of finite objects to the
level of the Ind- and Pro-completions. We also employ these techniques to
establish the discrete version of this duality in Section 2.3, in order to study
canonical extensions in this setting. From the point of view of natural duali-
ties, canonical extensions have also been studied in a more general setting in
[DP12, DHP17] (however, we do not rely on the results therein). Categories
similar to StoneD and SetD (see Definitions 2.1.2 and 2.3.1) have been stud-
ied before in the context of fuzzy sets, initially by Goguen [Gog67, Gog74]
and later on, for example, in [Bar86, Wal04].

This chapter may be seen as an extended version of [KPT24b, Sections
3-5] co-authored by the author of this thesis.

From now on, we assume familiarity with basic concepts and terminol-
ogy of category theory (e.g., morphism, adjunction, natural transformation,
limits and colimits, . . . ). A standard reference is the introductory text-
book [ML97], we additionally refer the reader to [Joh82] for Pro- and Ind-
completions and [AHS06] for information about topological functors.
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2.1 Semi-primal topological duality

In this section, we introduce a well-known topological duality for the variety
A, originally due to Keimel and Werner [KW74] (also see [CD98, Theorem
3.3.14] for a description via natural dualities). We introduce the category
StoneD dual to A and give a self-contained proof of this duality. For this,
we use techniques described in [Joh82], based on the categorical completions
under filtered colimits (i.e., the Ind-completion) and cofiltered limits (i.e.,
the Pro-completion), respectively.

To set the scene, recall that one of the nicest ‘features’ of the variety
of Boolean algebras BA is the famous Stone duality [Sto36] . Categorically
speaking, it asserts that there is a dual equivalence between BA and the cate-
gory Stone of Stone spaces (that is, compact, Hausdorff and zero-dimensional
topological spaces) with continuous maps. It is established by the following
contravariant functors Σ: BA→ Stone and Π: Stone→ BA.

Stone
Π

-- BA
Σ

mm

Given a Boolean algebra B, the corresponding Stone space Σ(B) is based on
the set

Σ(B) = {u ⊆ B | u is an ultrafilter of B},

that is, the collection of ultrafilters of B (recall that an ultrafilter is a maximal
proper subset which is upwards closed and closed under finite meets). The
topology on Σ(B) is generated by the basis consisting of

Ub = {u ∈ Σ(B) | b ∈ u} for all b ∈ B.

Conversely, given a Stone space X, the Boolean algebra Π(X) consists of
the clopen (i.e., closed and open) subsets of X with the usual set-theoretical
Boolean operations. Both functors Σ and Π are defined on morphisms via
preimages.

Equivalently up to natural isomorphism, Σ and Π are given by the hom-
functors

Σ ∼= BA(−,2) and Π ∼= Stone(−, 2),

where in the latter equation 2 denotes the two-element discrete space. Stone
duality can now be subsumed as follows.

Theorem 2.1.1 (Stone duality). The functors Σ and Π defined above estab-
lish a dual equivalence between BA and Stone.
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We now discuss a similar topological duality for A. First we introduce
the category of topological structures which will turn out to be dual to A. In
the following, we always consider the subalgebra lattice S(D) as a complete
lattice in the usual sense, that is, ordered by inclusion where S1 ∧ S2 is the
intersection S1 ∩ S2 and S1 ∨ S2 is the subalgebra generated by the union
S1 ∪ S2.

Definition 2.1.2 (The category StoneD). The category StoneD has objects
(X,v) where X ∈ Stone is a Stone space and

v : X → S(D)

assigns to every point x ∈ X a subalgebra v(x) ⊆ D, such that for every sub-
algebra S ⊆ D, the preimage v−1(S↓) is closed. A morphism f : (X1,v1)→
(X2,v2) in StoneD is a continuous map X1 → X2 which satisfies

v2

(
f(x)

)
≤ v1(x).

for every x ∈ X1.

In the framework of natural dualities [CD98], the category X dual to A
is defined slightly differently, using Stone spaces with closed unary relations
(i.e., subsets) instead. In the following remark, we show that this category
is isomorphic to StoneD.

Remark 2.1.3 (Relationship to natural dualities). Let X be the category with
objects

(
X, {RS | S ∈ S(D)}

)
, where X ∈ Stone and RS is a closed subset of

X for each subalgebra S ⊆ D, satisfying the two conditions

� RD = X,

� RS1 ∩RS2 = RS1∩S2 for all S1,S2 ∈ S(D).

A morphism f :
(
X1, {RS

1 | S ∈ S(D)}
)
→

(
X2, {RS

2 | S ∈ S(D)}
)

in X is a
continuous relation-preserving map X1 → X2, that is, it satisfies x ∈ RS

1 ⇒
f(x) ∈ RS

2 for all x ∈ X1 and S ∈ S(D).
The categories X and StoneD are isomorphic, as witnessed by the follow-

ing mutually inverse functors Φ and Ψ. The functor Φ: X → StoneD is given
on objects by

(
X, {RS | S ∈ S(D)}

)
7→ (X,vR), where

vR(x) =
∧
{S | x ∈ RS}.

The functor Ψ: StoneD → X is given on objects by (X,v) 7→
(
X, {RS

v | S ∈
S(D)}

)
, where

RS
v = v−1(S↓).
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Both Φ and Ψ map every morphism to itself. To check that Φ and Ψ are
mutually inverse, we note that ΨΦ(X, {RS | S ∈ S(D)}) = (X, {RS

vR
| S ∈

S(D)}) by definition satisfies

x ∈ RS
vR

= v−1
R (S↓)⇔ vR(x) =

∧
{T | x ∈ RT} ≤ S⇔ x ∈ RS,

where the implication ⇒ of the last equivalence is due to the fact that the
RS are compatible with intersections.

Conversely, we note that ΦΨ(X,v) = (X,vRv) by definition satisfies

vRv(x) =
∧
{S | x ∈ RS

v} =
∧
{S | x ∈ v−1(S↓)} = v(x)

as desired. This finishes the proof. ■

In the following, we describe two contravariant functors Σ′ : A → StoneD

and Π′ : StoneD → A which, as we shall see later, establish a dual equivalence
which generalizes Stone duality as described above.

StoneD

Π′
-- A

Σ′
mm

For an algebra A ∈ A, we define Σ′(A) ∈ StoneD by

Σ′(A) =
(
A(A,D), im

)
where im takes a homomorphism u : A → D to its image im(u) = u(A) ∈
S(D). A clopen subbase for the topology on A(A,D) is given by the collec-
tion of sets of the form

[a : d] = {u ∈ A(A,D) | u(a) = d} for all a ∈ A, d ∈ D.

On the homomorphism h ∈ A(A1,A2), the functor Σ′ acts via composition

Σ′h : A(A2,D)→ A(A1,D)

u 7→ u ◦ h.

Note that this is a morphism in StoneD since im(u ◦ h) ≤ im(u).
Before we define the functor Π′, we need to find a canonical way to con-

sider D as a member of StoneD. For this, simply endow D with the discrete
topology and

⟨·⟩ : D → S(D)

mapping every element d ∈ D to the subalgebra ⟨d⟩ ≤ D it generates. Now,
as expected, we can define the functor Π′ on objects (X,v) ∈ StoneD via

Π′(X,v) = StoneD

(
(X,v), (D, ⟨·⟩)

)
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with the algebraic operations defined pointwise. This means that the carrier-
set of Π′(X,v) is the set of continuous maps α : X → D which respect v in
the sense that they satisfy

α(x) ∈ v(x)

for all x ∈ X. Again, on morphisms f : (X1,v1) → (X2,v2) the functor is
defined via composition

Π′f : StoneD

(
(X2,v2), (D, ⟨·⟩)

)
→ StoneD

(
(X1,v1), (D, ⟨·⟩)

)
α 7→ α ◦ f.

This is well-defined due to the condition on morphisms in StoneD, which
implies

(α ◦ f)(x) = α
(
f(x)

)
∈ v2

(
f(x)

)
≤ v1(x)

for all x ∈ X1. It is also clearly a homomorphism since the operations are
defined pointwise.

The dual equivalence between StoneD and A has first been described by
Keimel and Werner in [KW74], who proved it via the theory of sheaves.
This duality also fits the general framework of natural dualities, as shown
in the book by Clark and Davey [CD98, Theorem 3.3.14]). In the following,
we present and prove this duality theorem in a self-contained way which
particularly suits our purpose. Our proof relies on categorical constructions
from [Joh82] and, to the best of the authors knowledge, first appeared in
[KPT24b].

Theorem 2.1.4 (Semi-primal topological duality). The functors Σ′ and Π′

defined above establish a dual equivalence between A and StoneD.

In particular, in the case where D = 2 is the two-element Boolean algebra,
we recover Stone duality as described in Theorem 2.1.1 (if D is primal, then
StoneD is isomorphic to Stone since S(D) = {D} is a one-element poset). In
this case, we proceed to denote the functors involved by Σ and Π (instead of
Σ′ and Π′).

In the remainder of this section, we work to provide an alternative proof
of Theorem 2.1.4. The idea is to directly prove the duality on the finite level,
and then lift it to the infinite level using certain categorical completions. In
the following, recall that a category I is filtered if it satisfies the following
three properties:

� I is not empty.

� For all i, j ∈ I, there is some k ∈ I for which morphisms i → k and
j → k exist.
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� For all parallel morphisms f, g : i → j there is some k ∈ I and a
morphism h : j → k such that h ◦ g = h ◦ g.

Note that this generalizes the notion of directed poset, since a poset is filtered
as a category if and only if it is directed. Of course, we say that a category
I is cofiltered if Iop is filtered. As usual, we call the limit of a small diagram
I → C cofiltered if I is filtered, and similarly we define filtered colimits . It
was shown in [AN82] that filtered and directed colimits are ‘essentially the
same’. Colimits over directed diagrams are also (misleadingly) referred to as
inductive (or direct) limits, which explains the name Ind-completion. Simi-
larly, limits over codirected diagrams are sometimes referred to as projective
(or inverse) limits, which explains the name Pro-completion.

Definition 2.1.5 (Ind-&Pro-completion). Let C be a finitely complete and
cocomplete category. The Ind-completion of C, denoted Ind(C), is the com-
pletion of C under filtered colimits. Dually, the Pro-completion of C, denoted
Pro(C) is the completion of C under cofiltered limits.

More material about these completions can be found in Johnstone’s book
[Joh82, Chapter VI] (in particular, a more rigorous definition of the Ind-
completion is given in VI.1.2 therein). This book also contains some notes
about the history and development of these topics.

As an example, is is easy to see that Ind(Setω) ≃ Set, since every set can
be written as a directed union (i.e., a filtered colimit) of its finite subsets. As
another example, it is also well-known that Ind(BAω) ≃ BA which, together
with Stone duality, also implies Pro(Setω) ≃ Stone (because by definition it
holds that Pro(C) ≃ Ind(Cop)op). More generally, Ind(Vω) ≃ V holds for every
locally finite variety of algebras V (see, e.g., [Joh82, VI.2.2]).

Lemma 2.1.6 ([Joh82, Lemma VI.3.1]). Let C and D be essentially small,
finitely complete and cocomplete categories which are dually equivalent. Then
Ind(C) is dually equivalent to Pro(D) as well.

Dualities arising this way are sometimes (e.g., in [Joh82]) called Stone-
type dualities .

Our argument to prove Theorem 2.1.4 now has the following outline. The
role of C will be played by Aω. Since A is locally finite (see, e.g., [CD98,
Lemma 1.3.2]), as mentioned above already, we know that Ind(Aω) ≃ A
holds. The role of D will be played by StoneωD. Since the topology doesn’t
matter here (because it is always discrete), we will denote this category by
SetωD instead. To get the finite dual equivalence, we first make the following
observation.
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Lemma 2.1.7. Let S1, . . . ,Sn be subalgebras of D. Then the set of ho-
momorphisms A(

∏
i≤n Si,D) consists exactly of the projections followed by

inclusions
pri :

∏
i≤n

Si → Si ↪→ D

in each component i ≤ n.

Proof. Our proof is similar to the one of [CGL18, Theorem 2.5]. Start with
a homomorphism u :

∏
i≤n Si → D. Since, due to Proposition 1.1.8(2), the

variety A is congruence-distributive, it has the Fraser-Horn property, mean-
ing that the congruence θ := ker(u) is a product of congruences θi on Si. By
the isomorphism theorem we find

(
∏
i≤n

Si)/θ ∼=
∏
i≤n

(Si/θi) ∼= im(u).

Since im(u) is a subalgebra of D and thus simple (Proposition 1.1.8(1)), at
most one factor of

∏
i≤n(Si/θi) can be non-trivial. Since im(u) contains at

least two elements (that is, 0 and 1), precisely one factor, say Sj/θj, is non-
trivial. Since Sj is itself semi-primal, it is simple, so Sj/θj ∼= Sj. Therefore, u
induces an internal isomorphism Sj ∼= im(u), but since Sj is semi-primal this
can only be the identity on Sj, thus u coincides with the projection prj.

With this at hand, it is easy to establish the semi-primal duality on the
finite level. In the special case D = 2, this corresponds to the duality between
the category BAω of finite Boolean algebras and the category Setω of finite
sets.

Theorem 2.1.8 (Finite semi-primal duality). The (restrictions of the) functors
Π′ and Σ′ establish a dual equivalence between the categories SetωD and Aω.

Proof. For (X,v) ∈ SetωD we have

Σ′Π′(X,v) =
(
A
( ∏
x∈X

v(x),D
)
, im

)
.

By Lemma 2.1.7, this is equal to ({prx | x ∈ X}, im), which is clearly
isomorphic to (X,v).

On the other hand, starting with a finite algebra A ∈ Aω, we know by
Proposition 1.1.8(4) that it is isomorphic to a finite product of subalgebras
A =

∏
i≤n Si. Now, again due to Lemma 2.1.7, we get Σ′(A) = ({pri | i ≤

n}, im), and thus

Π′Σ′(A) ∼=
∏
i≤n

im(pri)
∼=

∏
i≤n

Si



2.1. SEMI-PRIMAL TOPOLOGICAL DUALITY 47

as desired. To see that Π′ and Σ′ form a dual adjunction we note that for
A =

∏
i≤n Si ∈ Aω and (X,v) ∈ SetωD, we have

Aω
(
Π′(X,v),A

) ∼= ∏
i≤n

Aω
(
Π′(X,v),Si

)
and

SetωD
(
Σ′(A), (X,v)

) ∼= SetωD
(∐
i≤n

({pri}, im), (X,v)
)

∼=
∏
i≤n

SetωD
(
({pri}, im), (X,v)

)
,

where the coproduct in SetωD is the obvious disjoint union. So we only need
to show that

Aω
(
Π′(X,v),Si

) ∼= SetωD
(
({pri}, im), (X,v)

)
holds. But this is obvious since the elements of the left-hand side are exactly
the projections with image contained in Si, which are in bijective correspon-
dence with the points of X with v(x) ≤ Si, that is, with elements of the
right-hand side.

Now, in order to successfully apply Lemma 2.1.6, it remains to show
that Pro(SetωD) ≃ StoneD. In order to do this, we first show that StoneD is
complete. For categories of fuzzy sets which are similar to StoneD, this has
already been shown by Goguen [Gog74, Theorem 14].

Proposition 2.1.9 (StoneD is complete). The category StoneD has all small
limits. In particular, it has all cofiltered limits.

Proof. First we show that StoneD has all products. For an indexed family
(Xi,vi)i∈I , we claim that the product is given by∏

i∈I

(Xi,vi) = (
∏
i∈I

Xi,
∨

vi),

where
∨

vi(x) =
∨

(vi(xi)) for all x ∈
∏
Xi. It follows from

(
∨

vi)
−1(S↓) =

∏
v−1
i (S↓)

that this defines an object of StoneD. Note that the canonical projections
are morphisms in StoneD because of

vi
(
pri(x)

)
= vi(xi) ≤

∨
j∈I

vj(pj) = (
∨

vj)(x).
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If (γi : (Y,w)→ (Xi,vi) | i ∈ I) is another cone, there is a unique continuous
map f : Y →

∏
Xi with pri ◦ f = γi. This map is a morphism in StoneD

since

(
∨

vi)
(
f(y)

)
=

∨
vi
(
pri(f(y))

)
=

∨
vi
(
γi(f(y))

)
≤ w(y),

where the last inequality follows from vi(γi)(y) ≤ w(y), which is true since
γi is a morphism in StoneD for every i ∈ I.

The equaliser of f1, f2 : (X,v1) → (Y,w) is simply given by (E,v|E)
where E ⊆ X is the corresponding equalizer in Stone.

Thus, since we showed that StoneD has all products and equalisers, we
conclude that StoneD is complete.

We are now ready to prove that Pro(SetωD) ≃ StoneD which, as discussed
above, implies Theorem 2.1.4.

Theorem 2.1.10. Pro(SetωD) is categorically equivalent to StoneD.

Proof. As a consequence of Proposition 2.1.9, the category StoneD has all
cofiltered limits, so the natural inclusion functor ι : SetωD ↪→ StoneD has a
unique cofinitary (that is, cofiltered limit preserving) extension

ι̂ : Pro(SetωD) ↪→ StoneD.

Since ι is fully faithful, in order to conclude that the functor ι̂ is fully faithful
as well, it suffices to show that ι takes all objects to finitely copresentable
objects in StoneD (this is due to the analogue of [Joh82, Theorem VI.1.8]
for the Pro-completion). So we need to show that any (C,w) ∈ StoneD,
where C is a finite discrete space, is finitely copresentable. In other words,
we need to show that, whenever (X,v) ∼= limi∈I(Xi,vi) is a cofiltered limit of
a diagram (fij : (Xj,vj) → (Xi,vi) | i ≤ j) in StoneD with limit morphisms
pi : (X,v) → (Xi,vi), any morphism f : (X,v) → (C,w) factors essentially
uniquely through one of the pi. For this we can employ an argument similar to
the one in the proof of [RZ10, Lemma 1.1.16(b)]. On the underlying level of
Stone, where finite discrete spaces are finitely copresentable, the continuous
map f factors essentially uniquely through some pi, say via the continuous
map gi : Xi → C. However, gi is not necessarily a morphism in StoneD.
Consider J = {j ≥ i}, and for each j ∈ J define gj = fij ◦ gi. Define the
continuous maps µ : X → S(D)2 and µj : Xj → S(D)2 for all j ∈ J by

µ(x) =
(
w(f(x)),v(x)

)
and µj(x) =

(
w(gj(x)),vj(x)

)
.

Since µ(X) = limj∈J µj(Xj) =
⋂
j≥i µj(Xj) is contained in the finite set

S(D)2 and J is directed, there is some k ∈ J for which

µ(X) = µk(Xk)
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holds. But now, since f is a morphism in StoneD, we have that µ(X) ⊆
{(S,T) | S ≤ T}, and thus the same holds for µk(Xk). Thus, gk is a
morphism in StoneD which has the desired properties.

To finish the proof, we show that ι̂ is essentially surjective, in other words,
we show that every element (X,v) of StoneD is isomorphic to a cofiltered
limit of elements of SetωD. We do this in a manner similar to [RZ10, Theorem
1.1.12], where a direct proof of Pro(Setω) ≃ Stone is provided. Let R consist
of all finite partitions of X into clopen sets. Together with the order R ≤ R′

if and only if R′ refines R, this forms a codirected set and in [RZ10, Theorem
1.1.12] it is shown that X ∼= limR∈RR. We now turn every R ∈ R into a
member of SetωD by endowing it with an appropriate vR : R → S(D) and
show that (X,v) = limR∈R(R,vR). For R ∈ R, say R = {Ω1, . . . ,Ωk}, we
define

v−1
R (S↓) = {Ωi | Ωi ∩ v−1(S↓) ̸= ∅}.

The map pR : X → R defined by pR(x) = Ωi ⇔ x ∈ Ωi is a morphism in
StoneD, since v(x) = S and x ∈ Ωi implies vR(pR(x)) ∈ v−1

R (S↓). It is
easy to see that this defines a cone over the diagram (R,vR)R∈R, so there
is a unique f : (X,v) → limR∈R(R,vR) in StoneD. As in Stone, the map
f is a homeomorphism. To complete the proof, it suffices to show that
f−1 is a morhpism in StoneD as well. Say limR∈R(R,vR) = (Y,w) and let
πR : (Y,w) → (R,vR) denote the limit morphisms. Assuming w(y) = S we
want to show f−1(y) ∈ v−1(S↓). Let Ω ⊆ X be an arbitrary clopen set
containing f−1(y). Then R = {Ω, X\Ω} ∈ R and

Ω = pR
(
f−1(y)

)
= πR(y) ∈ v−1

R (S↓).

By definition, this means that Ω∩v−1(S↓) ̸= ∅. Since this holds for every Ω
containing f−1(y), this implies that f−1(y) is in the closure v−1(S↓). How-
ever, this closure coincides with v−1(S↓), since by definition of StoneD this
is a closed set to begin with.

Using similar techniques, Cignoli, Dubuc and Mundici [CDM04] proved
that there is a dual equivalence between the category Ind(MVω) of locally fi-
nite MV-algebras and a category similar to StoneD, for which S(D) is replaced
by the lattice of supernatural numbers with the Scott topology.

In Section 2.3, we investigate the other dual equivalence which can be
obtained from the finite dual equivalence of Theorem 2.1.8. More specifically,
there we describe Ind(SetωD) and its dual, the category of profinite algebras
Pro(Aω). This may be seen as a ‘semi-primal version’ of the duality between
Ind(Setω) ≃ Set and Pro(BAω) ≃ CABA, the category of complete and atomic
Boolean algebras.
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Before that, in the following section we investigate the relationship be-
tween StoneD and Stone in terms of various adjunctions. Dually, and perhaps
more interestingly, we investigate the relationship between A and BA. We
will also see that this relationship fully characterizes semi-primality of D.

2.2 A collection of adjunctions

In this section, we explore the relationship between Stone duality and the
semi-primal topological duality from the previous section. First, we explore
the connection between StoneD and Stone, which can be expressed in terms
of a chain of four adjoint functors (similar to one in [Wal04]). Then, we look
at the duals of these functors on the algebraic side, aiming to provide purely
algebraic descriptions of them in order to gain insight into the structure of
A relative to that of BA. The entire situation is summarized in Figure 2.1,
which we will have fully described at the end of this section (note that left-
adjoints on the topological side correspond to right-adjoints on the algebraic
side and vice-versa, since the functors Π′,Σ′ and Σ,Π which establish the
two dualities are all contravariant).

StoneD

Π′

--
BB

⊣VD U ⊣

��

SS

VE CE⊣

��

A
Σ′

mm AA

⊢P S ⊢

��

SS

PE SE⊢

��
Stone

Π
-- BA

Σ

mm

Figure 2.1: Chain of adjunctions on the topological and the algebraic side.

This section is structured as follows. In Subsection 2.2.1, we describe the
four functors VD, U, VE, CE appearing on the topological side of Figure 2.1.
In Subsection 2.2.2, we give a purely algebraic description of S and in Sub-
section 2.2.3, we give a purely algebraic description of P. In Subsection 2.2.4,
we put these into the more general context of the subalgebra adjunctions.
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Lastly, in Subsection 2.2.5, we show that the existence of these adjunctions
fully characterizes semi-primality of a lattice-based algebra.

2.2.1 Four functors on the topological side

Our starting point is the obvious forgetful functor U : StoneD → Stone, send-
ing every object (X,v) to its underlying Stone space X, and sending every
morphism to itself. This functor has both a left-adjoint and a right-adjoint
VD ⊣ U ⊣ VE. The two functors VD,VE : StoneD → Stone are defined simi-
larly. On objects they are given by

VD(X) = (X,vD) where ∀x ∈ X : vD(x) = D,

VE(X) = (X,vE) where ∀x ∈ X : vE(x) = E,

and both functors are given by the identity on morphisms (this is well-defined
since every continuous map X1 → X2 is a well-defined StoneD-morphism
(X1,v

D) → (X2,v
D) and similarly for E). Recall that we use E to denote

the smallest subalgebra of D, which is unique and well-defined since D is
based on a bounded lattice (Assumption 2.0.1).

To see that VD ⊣ U holds, note that by definition we have

f ∈ StoneD

(
(X,vD), (Y,w)

)
⇔ f ∈ Stone(X, Y ) ∧ ∀x : w(f(x)) ≤ vD(x),

and w
(
f(x)

)
≤ vD(x) = D is trivially satisfied for every f ∈ Stone(X, Y ).

Similarly we see U ⊣ VE, since every f ∈ Stone(X, Y ) automatically
satisfies vE(f(x)) ≤ w(x) and, therefore, f ∈ StoneD

(
(X,w), (Y,vE)

)
.

The functor VE also has a right-adjoint CE : StoneD → Stone defined by

CE(X,v) = {x ∈ X | v(x) = E}

on objects. On morphisms f : (X1,v1) → (X2,v2) it acts via restriction
f 7→ f |CE(X,v), which is well-defined since f ∈ StoneD

(
(X1,v1), (X2,v2)

)
and

x ∈ CE(X1,v1) means
v2(f(x)) ≤ v1(x) = E,

which is equivalent to f(x) ∈ CE(X2,v2). Again, VE ⊣ CE is easy to see since

f ∈ StoneD

(
(X,vE), (Y,w)

)
⇔ ∀x : w

(
f(x)

)
≤ E

⇔ f ∈ Stone
(
X,CE(Y,w)

)
holds. Later on, we show that both the adjunctions VD ⊣ U and VE ⊣
CE are particular instances of subalgebra adjunctions, which exist for every
subalgebra S ⊆ D (see Subsection 2.2.4).
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The functor VD preserves almost all limits, however, there is one impor-
tant exception. The terminal object (that is, the limit of the empty dia-
gram) in StoneD is given by ({∗},vE), implying that VD does not preserve
it. Therefore, contrary to a claim made in [Wal04], no further left-adjoint of
VD exists.

It is obvious that both the unit idStone ⇒ U ◦ VD of the adjunction VD ⊣
U and the counit U ◦ VE ⇒ idStone of the adjunction U ⊣ VE are natural
isomorphisms (since they both are the identity map on every component
X ∈ Stone). We hold on to this fact, as it will be interesting on the algebraic
side later on (see Corollaries 2.2.14 and 2.2.19).

Proposition 2.2.1. The category Stone is categorically equivalent to both

� a coreflective subcategory of StoneD, witnessed by the fully faithful func-
tor VD and

� a reflective and coreflective subcategory of StoneD, witnessed by the fully
faithful functor VE.

All functors which we described in this subsection can be carried through
the dualities, resulting in a a corresponding chain of adjunctions between A
and BA. For example, the dual of U is given by ΠUΣ′ : A → BA. In the next
subsection we show that this functor can be understood algebraically as the
Boolean skeleton. Throughout the subsections that follow, we give similar
algebraic descriptions of all functors between A and BA which appear in
Figure 2.1.

2.2.2 The Boolean skeleton functor

For MV-algebras, in particular for MVn-algebras (recall that this corresponds
to the case where D =  Ln), the Boolean skeleton is a well-known and useful
tool (see, for example, [CDM00]). An appropriate generalization of this
concept to arbitrary semi-primal algebras based on a bounded lattice was
given by Maruyama in [Mar12] (therein, the Boolean skeleton is referred to
as the Boolean core; other authors also refer to it as Boolean center).

Due to Theorem 1.1.12 and [Mar12, Lemma 3.11] (which shows that the
following really defines a Boolean algebra), the next definition is justified.

Definition 2.2.2 (Boolean skeleton). Let A ∈ A. The Boolean skeleton of
A is the following Boolean algebra

S(A) = ⟨S(A),∧,∨, T0, 0, 1⟩,
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whose carrier set is

S(A) = {a ∈ A | T1(a) = a}.

The lattice operations ∧,∨ and the bounds 0, 1 are inherited from A. The
unary operations T0 and T1 correspond to the ones from Theorem 1.1.12
(which also shows they are term-definable in D), interpreted in A.

For example, for each A ∈ A, a ∈ A and d ∈ D, we have Td(a) ∈ S(A).
This is due to the fact that the equation T1(Td(x)) ≈ Td(x) holds in D, and
therefore also in A.

Remark 2.2.3. For A ∈ A, suppose that A′ ⊆ A is a subset such that
⟨A′,∧,∨, T0, 0, 1⟩ forms a Boolean algebra. Then, for all a′ ∈ A′, we have
T1(a

′) = T1(T0(T0(a
′))) = T0(T0(a

′)) = a′ and thus a′ ∈ S(A) (the second
equation always holds since A |= T1(T0(x)) ≈ T0(x), which is easily checked
in D). Therefore, S(A) is the largest such subset. ■

To extend the construction of the Boolean skeleton to a functor S : A →
BA, on homomorphisms h ∈ A(A1,A2) we define Sf to be the restriction
h|S(A1)

. This is well-defined since

a ∈ S(A1)⇔ T1(a) = a⇒ T1
(
h(a)

)
= h

(
T1(a)

)
= h(a)⇔ h(a) ∈ S(A2),

where we used that every homomorphism h preserves terms, in particular T1.
We call the resulting functor the Boolean skeleton functor . The following is,
arguably, the most important property of this functor.

Proposition 2.2.4. For all A ∈ A, there is a homeomorphism between
UΣ′(A) = A(A,D) and ΣS(A) = BA(S(A),2) given by u 7→ u|S(A).

Proof. First we show that the map is a bijection. For injectivity, suppose
that u1 and u2 satisfy u1|S(A) = u2|S(A). Take an arbitrary element a ∈ A
and say u1(a) = d ∈ D. Using the fact that Td(a) ∈ S(A), we get

1 = Td
(
u1(a)

)
= u1

(
Td(a)

)
= u2

(
Td(a)

)
= Td

(
u2(a)

)
,

which implies u2(a) = d and, since a was arbitrary, that u1 = u2.
For surjectivity, let u ∈ BA(S(A),2) be arbitrary. Due to [Mar12,

Lemma 3.12], we get a well-defined homomorphism ū : A→ D by setting

ū(a) = d⇔ u
(
Td(a)

)
= 1.
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Since for a ∈ S(A) we have

u
(
T1(a)

)
= 1⇔ u(a) = 1 and

u
(
T0(a)

)
= 1⇔ T0

(
u(a)

)
= 1⇔ u(a) = 0,

we conclude that ū|S(A) = u.
We now have a bijection between two Stone spaces, so to show that this

is a homeomorphism it suffices to show this bijection is continuous. But
this is easy to see, since the preimage of an open subbase element [a : i] ⊆
BA(S(A),2) is the corresponding open subbase element [a : i] ⊆ A(A,D)
(recall that the subbases were described in the paragraph after Remark 2.1.3).
This finishes the proof.

The fact that the Boolean skeleton functor S : A → BA is (up to natural
isomorphism) the dual of the forgetful functor U : StoneD → Stone is an easy
consequence of this proposition.

Corollary 2.2.5 (S is dual of U). There is a natural isomorphism between
the functor S and the dual ΠUΣ′ of the forgetful functor U.

Proof. By Proposition 2.2.4, for every A ∈ A, setting

ϕA : UΣ′(A)→ ΣS(A)

u 7→ u|S(A)

defines an isomorphism. We show that it even defines a natural isomorphism
ϕ : UΣ′ ⇒ ΣS. For this, we need to show that, for any homomorphism
h : A1 → A2 the diagram

UΣ′(A2) ΣS(A2)

UΣ′(A1) ΣS(A1)

ϕA2

UΣ′h ΣSh

ϕA1

commutes (recall that Σ and Σ′ are contravariant). For u ∈ UΣ′(A2) =
A(A2,D) we have

(ϕA1 ◦ UΣ′h)(u) = ϕA1(u ◦ h) = (u ◦ h)|S(A1)

on the one hand and

(ΣSh ◦ ϕA2)(u) = ΣSh(u|S(A2)
) = u|S(A2)

◦ h|S(A1)
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on the other hand, and clearly these two coincide. Therefore, we showed that
ϕ is a natural isomorphism.

Applying Π to ϕ and using the fact that ΠΣ is naturally isomorphic to
idBA, we find the desired natural isomorphism Πϕ : S⇒ ΠUΣ′ as well.

One immediate consequence of the above is that the Boolean skeleton
functor S : A → BA is faithful (since it is dual to the forgetful functor
U : StoneD → Stone, which is easily seen to be faithful).

Another immediate consequence is that S has both adjoints and, there-
fore, preserves all limits and colimits.

In the next subsection, we give an explicit algebraic description the right-
adjoint of the Boolean skeleton functor. As it turns out, this corresponds to
another well-known construction in universal algebra.

2.2.3 The Boolean power functor

In this subsection, we give an algebraic description of a functor P : BA→ A
which is naturally isomorphic to the dual Π′VDΣ of the functor VD. Since
we already know that VD is left-adjoint to the forgetful functor U, and that
the Boolean skeleton functor S is naturally isomorphic to the dual of U, this
immediately yields that P is right-adjoint to S (also see Figure 2.1).

The functor P turns out to be an instance of the well-known construction
of the Boolean power, which was already introduced for arbitrary finite alge-
bras in Foster’s original paper which also introduced primal algebras [Fos53a]
(therein called Boolean extension). Boolean powers are special instances of
Boolean products (see, e.g., [BS81, Chapter IV]), but for our purposes it is
more convenient to work with the following equivalent definition found, for
example, in [Bur75].

Definition 2.2.6 (Boolean power). Given a Boolean algebra B ∈ BA and a
finite algebra M, the Boolean power M[B] is defined on the carrier set

M [B] ⊆ BM

consisting of all maps ξ : M → B which satisfy the two conditions

� If ℓ and ℓ′ are distinct elements of M , then ξ(ℓ) ∧ ξ(ℓ′) = 0,

�

∨
{ξ(ℓ) | ℓ ∈M} = 1.

If oM : Mk →M is a k-ary operation of M, we define a corresponding oper-
ation oM[B] : M [B]→M [B] by

oM[B](ξ1, . . . , ξk)(ℓ) =
∨

oM(ℓ1,...,ℓk)=ℓ

(
ξ1(ℓ1) ∧ · · · ∧ ξk(ℓk)

)
.
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The resulting algebra M[B] = ⟨M [B], {oM[B] | o in the signature of M}⟩ is
a member of the variety HSP(M) generated by M (since it satisfies the same
equations as M).

Oftentimes (e.g., in [BS81]) the Boolean power M[B] is equivalently de-
fined as the collection of all continuous maps Σ(B)→M from the Stone-dual
of B to M (considered as a discrete space) with component-wise operations.
However, one advantage of the formulation in Definition 2.2.6 is that it is
more constructive, for example, it can still be carried out in choice-free set-
tings (like that of [BH20]).

There is a straightforward way to extend the construction of the Boolean
power to a functor as follows.

Definition 2.2.7 (Boolean power functor). For a finite algebra M, we define
the Boolean power functor PM : BA → HSP(M) as follows. On objects
B ∈ BA we define

PM(B) = M[B]

and for a Boolean homomorphism h : B1 → B2, the homomorphism

PMh : M[B1]→M[B2]

is defined via composition ξ 7→ h ◦ ξ (note that this is a homomorphism be-
cause operations in M[B1] are defined by Boolean expressions, which com-
mute with h).

We will often (in particular, always in this subsection) use the shorthand
notation P for PD : BA → A . In the remainder of this subsection we aim
to show that P is indeed right-adjoint to the Boolean skeleton functor S.
To this end, we shall make use of the following well-known properties of the
Boolean power.

Lemma 2.2.8 ([Bur75, Proposition 2.1]). The functor PM has the following
properties.

(1) PM(2) ∼= M.

(2) PM preserves products.

In particular, PM(2κ) ∼= Mκ holds for all index sets κ.

Next, we describe the interplay between the functors S and P. Here, the
unary terms Td from Proposition 1.1.12 play an important role once again.
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Proposition 2.2.9. For every A ∈ A, there is an embedding T(·) : A ↪→
P(S(A)) given by a 7→ Ta where

Ta(d) = Td(a).

The restriction to S(A) yields an isomorphism S(A) ∼= S
(
P(S(A))

)
.

Proof. The map is well-defined, that is, Ta is in P(S(A)), since the equations
Td(x) ∧ Td′(x) ≈ 0 (for distinct d, d′) and

∨
{Td(x) | d ∈ D} ≈ 1 hold in D.

We now fix an embedding A ↪→ DI . It is easy to see that T(·) is injective
since, for distinct a, a′ ∈ A, there is some component i ∈ I with a(i) = d ̸=
a′(i), thus Ta(d) ̸= Ta′(d). To conclude that T(·) is an embedding we need to
show that it is a homomorphism, that is, we want to show that for any k-ary
operation o : Dk → D of D we have

ToA(a1,...,ak) = oD[S(A)](Ta1 , . . . , Tak).

By definition, the i-th component of the left-hand side is given by

ToA(a1,...,ak)(d)(i) = Td
(
oD(a1(i), . . . , ak(i))

)
=

{
1 if oD(a1(i), ..., ak(i)) = d

0 otherwise.

The right-hand side is given by

oD[S(A)](Ta1 , . . . Tak)(d) =
∨

oD(d1,...,dk)=d

(
Ta1(d1) ∧ · · · ∧ Tak(dk)

)
.

In its i-th component, this again corresponds to

∨
oD(d1,...,dk)=d

(
Td1(a1(i)) ∧ · · · ∧ Tdk(ak(i))

)
=

{
1 if oD

(
a1(i), ..., ak(i)

)
= d

0 otherwise.

Thus, we showed that T(·) is an embedding, which concludes the proof of the
first statement.

For the second statement note that, since S preserves injectivity of ho-
momorphisms, it suffices to show that the restriction of T(·) to S(A) is a
surjection onto S

(
P(S(A))

)
. So consider an element ξ ∈ S

(
P(S(A))

)
,

that is ξ ∈ P(S(A)) and T
D[S(A)]
1 (ξ) = ξ. The latter, by definition, means

T
D[S(A)]
1 (ξ)(1) = ξ(1),

T
D[S(A)]
1 (ξ)(0) =

∨
{ξ(d) | d ∈ D, d ̸= 1} = ξ(0) and

T
D[S(A)]
1 (ξ)(d) =

∨
∅ = 0 = ξ(d) for all d ∈ D\{0, 1}.
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We claim that ξ = Tξ(1). Indeed, we know that ξ(1) ∈ S(A), so ξ(1) =
T1(ξ(1)). Furthermore, in the component i ∈ I, we have ξ(0)(i) = 1 if
and only if ξ(1)(i) = 0, so T0(ξ(1)) = T1(ξ(0)) = ξ(0), since ξ(0) ∈ S(A).
Finally, for d ̸∈ {0, 1}, we have Td(ξ(1)) = 0, since for all i ∈ I we have
ξ(1)(i) ∈ {0, 1}. This concludes the proof.

Since S is dual to the essentially surjective functor U, we know that for
every B ∈ BA there exists some A ∈ A such that there is an isomorphism
B ∼= S(A). Therefore, the following is a direct consequence of the second
part of Proposition 2.2.9.

Corollary 2.2.10. Any Boolean algebra B ∈ BA is isomorphic to S(P(B)).

Another immediate consequence of Proposition 2.2.9 is the following.

Corollary 2.2.11. For every Boolean algebra B ∈ BA, the algebra P(B) is
the largest algebra in A which has B as Boolean skeleton. That is, for every
algebra A ∈ A with S(A) ∼= B, there exists an embedding A ↪→ P(B).

We now have everything at hand to prove the main theorem of this sub-
section.

Theorem 2.2.12 (Boolean skeleton/power adjunction). The Boolean power
functor P : BA→ A is naturally isomorphic to the dual of VD and, therefore,
S ⊣ P.

Proof. First we prove the statement on the finite level. In other words, we
want to show that

Σ′P(B) ∼= VDΣ(B)

holds (in StoneD) for every finite Boolean algebra B ∈ BAω. More explicitly,
after spelling out the definition of the functors involved, we want to show(

A(P(B),D), im
) ∼= (

BA(B,2),vD
)

(2.1)

for every finite Boolean algebra B. First, since B is finite, there is some
positive integer k such that B ∼= 2k. We combine the following isomorphisms
in Stone. Due to Lemma 2.1.7, we know

A
(
P(B),D

) ∼= BA
(
S(P(B)),2

)
,

and due to Corollary 2.2.10, we know

S
(
P(B)

) ∼= B.
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Putting these together, we get

A(P(B),D) ∼= BA(B,2).

In fact, this even yields an isomorphism in StoneD, as desired in Equa-
tion (2.1), because(

A(P(B),D), im
) ∼= (

A(Dk,D), im
) ∼= (

A(Dk,D),vD
)
,

where the last equation holds due to Lemma 2.1.7.
So we know that the restriction of P to the category of finite Boolean

algebras Pω : BAω → A is dual to the restriction (VD)ω of VD to the category
SetωD. There is a unique (up to natural isomorphism) finitary (i.e., filtered
colimit preserving) extension of Pω to Ind(BAω) ≃ BA, and this extension is
naturally isomorphic to the dual of VD (since VD preserves all limits except
for the terminal object, it is the unique cofinitary extension of (VD)ω). To
show that P coincides with this extension, it suffices to show that P is finitary
as well. Since P preserves monomorphisms (it is easy to see by definition
that if h ∈ BA(B1,B2) is injective, then Ph is injective as well), we can
apply [AMSW19, Theorem 3.4], which states that P is finitary if and only if
the following holds.

Fact. For every Boolean algebra B ∈ BA and every finite subalgebra A ↪→
P(B), the inclusion factors through the image of the inclusion of some finite
subalgebra B′ ↪→ B under P.

To see this, write A ∼=
∏

i≤n Si as product of finite subalgebras of D.
Then, by Corollary 2.2.10, we know that S(A) ∼= 2n embeds into B. Now, by
Lemma 2.2.8, we have P(2n) ∼= Dn and the natural inclusion

∏
i≤n Si ↪→ Dn

yields our factorization

A P(B)

P(2n)

as desired. This concludes the proof.

In particular, if D is primal we have VD = VE, which means that U and
VD actually form an equivalence of categories. On the algebraic side, we
thus get an explicit categorical equivalence witnessing Hu’s theorem (recall
Theorem 1.1.4).

Corollary 2.2.13 (Hu’s Theorem, explicitly). If D is primal, then S and P
establish a categorical equivalence between A and BA.
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We also immediately get the algebraic analogue of the first item of Propo-
sition 2.2.1.

Corollary 2.2.14. The functor P is fully faithful and identifies BA with a
reflective subcategory of A.

By now we found detailed descriptions of most of the functors appearing
in Figure 2.1. However, we are still missing an algebraic understanding of
the adjunction SE ⊣ PE. This gap is filled in the next subsection. As we
will see, it is an instance of the more general subalgebra adjunctions and, as
the notation already suggests, closely related to S ⊣ P.

2.2.4 The subalgebra adjunctions

In this subsection, we describe the subalgebra adjunctions which generalize
both the adjunction VD ⊣ U and VE ⊣ CE from Subsection 2.2.1.

We begin with the description on the topological side, which is fairly easy.
For every subalgebra S ⊆ D, there is an adjunction

Stone
VS

⊥
--

StoneD

CS

mm (2.2)

given by the functors defined as follows .
The functor VS : Stone→ StoneD is given on objects by

VS(X) = (X,vS) where ∀x ∈ X : vS(x) = S.

To every continuous map f : X1 → X2 between Stone spaces, the functor VS

assigns itself (as a well-defined morphism (X1,v
S)→ (X2,v

S) in StoneD).
The functor CS : StoneD → Stone is given on objects by

CS(X,v) = {x ∈ X | v(x) ≤ S},

which is well-defined since CS(X,v) = v−1(S↓) is a closed subspace of X (see
Definition 2.1.2). On morphisms, the functor CS acts via restriction, that is,
given a morphism f : (X1,v1)→ (X2,v2), we set CSf = f |CS(X1)

: CS(X1)→
CS(X2). This is well-defined since

x ∈ CS(X1,v1)⇔ v1(x) ≤ S

⇔ v2

(
f(x)

)
≤ v1(x) ≤ S

⇔ f(x) ∈ CS(X2,v2).

Comparing this with Subsection 2.2.1, one can easily verify that V S ⊣ CS.
Indeed, the adjunction V S ⊣ CS generalizes the following adjunctions in
Figure 2.1:
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� VD ⊣ U arises in the case where S = D is the largest subalgebra,

� VE ⊣ CE arises in the case where S = E is the smallest subalgebra.

What is special about these two extremal cases is the additional adjunc-
tion U ⊣ VD, which ‘glues’ the two adjunctions into the chain described in
Subsection 2.2.1.

In order to better understand the subalgebra adjunction corresponding
to the subalgebra S ⊆ D, we dissect it into two parts as follows.

Stone
VS

⊥
--
StoneS

U

mm
ιS

⊥
--

StoneD

(CS,−)

mm

Here, ιS is the natural inclusion and the functor (CS,−) is defined by

(X,v) 7→
(
CS(X,v),v|CS(X)

)
on objects and, exactly like CS, acts via restriction on morphisms. Slightly
abusing notation, we re-use U : StoneS → Stone to denote the forgetful func-
tor. It is easy to see that this really is a decomposition of the adjunction
from Equation (2.2), that is,

VS = ιS ◦ VS and CS = U ◦ (CS,−).

As before, we want to carry everything over to the algebraic side, where the
dissection takes place through the subvariety

AS := HSP(S)

of A generated by S. For an overview, we illustrate the entire situation in
Figure 2.2. Recall that S ≤ D is itself semi-primal (see Subsection 1.1.2), so
the semi-primal topological duality given by the functors we denote Σ′

S and
Π′

S as well as the adjunction S ⊣ PS make sense in this context. Again, ιS
denotes the natural inclusion, this time on the algebraic side. Although it
may seem obvious, it is not immediate that ιS really is the dual of ιS. To
prove it, we make use of the unary term

χS(x) :=
∨
s∈S

Ts(x),

which will play an important role for the remainder of the subsection. On
D, this simply corresponds to the characteristic function of S ⊆ D. It is,
furthermore, characteristic for the subvariety AS in the following sense.
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StoneD

Π′

,,
II

ιS ⊣ (CS,−)

		

A
Σ′

mm II

ιS QS⊢

		
StoneS

Π′
S

--
II

VS ⊣ U

		

AS

Σ′
S

mm II

PS S⊢

		
Stone

Π
-- BA

Σ

mm

Figure 2.2: Dissecting the subalgebra adjunction of S ⊆ D.

Lemma 2.2.15. An algebra in A is a member of AS if and only if it satisfies
the equation χS(x) ≈ 1.

Proof. Clearly, every member of AS satisfies the equation since S satisfies it.
For the other direction, let A ∈ A satisfy χS(a) = 1 for all a ∈ A. We know
that A can be embedded into some DI , and for each a ∈ A and i ∈ I, we
have χS(pri(a)) = 1, which implies that pri(a) ∈ S. Therefore, A can even
be embedded into SI .

Now take A ∈ AS and let u ∈ A(ιS(A),D) be a homomorphism. Since
u preserves equations, for every a ∈ A we get

χS(a) = 1⇒ χS
(
u(a)

)
= 1,

which implies u ∈ A(A,S). So we showed A(A,D) = AS(A,S) for A ∈ AS,
which immediately implies the following.

Corollary 2.2.16. The inclusion functor ιS : AS → A is (up to natural
isomorphism) the dual of the inclusion functor ιS : StoneS → StoneD.

To completely understand Figure 2.2, we only need to describe the functor
QS : A → AS. In the following, let η : idA ⇒ ιS ◦ QS denote the unit of the
adjunction QS ⊣ ιS. By duality, for any A ∈ A the algebra QS(A) is universal
for AS in the following sense.

Fact. For every B ∈ AS and every homomorphism h : A → B, there is a
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unique ĥ : QS(A)→ B such that ĥ ◦ ηA = h.

A QS(A)

B

h

αA

∃ĥ

Therefore, the functor QS may be understood as a quotient (in fact,
as the largest quotient contained in AS). There is a well-known connec-
tion between quotients and equations which goes back to Banaschewski and
Herrlich [BH76] (also see [ACMU21, Section 3] or [MU19, Remark 3.4]).
Not surprisingly, the equation corresponding to the quotient QS is given by
χS(x) ≈ 1, which is an easy consequence of the above discussion together
with Lemma 2.2.15. Thus, we can summarize the results of this subsection
as follows.

Theorem 2.2.17 (Subalgebra adjunctions, algebraically). For every subalgebra
S ⊆ D, there is an adjunction

BA
PS

⊤ ,, A
SS

ll

which can be dissected as

BA
PS

⊤ ,, AS
S

ll
ιS

⊤ ,, A
QS

ll

where ιS is the natural inclusion functor of the subvariety HSP(S) ↪→ A and
QS is the quotient functor corresponding to the equation χS(x) ≈ 1.

In particular, in the case where S = E is the smallest subalgebra of D,
we recover the adjunction between PE and SE from Figure 2.1.

Corollary 2.2.18. The functor PE : BA → A is, up to categorical equiva-
lence, an inclusion. The functor SE : A → BA is, up to categorical equiva-
lence, the quotient by the equation

χE(x) ≈ 1,

where E = ⟨0, 1⟩ is the smallest subalgebra of D.

Proof. Being the smallest subalgebra of a semi-primal algebra, E is primal.
Therefore, by Corollary 2.2.13, the adjunction S ⊣ PE is an equivalence of
categories. The statement now follows from Theorem 2.2.17.
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Clearly, Corollary 2.2.14 holds not only for P, but for all functors PS.
Among them, PE is special in the sense that it also has a right-adjoint. This
yields the following algebraic version of the second item of Proposition 2.2.1.

Corollary 2.2.19. The functor PE is fully faithful and identifies BA with a
reflective and coreflective subcategory of A.

Later on, in Subsections 4.3.1 and 4.3.2, we make use of the subalgebra
adjunctions in order to lift endofunctors L : BA → BA to ones L′ : A → A.
This allows us, for example, to lift classical coalgebraic logics to many-valued
ones.

In this subsection, we showed that if a finite lattice-based algebra D is
semi-primal, then there is an adjunction PE ⊣ S ⊣ PD, where E is the
smallest subalgebra of D. In the next subsection, we show that, conversely,
the existence of an adjunction resembling this one fully characterizes semi-
primality of a finite lattice-based algebra D.

2.2.5 Characterizing semi-primality via adjunctions

The aim of this subsection is to find sufficient conditions for semi-primality
of the algebra M in terms of PM and its adjoint. We will then show that, in
particular, these conditions are consequences of U : StoneD → Stone and its
dual S : A → BA from Figure 2.1 being (essentially) topological functors.

Recall from Definition 2.2.7 that the Boolean power functor PM : BA→
HSP(M) can be defined for arbitrary finite algebras M. Of course, if S ⊆M
is a subalgebra, then PS can also be seen as a functor BA → HSP(M).
In the following, we will not distinguish between these two functors in our
notation, since its type will always be clear from the context. The functor
PM is faithful (unless M is trivial), but it is usually not full. In fact, it
is easy to see that PM can only be full if M does not have any non-trivial
automorphisms.

In the main theorem of this subsection, we show that if PM is full and has
a left-adjoint resembling S, then a lattice-based algebra M is semi-primal.
Thus, this can be seen as a generalization of Hu’s Theorem (Theorem 1.1.4)
to a characterization of semi-primal (lattice-based) algebras via its category-
theoretical relationship to BA.

Theorem 2.2.20 (Semi-primality via adjunctions). Let M be a finite lattice-
based algebra. Then M is semi-primal if and only if PM is full and there is
a faithful functor s : HSP(M)→ BA which satisfies

PE ⊣ s ⊣ PM

(where, as before, E = ⟨0, 1⟩ is the smallest subalgebra of M).
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Proof. If M is semi-primal, then PM is full since it is dual to the full functor
VD, the functor s = S is faithful since it is dual to the faithful functor U and
PE ⊣ S ⊣ PM was shown in the last two subsections.

Now for the converse, assume that PM is full and there is a faithful
functor s : HSP(M)→ BA with PE ⊣ s ⊣ PM. For abbreviation, we write V
for HSP(M). We will make use of the following properties of s:

(i) The unit η : idV ⇒ PM ◦ s is a monomorphism in each component.

(ii) The functor s preserves monomorphisms and finite products.

Condition (i) follows from s being faithful and (ii) follows from s being a
right-adjoint.

Our first goal is to prove the equivalence

s(A) ∼= 2⇔ ∃S ∈ S(M) : A ∼= S. (2.3)

If s(A) ∼= 2, use that by (i) there is an embedding A ↪→ PM(s(A)). Since
PM(s(A)) ∼= M, it follows that A is isomorphic to a subalgebra of M.
Conversely, first note that s(M) ∼= 2 since, using that PM is full and s ⊣ PM,
we have

1 = |BA(2,2)| = |V(M,M)| = |V
(
M,PM(2)

)
| = |BA

(
s(M),2)

)
|,

which is only possible for s(M) ∼= 2. Now if A ∼= S ∈ S(M), then due to
(ii), the natural embedding S ↪→ M induces an embedding s(S) ↪→ s(M).
Therefore s(S) ∼= 2 since s(M) ∼= 2 does not have any proper subalgebras.

Next we show that M does not have any non-trivial internal isomor-
phisms. For every subalgebra S ∈ S(M), there is a bijection between the
set of Boolean homomorphisms s(S) → 2 and the set of homomorphisms
S → PM(2). Due to Equation 2.3, we have s(S) ∼= 2, so the former only
has one element. Since PM(2) ∼= M, this means that there is only one
homomorphism S → M, namely the identity on S. Every non-trivial inter-
nal isomorphism with domain S would define another such homomorphism,
resulting in a contradiction.

We now show that M is semi-primal, using the characterization of semi-
primality from part (2) of Theorem 1.1.11. That is, we want to show that
M has a majority term and every subalgebra of M2 is either a product
of subalgebras or the diagonal of a subalgebra of M. Since M is based
on a lattice, a majority term is given by the median. Let A ≤ M2 be a
subalgebra and let ι : A ↪→M2 be its natural embedding. Due to (ii) above,
this embedding induces an embedding s(A) ↪→ s(M2) into s(M2) ∼= 22.
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Therefore, either s(A) ∼= 22 or s(A) ∼= 2. Let p1 : A →M and p2 : A →M
be ι followed by the respective projections M2 →M.

First assume that p1 and p2 coincide. Then clearly A embeds into M,
and therefore it is isomorphic to some subalgebra S of M. Since M has no
non-trivial internal isomorphisms, A needs to coincide with the diagonal of
S.

If p1 and p2 are distinct then, using that s is faithful, the morphisms
sp1 : s(A) → 2 and sp2 : s(A) → 2 are distinct as well. This implies that
s(A) ∼= 22. Using the adjunction PE ⊣ s we get

4 = |BA
(
22, s(A)

)
| = |V(E2,A)| and 4 = |BA

(
22, s(M2)

)
| = |V(E2,M2)|.

So there are exactly four distinct homomorphisms E2 → A and, since ι is
a monomorphism, their compositions with ι are also four distinct homomor-
phisms E2 →M2. Therefore, every of the former homomorphisms arises in
such a way. In particular, the natural embedding E2 ↪→ M2 arises in this
way, which implies (0, 1) ∈ A and (1, 0) ∈ A. As noted in [DSW91], this
leads to A = p1(A)× p2(A), since whenever (a, b), (c, d) ∈ A we also have

(a, d) =
(
(a, b) ∧ (1, 0)

)
∨
(
(c, d) ∧ (0, 1)

)
∈ A.

This concludes the proof.

In the remainder of this subsection, we show how the above theorem
relates to the theory of topological functors (see, e.g., [AHS06, Chapter VI.21]
or [Bor94, Chapter 7]).

Intuitively speaking, topological functors behave similarly to the forgetful
functor Top→ Set from the category Top of all topological spaces to Set. This
functor has the following well-known property. Let X be a set, let (Xi, τi)i∈I
be an (arbitrary) collection of topological spaces and, for every i ∈ I, let
gi : X → Xi be a map. Then there is a unique coarsest topology on X which
renders all of the gi continuous, namely the initial topology. Also recall that
the forgetful functor Top → Set is faithful and has both adjoints, its left-
adjoint taking the discrete topology and its right-adjoint taking the trivial
topology.

To generalize this, let F : C→ D be a functor. A F-structured source is a
collection of morphisms (fi : d → F(ci))i∈I in D. A lift of this F-source is a
collection of morphisms (f̄i : c→ ci)i∈I such that F(c) = d and F(f̄i) = fi for
all i ∈ I. Furthermore, this lift is initial if it is universal in the sense that
for all other lifts (f̄ ′

i : c
′ → ci)i∈I there exists a unique morphism g : c′ → c

with f̄ ′
i ◦ g = f̄i for all i ∈ I.
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Definition 2.2.21 (Topological functor). Let C and D be categories. We call
a functor F : C→ D

(1) topological if it is faithful and every F-structured source has an initial
lift and

(2) essentially topological if it is topological up to categorical equivalences
of C and D.

The need for this distinction arises because certain properties of topolog-
ical functors, e.g., amnesticity [AHS06, Definition 3.27], are not preserved
under categorical equivalence (this issue is addressed in [nLa22]).

The following is our key observation for the last part of this subsection.

Proposition 2.2.22 (U is topological). The forgetful functor U : StoneD →
Stone is topological and the Boolean skeleton functor S : A → BA is essen-
tially topological.

Proof. We only need to show that U is topological, which immediately implies
that S is essentially topological due to [AHS06, Theorem 21.9] together with
the fact that S is naturally isomorphic to the dual of U (see Corollary 2.2.5).

It is obvious that U is faithful since it is the identity on morphisms. Now
let X ∈ Stone be a Stone space and let (fi : X → U(Xi,vi))i∈I be a U-
structured source (i.e., a collection of continuous maps) indexed by a class
I. We define v : X → S(D) by

v(x) =
∨
i∈I

vi
(
fi(x)

)
,

which is well-defined, since S(D) is finite. The fact that (X,v) is a member
of StoneD follows from the fact that v−1(S↓) =

⋂
i∈I f

−1
i (v−1

i (S↓)) is closed.
Every fi is now also a morphism in StoneD, which defines a lift of the U-
structured source.

We now show that the source thus defined is initial. Assume there are
StoneD-morphisms (gi : (Y,w)→ (Xi,vi))i∈I and a continuous map g : Y →
X with fi ◦ g = gi for all i ∈ I. All we need to show is that g defines a
StoneD-morphism (Y,w)→ (X,v). To see this simply note that

v
(
g(y)

)
=

∨
i∈I

vi
(
fi(g(y))

)
=

∨
i∈I

vi
(
gi(y)

)
≤ w(y),

which concludes the proof.
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We can now easily show the following characterization of semi-primality
of a lattice-based algebra M via the existence of a topological functor from
HSP(M) to BA which has the Boolean power functors with respect to M
and the smallest subalgebra E ⊆M as right- and left-adjoint, respectively.

Corollary 2.2.23 (Semi-primality via topological functor). Let M be a finite
lattice-based algebra. Then M is semi-primal if and only if there is an es-
sentially topological functor s : HSP(M)→ BA which satisfies

PE ⊣ s ⊣ PM,

where E = ⟨0, 1⟩ is the smallest subalgebra of M.

Proof. In Proposition 2.2.22, we showed that if M is semi-primal, then the
Boolean skeleton functor S is essentially topological.

Conversely, if such an essentially topological s exists, it is faithful by
definition and both its adjoints PM and PE are full by [AHS06, Proposition
21.12]. Therefore, due to Theorem 2.2.20, M is semi-primal.

This can be seen as a generalization of Hu’s Theorem (Theorem 1.1.4),
in the following sense. Hu’s Theorem states that there is a categorical equiv-
alence defined by PM : BA → HSP(M) if and only if M is primal. Corol-
lary 2.2.23 states that PM and PE are adjoints of a topological functor if
and only if M is semi-primal. In particular, if M has no proper subalgebras,
this topological adjunction turns into an equivalence since the two adjoints
PM = PE collapse.

To end this section, we use the fact that U is topological to character-
ize the regular monomorphisms in StoneD and thus, by duality, the regular
epimorphisms in A.

Corollary 2.2.24 (Regular monos of StoneD). A morphism f : (X1,v1) →
(X2,v2) in StoneD is a regular monomorphism if and only if it is injective
and v1(x) = v2(f(x)) for all x ∈ X1.

Proof. It follows from [AHS06, Proposition 21.13] that a morphism f in
StoneD is a regular monomorphism if and only if f : X1 → X2 is a monomor-
phism (i.e., injective) in Stone and f is initial, meaning that for all (Y,w) ∈
StoneD and continuous maps g : Y → X1, if f ◦ g is a morphism (Y,w) →
(X2,v2), then g is a morphism (Y,w)→ (X1,v1). We now show that this is
the case if and only if v1(x) = v2(f(x)) for all x ∈ X1.

Assuming v1(x) = v2(f(x)) for all x, let g : Y → X1 be a continuous map
such that f ◦ g is a morphism (Y,w)→ (X2,v2) in StoneD. Then we have

v1

(
g(y)

)
= v2

(
f(g(x))

)
≤ w(y)
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for all y ∈ Y , thus g is a morphism (Y,w)→ (X1,v1).
Conversely, if there exists some x0 ∈ X1 such that v2(f(x0)) < v1(x0),

then define (Y,w) by Y = X1 and w(x0) = v2(x0) and w(x) = v1(x) for
all x ̸= x0. Let g : X1 → X1 be the identity. By construction we have that
f ◦ g is a morphism as desired, but g is not since v1(g(x0)) = v1((x0) >
v2(f(x0)) = w(x0). Therefore, f is not initial.

In this section, we obtained algebraic descriptions of all the functors be-
tween A and BA appearing on the right-hand side of Figure 2.1, thereby
gaining insight into semi-primal algebras and their relationship to Boolean
algebras. Furthermore, we now showed which properties of the Boolean skele-
ton functor S completely characterize semi-primality. In the next section,
we investigate how canonical extensions of algebras in A behave and can
be characterized by their Boolean skeletons. In particular, we show that
the algebras that can be obtained as canonical extensions of algebras in A
are precisely the ones whose Boolean skeletons are canonical extensions of
Boolean algebras, that is, the algebras whose Boolean skeletons are complete
and atomic.

2.3 Discrete duality and canonical extensions

In this section, we describe a semi-primal discrete duality similar to the
well-known discrete duality between Set and CABA, the latter denoting the
category of complete atomic Boolean algebras with complete homomorphisms
(on the object level, this duality goes back to [Tar35]). It can be obtained
from the finite duality given in Theorem 2.1.8 in a similar way to the one of
Section 2.1, except that now we lift it to the level of Ind(SetωD) and Pro(Aω).
The members of the latter category are known to be precisely the canon-
ical extensions [GJ04] of members of A (see [DP12]), and we provide two
new characterizations of this category (Corollary 2.3.8 and Theorem 2.3.10).
Lastly, we show that, as in the primal case of BA, the topological duality
from Section 2.1 can be connected to its discrete version via an analogue of
the Stone-Čech compactification (Proposition 2.3.11).

2.3.1 Semi-primal discrete duality

Our first goal is to identify Ind(SetωD). Although it may not be surprising,
it still takes some work to prove that it can be identified with the following
category.
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Definition 2.3.1 (The category SetD). The category SetD has objects of
the form (X, v) where X ∈ Set and v : X → S(D) is an arbitrary map. A
morphism f : (X1, v1)→ (X2, v2) is a map X1 → X2 which satisfies

v2
(
f(x)

)
≤ v1(x)

for all x ∈ X1.

In the context of fuzzy sets, Goguen [Gog67, Gog74] initiated the study
of categories similar to SetD. This research was continued, e.g., in [Bar86,
Wal04]. Sticking to the notation of [Gog74], for a complete lattice V , the cat-
egory Set(V) of V-fuzzy sets has objects (X,A) where A : X → V . Morphisms
(X1, A1) → (X2, A2) are maps f : X1 → X2 which satisfy A2(f(x)) ≥ A1(x)
for all x ∈ X1. For the purpose of fuzzy set theory (as introduced by Zadeh
[Zad65]), people were mainly interested in the case where V = [0, 1]. How-
ever, we retrieve SetD in the case where V is the order-dual of S(D).

Since we are interested in the Ind-completion of SetωD, we will first discuss
(filtered) colimits in the category SetD. We show that, on the object level
they coincide with filtered colimits in Set, which can be described via cer-
tain quotients of disjoint unions. The additional structure is then given by
‘minimizing over the equivalence classes’ as described in the following.

Lemma 2.3.2. The category SetD is cocomplete. The colimit colimi∈I(Xi, vi)
of a filtered diagram

(
fij : (Xi, vi)→ (Xj, vj) | i ≤ j

)
is realized by(

(
∐
i∈I

Xi)/∼, v̄
)

defined as follows. For xi ∈ Xi and xj ∈ Xj,

xi ∼ xj ⇐⇒ ∃k ≥ i, j : fik(xi) = fjk(xj)

and
v̄([xi]) =

∧
xi∼xj∈Xj

vj(xj),

where [xi] denotes the equivalence class of xi with respect to ∼.

Proof. The proof that SetD is cocomplete is completely analogous to the
one in [Wal04, Propositions 5 & 8]. For filtered colimits, on the underlying
level of Set we know that X :=

∐
i∈I(Xi)/∼ with the canonical inclusions

ρi : Xi → X is the colimit of the diagram. To see that all the ρi are morphisms
in SetD we note that

v̄
(
ρi(xi)

)
=

∧
xi∼xj∈Xj

vj(xj) ≤ vi(xi).
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Given another cocone γi : (Xi, vi) → (Y,w), the unique map g : X → Y
is a morphism in SetD since, for xi ∈ Xi and xi ∼ xj ∈ Xj we have
w
(
g(ρj(xj))

)
= w(γj(xj)) ≤ vj(xj) and thus

w
(
g([xi])

)
≤

∧
xi∼xj∈Xj

vj(xj) = v̄([xi]),

which concludes the proof.

Since we are interested in an Ind-completion and, therefore, in finitely
presentable objects, we make note of the following observation.

Lemma 2.3.3. Let F : C→ D be a functor between categories C and D which
both admit filtered colimits. If F has a right-adjoint G which preserves filtered
colimits, then F preserves finitely presentable objects.

Proof. Let c ∈ C be finitely presentable. We want to show that F(c) is finitely
presentable in D. Let colimIdi be a filtered colimit in D. Then

D
(
F(c), colimIdi

) ∼= colimIC
(
c,G(di)

) ∼= colimID
(
F(c), di

)
,

where the first isomorphism comes from the fact that G preserves filtered
colimits and c is finitely presentable.

It is easy to see that all adjunctions between StoneD and Stone described
in Section 2.2 have their analogously defined discrete counterparts between
SetD and Set. With the previous lemma, this allows us to show that all
objects of SetD whose underlying sets are finite, are finitely presentable in
SetD.

Corollary 2.3.4. If X is a finite set, then (X, v) is finitely presentable in
SetD for every v : X → S(D).

Proof. Let X = {x1, . . . , xn} and let v(xi) = Si. Then we can clearly identify

(X, v) ∼=
∐

1≤i≤n

({xi}, vSi),

where vS
i (xi) = Si as before. Since filtered colimits commute with finite limits

in Set, it now suffices to show that all ({xi}, vSi) are finitely presentable. Just
like in Subsection 2.2.4, we can define the adjunction VS ⊣ CS between SetD

and Set for every subalgebra S ≤ D. By Lemma 2.3.3 it now suffices to
show that CS preserves filtered colimits. So let (X, v̄) be a filtered colimit
as in Lemma 2.3.2. We know that CS(X) = {[xi] | ∃xi ∼ xj ∈ Xj, vj(xj) ≤
S}. Therefore, for all [xi] ∈ CS, we can choose representatives with xi ∈
CS(Xi, vi). This yields an isomorphism between CS(X) and colimCS(Xi, vi).
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Now we have all the necessary tools at our disposal to easily show that
SetD is indeed categorically equivalent to Ind(SetωD).

Theorem 2.3.5. Ind(SetωD) is categorically equivalent to SetD.

Proof. Since SetD is cocomplete, the inclusion ι : SetωD → SetD has a unique
finitary extension ι̂ : Ind(SetωD) → SetD. Since ι is fully faithful and, by
Corollary 2.3.4, maps all objects to finitely presentable objects in SetD, this
extension is also fully faithful. To see that it is essentially surjective note
that, just like in Set, every object (X, v) ∈ SetD is the directed colimit of its
finite subsets F ⊆ X considered as (F, v|F ).

We now take a closer look at the category Pro(Aω), which is dually equiv-
alent to SetD by Lemma 2.1.6 together with Theorem 2.1.8. It is well-known
that the profinite algebras in Pro(Aω) can be identified with the canonical
extensions [GJ04] of algebras in A. In [DP12] a description of these canonical
extensions as topological algebras can be found. However, as in the case of
complete atomic Boolean algebras CABA ≃ Pro(BAω), this need not be the
only description. In the following, we apply some results of Section 2.2 to find
two simple alternative descriptions. The first one is in terms of (arbitrary)
products of subalgebras of D with complete homomorphisms.

Definition 2.3.6. Let Â be the category with algebras from IPS(D) as
objects and complete (with respect to the lattice-operations) homomorphisms
as morphisms.

We can essentially repeat our proof of the finite duality from Theo-
rem 2.1.8, once we prove the following result analogous to Lemma 2.1.7.

Proposition 2.3.7. Let A =
∏

i∈I Si ∈ Â. Then the complete homomor-
phisms A→ D are precisely the projections (followed by inclusions) in each
component.

Proof. By Proposition 2.2.4, there is a natural bijection between A(A,D)
and BA(S(A),2) given by u 7→ u|S(A). In particular, if u is complete, then

so is its restriction. Since S(A) = 2I , the only complete homomorphisms
S(A)→ 2 are the projections, and they are the restrictions of the respective
projections A→ D.

We now get our first description of Pro(Aω) as follows.

Corollary 2.3.8. Pro(Aω) is categorically equivalent to Â.

Proof. By Theorem 2.3.5, it suffices to show that SetD is dually equivalent
to Â. This is done completely analogous to the proof of Theorem 2.1.8.
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Our second description of Pro(Aω) is in terms of the Boolean skeleton.

Definition 2.3.9 (The category CAA). The category CAA has as objects
algebras A ∈ A which have a complete lattice-reduct and which satisfy
S(A) ∈ CABA. The morphisms in CAA are the complete homomorphisms.

In light of this definition, the following shows that algebras in Pro(Aω)
can be recognised by their Boolean skeletons.

Theorem 2.3.10. Pro(Aω) is categorically equivalent to CAA.

Proof. Using Corollary 2.3.8, we show that CAA is categorically equivalent
to Â. Clearly there is a fully faithful inclusion functor Â ↪→ CAA. So it
suffices to show that this functor is essentially surjective. In other words,
we want to show that every object of CAA is isomorphic to a product of
subalgebras of D.

So consider an arbitrary A ∈ CAA. Since the adjunction S ⊣ P re-
stricts to CABA and CAA, we can use Corollary 2.2.11 to get a complete
embedding ηA : A ↪→ P(S(A)). Since S(A) is in CABA it is isomorphic
to 2I for some index set I. Thus we have P(S(A)) ∼= P(2I) ∼= DI by
Lemma 2.2.8. We show that A is isomorphic to the direct product of subal-
gebras

∏
i∈I pri(ηA(A)). For this it suffices to show that the injective homo-

morphism ηA maps onto it. So let α be an element of this product. For each
i ∈ I, choose ai ∈ A such that pri(ηA(ai)) = α(i). Since 2I ∼= S(A) ⊆ A
holds, all atoms bi ∈ 2I (defined by bi(j) = 1 iff j = i) can be considered as
members of A. Now define

a =
∨
{ai ∧ bi | i ∈ I}.

Since A is complete, we have a ∈ A. Furthermore, since ηA is a complete
homomorphism, we have ηA(a) = α (because pri(ηA(a)) = ηA(ai) = α(i)),
which finishes the proof.

2.3.2 Stone-Čech compactification

With the results from this section up to this point, it is clear that the chains
of adjunctions from Section 2.2 (see Figure 2.1) have their discrete counter-
parts, analogously defined, not only between SetD and Set, but also between
CAA and CABA. To make a connection between Figure 2.1 and its discrete
counterpart, we finish this section by connecting the respective dualities as
indicated in Figure 2.3.

Here, (−)♭ : StoneD → SetD is the forgetful functor with respect to topol-
ogy and ιc : CAA → A is the obvious inclusion functor (note that both these
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StoneD
--

II

βD ⊣ (−)♭

		

Amm II

ιc (−)δ⊢

		
SetD

-- CAAmm

Figure 2.3: Compactification and canonical extension.

functors are not full). The functor (−)δ : A → CAA takes an algebra to
its canonical extension. In the primal case D = 2, it is well-known that
β2 =: β is the Stone-Čech compactification (see, e.g., [Joh82, Section IV.2]).
This has been generalized to the Bohr compactification in a (much broader)
framework which includes ours in [DHP17]. However, since things are par-
ticularly simple in our setting, we directly show how to define βD.

Given (X, v) ∈ SetD, there is a natural way to extend v to the Stone-Čech
compactification β(X) of X. Indeed, since v : X → S(D) can be thought of
as a continuous map between discrete spaces, by the universal property of β it
has a unique continuous extension ṽ : β(X)→ S(D). Here, ṽ−1(S↓) is given
by the topological closure of v−1(S↓) in β(X). Thus, for every morphism
f : (X1, v1) → (X2, v2) in SetD, the continuous map βf defines a morphism
(β(X1), ṽ1) → (β(X2), ṽ2) in StoneD. This is due to the observation that

whenever x ∈ ṽ−1
1 (S↓) = v−1

1 (S↓), by continuity of βf and the morphism

property of f , we have βf(x) ∈ v−1
2 (S↓) = ṽ−1

2 (S↓).

Proposition 2.3.11. The functor βD : SetD → StoneD defined on objects by

βD(X, v) = (β(X), ṽ),

and by f 7→ βf on morphisms is the dual of the canonical extension functor
(−)δ : A → CAA.

Proof. It suffices to show that βD satisfies the following universal property.
Given (Y,w) ∈ StoneD, every SetD-morphism f : (X, v) → (Y,w) extends
uniquely to a StoneD-morphism f̃ : (β(X), ṽ)→ (Y,w). On the levels of Set
and Stone, we get a unique continuous extension f̃ . To show it is a StoneD-
morphism, similarly to before, note that if x ∈ v−1(S↓), then by continuity

f̃(x) ∈ f
(
v−1(S↓)

)
⊆ w−1(S↓).

Since w−1(S↓) is closed it equals its own closure.
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This nicely wraps up this chapter by connecting all of its main sections.
In the following concluding section, we hint at some potential directions for
future research along similar lines.

2.4 Conclusion of Chapter 2

We explored semi-primality by means of category theory, showing how a va-
riety generated by a semi-primal lattice expansion relates to the variety of
Boolean algebras. Various adjunctions provide insight into the many similar-
ities between these varieties. Furthermore, we investigated the correspond-
ing discrete duality and characterized canonical extensions via their Boolean
skeletons.

A schematic summary of the results of this chapter is given in Figure 2.42,
which also emphasizes once more how close BA and A really are. Building

SetωD Aω

SetD CAA

StoneD A

Set CABA

Stone BA

Setω BAω

Pro
Ind Pro

Ind

Ind
Pro Ind

Pro

Figure 2.4: Summary of the results of Chapter 2.

on the results of this chapter, in Chapter 3, we investigate the role of semi-
primality in the context of many-valued modal logic and in Chapter 4 in
the context of coalgebraic logics. In particular, in the latter the subalgebra
adjunctions from Subsection 2.2.4 are used in order to obtain many-valued
coalgebraic logics from their classical counterparts.

2I like to refer to the diagram in Figure 2.4 as semi-primal bi-temple.
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To end this chapter, we indicate some questions and directions for future
related research. One purpose of this research was to set an example in ex-
ploring concepts in universal algebra through a category theoretical lens. In
the future, one could investigate other variants of primality in a similar man-
ner. For example, a similar study of quasi-primality (Definition 1.1.7) would
be a logical next step. There also are some more ‘intermediate’ variations of
primality (with varying restrictions on internal isomorphisms) as follows.

Definition 2.4.1. A finite algebra M is called

(1) Demi-primal if it is quasi-primal and has no proper subalgebras (see
[Qua71]).

(2) Demi-semi-primal if it is quasi-primal and every internal isomorphism
of M can be extended to an automorphism of M (see [Qua71]).

(3) Infra-primal if it is demi-semi primal and every internal isomorphism
is an automorphism on its domain (see [Fos69]).

The ‘hierarchy’ between these variations of primality is depicted in Fig-
ure 2.5.

primal

demi-primal semi-primal

infra-primal

demi-semi-primal

quasi-primal

Figure 2.5: Hierarchy of sub-variants of quasi-primality.

While they coincide in the semi-primal case, for quasi-primal varieties the
dualities obtained by the theory of natural dualities [CD98] and in terms of
sheaves [KW74] differ. In the following, we recall the latter.

Definition 2.4.2 (The category StoneIso(Q)). Let Q be a quasi-primal algebra.
We define a category StoneIso(Q) as follows. Objects are (X,v) precisely as
in the case of StoneD, that is, v : X : S(Q). A morphism (X,v) → (Y,w) is
a map f : X → Y and a choice of homomorphism fx : w(f(x)) → v(x) for
every x ∈ X.
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This generalizes Definition 2.1.2, which is recovered if there are no non-
trivial internal isomorphisms (i.e., if the algebra is semi-primal). In [KW74]
it is shown that the variety A := HSP(Q) is dually equivalent to StoneIso(Q).

Of course, there still is an obvious forgetful functor U : StoneIso(Q) → Stone
which, however, is usually (i.e., in the presence of internal isomorphisms)
not faithful and does not have a left-adjoint anymore (because it does not
preserve equalizers).

Nevertheless, the subalgebra adjunctions can be generalized differently.
The functor VS : Stone → StoneIso(Q) is essentially defined as in the semi-
primal case, taking an object X to (X,vS) and a morphism f : X → Y to
itself with idS in every ‘component’ x ∈ X. The right-adjoint of this functor
is CS : StoneIso(Q) → Stone which is defined on objects by

CS(X,v) =
∐
x∈X

A
(
v(x),S

)
and it sends a morphism fx : w(f(x))→ v(x) to

CSf :
∐
x∈X

A
(
v(x),S

)
→

∐
y∈Y

A
(
w(y),S

)
(
φ : v(x)→ S

)
7→

(
φ ◦ fx : w(f(x))→ S

)
.

Let AT be the variety generated by QT , the ‘semi-primalification’ of Q,
which is obtained by adding all Tq to the signature of Q as primitives. Then
there is an adjunction between StoneQT and StoneIso(Q) defined similarly to
the one above and the ‘quasi-primal’ subalgebra adjunctions are obtained
from this adjunction and the ‘semi-primal’ subalgebra adjunctions. We leave
the details and further ramifications of these claims for future research.

Another related albeit fairly unexplored area is yet another variant of
primality, which might be considered ‘orthogonal’ to semi-primality in some
sense (replacing subalgebras by quotients). A finite algebra H is hemi-primal
[Fos70] if every operation which preserves congruences is term-definable in
H. To the best of the authors knowledge, no duality for varieties generated
by hemi-primal algebras exist as of yet. Thus, we pose this as an open prob-
lem, which could perhaps be solved by establishing first a finite duality, and
extending it to the entire variety similarly to what was done in Section 2.1.

Lastly, we mention another category-theoretical approach to universal
algebra, which has not been discussed in this paper, namely via Lawvere
theories. For example, primality and Hu’s Theorem has been analyzed in
this context in [Por00]. In future work, one could also try to gain more
insight into variants of primality in this context.
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Chapter 3

Many-valued modal logic over
semi-primal varieties

There is not only a close analogy between the operations of the mind in
general and its operations in the particular science of Algebra, but there
is to a considerable extent an exact agreement in the laws by which the
two classes of operations are conducted.

– George Boole
(1854)1

In this chapter, we begin our study of many-valued modal logic under the
assumption that the algebra D of truth-degrees is semi-primal. In particular,
we introduce (crisp) D-frames, which can be seen as Kripke frames with local
preconditions on their valuations. We show that the corresponding modal
logic has the Hennessy-Milner property. Furthermore, using an algebraic
approach, we provide an algebraic completeness result and an appropriate
version of the Goldblatt-Thomason theorem for D-frames.

Many of the results directly proved here are also consequences of more
general results about many-valued coalgebraic logics from the next chapter.
Therefore, this chapter can be seen as set-up for (or special case of) the study
conducted in the next chapter. Nevertheless, we do not rely on coalgebraic
methods in this chapter and present more ‘standard’ proofs of many results,
which are interesting in their own right.

With the exception of Section 3.1, throughout this chapter we still always
work under the main assumption from the previous chapter (i.e., Assump-
tion 2.0.1).

The chapter is structured as follows. In Section 3.1, we give a general

1[Boo54, Chapter 1]

79
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introduction to many-valued modal logic on crisp frames. In Section 3.2,
we focus on the case where the algebra of truth-degrees is semi-primal. We
introduce the more general semantics over D-frames and D-models (Sub-
section 3.2.1) and show that their logics all have the Hennessy-Milner prop-
erty (Subsection 3.2.2). In Section 3.3, we focus on the algebraic seman-
tics of these logics. We provide an algebraic completeness theorem (Subsec-
tion 3.3.1) and a many-valued analogue of the Goldblatt-Thomason theorem
(Subsection 3.3.2).

Nowadays, there exists a plethora of literature about many-valued modal
logic (see, e.g., [Fit91, Pri08b, CR10, BEGR11, VEG17, MM18]). This chap-
ter is mostly influenced by prior work in this area conducted by Hansoul
and Teheux [HT13, Teh16] and Maruyama [Mar09, Mar12]. The papers
[HT13, Teh16] subsume the only previous instance of many-valued modal
logic where D-frames and D-models are considered, namely in the case where
D =  Ln is a finite MV-chain. In particular, our study of definability in Sub-
section 3.3.2 is a direct generalization of [Teh16]. The papers [Mar09, Mar12]
provide inspiration for the algebraic semantics we consider in Section 3.3.
In particular, the paper [Mar12] is the first instance where arbitrary semi-
primal algebras of truth-degrees are considered, and the ‘Kripke condition’
proved therein constitutes the heart of the Truth Lemma used herein (see
Lemma 3.3.6). However, while Maruyama only considers the □-fragment of
our logic, we consider the full logic containing both the □- and ♢-modality.
In the absence of a De Morgan involution in D, we make use of Dunn’s ax-
ioms for positive modal logic [Dun95] (also see Subsection 5.3.1) to describe
the interplay of these two modalities.

From now on, we assume familiarity with basic concepts and terminol-
ogy of modal logic (e.g., Kripke frame/model, truth and validity, bounded
morphism, bisimiliarity, modal definability, . . . ). For an introduction to and
good overview of modal logic, we refer the reader to the book [BdRV01] (the
book [BvBW07] contains a lot of additional material).

3.1 Introduction to many-valued modal logic

In this section, we recall the basic definitions in many-valued modal logic
over crisp frames, as well as some prior results in this area. From Section 3.2
onwards, we exclusively consider many-valued modal logic with a semi-primal
lattice-expansion as algebra of truth-degrees.

According to Priest [Pri08b], the first studies of many-valued (more specif-
ically, three-valued) modal logics were conducted by Segerberg [Seg67]. Some
other early instances are [Tho78, Mor79, Ost88]. There appears to be a broad
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consensus that the topic was re-introduced and popularized by Fitting’s pa-
pers [Fit91, Fit92], where many-valued modal logics over finite Heyting alge-
bras (and, for the first time, frames with many-valued accessibility relations)
were studied. A good introduction to many-valued modal logic in general is
provided in [BEGR11].

For now we only assume that D is an arbitrary algebra with a complete
bounded lattice reduct. We will consider the following three modal languages
defined by D. Throughout this chapter, we fix a countable set Prop of propo-
sitional variables.

Definition 3.1.1 (Modal languages/formulas over D). The full modal lan-
guage over D, denoted L□♢

D consists of the signature of D and two unary
operation symbols {□,♢}. The set Form□♢

D of modal D-formulas modal D-
formulas is inductively defined by

φ ::= p ∈ Prop | o(φ1, . . . , φn) | □φ | ♢φ,

where o ranges over all primitive operations of D. The □-modal language
over D, denoted L□

D, is the ♢-free reduct of L□♢
D . Similarly, the ♢-modal

language over D, denoted L♢
D, is the □-free reduct of L□♢

D . The corresponding
subsets of formulas are the sets of □-modal D-formulas Form□

D and ♢-modal
D-formulas Form♢

D.

Since it is usually clear from the context, we often omit the subscripts in
the above definition. Note that ⊤, ⊥, φ1 ∧ φ2 and φ1 ∨ φ2 always are well-
defined D-modal formulas since we assume that D is based on a bounded
lattice. In the case where D is even based on a FLew-algebra, we can also
build formulas φ1 → φ2 and φ1 ⊙ φ2.

We interpret formulas via Kripke semantics . Recall that a Kripke frame
(or crisp frame or simply frame) is a relational structure (X,R), where X
is a set of worlds or states and R ⊆ X2 is its binary accessibility relation.
To define validity of modal formulas, we endow these frames with valuations
taking values in D as follows.

Definition 3.1.2 (D-valued model). A D-valued model is a triple (X,R,Val)
where (X,R) is a Kripke frame and

Val : X × Prop→ D

is a map, which we call the valuation of the model.

If (X,R,Val) is a D-valued model, then the valuation can be extended to
all formulas of Form□♢

D , by inductively defining

Val
(
x, o(φ1, . . . , φn)

)
= oD

(
Val(x, φ1), . . .Val(x, φn)

)
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for all primitive operations o of the algebra D and

Val(x,□φ) =
∧
xRx′

Val(x′, φ) and Val(x,♢φ) =
∨
xRx′

Val(x′, φ),

where we stipulate
∧

∅ = 1 and
∨
∅ = 0.

Local truth is now defined as follows. Given a modal D-formula φ ∈
Form□♢

D and a D-valued model M = (X,R,Val), we say that φ is true at
state x ∈ X in M if and only if

Val(x, φ) = 1.

We denote this by M, x ⊩ φ. As usual, we write M ⊩ φ if φ is true at every
state of M.

Validity in a frame F = (X,R) is also defined in the usual way. That is,
we say that φ is valid at a state x ∈ X in F if and only if it is true at x in
every D-valued model based on F. We denote this by F, x |= φ. We write
F |= φ if this formula is is valid at every state x ∈ X and say that φ is valid
in F. Now we define the minimal D-valued modal logic (on crisp frames) as
follows.

Definition 3.1.3 (D-valued modal logics). The full D-valued modal logic Λ□♢
D

on crisp frames is the set of all modal D-formulas which are valid in every
frame. The D-valued □-modal logic is Λ□

D := Λ□♢
D ∩ Form□

D and the D-valued
♢-modal logic is Λ♢

D := Λ♢□
D ∩ Form♢

D.

As our careful distinctions indicate, □ and ♢ are not necessarily inter-
definable in the many-valued setting. However, it is possible in the usual
way if there is a De Morgan involution ¬ : D → D which is term-definable
in D, in which case the above distinction becomes redundant. Here, by an
involution we mean a bijection f which satisfies f 2 = id and we say it is a De
Morgan involution if it satisfies the De Morgan laws f(x ∧ y) = f(x) ∨ f(y)
and f(x∨y) = f(x)∧f(y). For example, this is the case in the standard MV-
algebra  L and all its subalgebras (see Subsection 1.2.2), or the four-element
implicative bilattice FOUR (see Definition 1.2.2). The modal logics Λ□

 L and
Λ□

 Ln
were described by Hansoul and Teheux in [HT13]. A modal logic similar

to Λ□
FOUR was studied by Rivieccio, Jung and Jansana [Riv10, JR13, RJJ17].

An example of an algebra which does not have a term-definable involution
is the standard Gödel chain G based on [0, 1]. Here, the logic Λ□♢

G can
not be immediately obtained from Λ□

G and Λ♢
G. In fact, it has only recently

been axiomatized by Rodriguez and Vidal in [RV21] (the asymmetry between
Gödel modal logics has also been studied in [CR10]).
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We end this subsection by putting the framework considered here into the
broader context of many-valued modal logics. There are two more possible
generalizations to be made.

First, while for us only the top-element 1 of D is used in the definition of
modal satisfaction, one could consider other sets of designated truth-values
A ⊆ D and define

(X,R,Val) ⊩A φ⇔ Val(w,φ) ∈ A.

For example, in the case of FOUR it is more customary to have both ⊤ and
t as designated truth-values. However, in case where D is semi-primal, the
relation ⊩A can always be recovered from the relation ⊩ via

M, x ⊩A φ⇔M, x ⊩ χA(φ),

where χA : D→ D is the characteristic function of A (with {0, 1} considered
as subset of D), which is term-definable in D.

The second generalization is to consider D-labelled frames as well, that
is, to have D-valued accessibility relations R : X2 → D instead of crisp ones.
While it does not seem clear how to interpret □ and ♢ in this case over
arbitrary complete bounded lattices, in the case where D is a FLew-algebra,
valuations are usually extended via the rules

Val(x,□φ) =
∧
x′∈X

R(x, x′)→ Val(x′, φ)

and
Val(x,♢φ) =

∨
x′∈X

R(x, x′)⊙ Val(x′, φ)

for the modalities.
For a good overview of many-valued modal logic over finite FLew-algebras

in this generality, we refer the reader to [BEGR11]. In particular, the □-
fragment of this logic is axiomatized therein for the case where D =  Ln is a
finite MV-chain [BEGR11, Subsection 5.1] (also see [BCR22] for an algebraic
treatment). Since this axiomatization only depends on the unary terms τd,
analogous results can be obtained for any semi-primal FLew-algebra.

3.2 Semi-primal algebras of truth-degrees

From now on, we exclusively study D-valued modal logics for the case where
the algebra D of truth-degrees is semi-primal, that is, we work under As-
sumption 2.0.1 again.
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3.2.1 Frames and models with preconditions

Motivated by results from Chapter 2, we will not only consider Set-based
relational structures, but also ones which are based on SetD (recall Defi-
nition 2.3.1), which we call (crisp) D-frames. One can think of those as
frames with local preconditions on possible valuations. Usual frames then
correspond to D-frames with ‘trivial’ preconditions.

We begin with the definition of D-frames. In the case D =  Ln, these
frames have been introduced in [HT13, Definition 7.2] (and have also been
considered in [Teh16]).

Definition 3.2.1 (D-frame). A crisp D-frame or Kripke D-frame or simply
D-frame is a triple (X, v,R) such that

� (X, v) ∈ SetD, that is, v : X → S(D),

� (X,R) is a frame,

and these two structures satisfy the compatibility condition

xRx′ ⇒ v(x′) ≤ v(x)

for all x, x′ ∈ X.

The logical significance of v and the compatibility condition from the
above definition become clear at the level of models.

Definition 3.2.2 (D-model). A D-model is a quadruple (X, v,R,Val) where
(X, v,R) is a D-frame and (X,R,Val) is a D-valued model which satisfies

Val(x, p) ∈ v(x)

for all states x ∈ X and propositional variables p ∈ Prop.

These valuations can be inductively extended to all formulas φ ∈ Form□♢
D

as in the case of D-valued models (see the discussion after Definition 3.1.2).
The extended valuation

Val : X × Form□♢
D → D

still always satisfies Val(x, φ) ∈ v(x), which can be inductively seen as follows.
On formulas of the form φ = o(φ1, . . . , φn) with a primitive n-ary operation
o of D, assuming that Val(x, φi) ∈ v(w) for all i = 1, . . . , n, we have

Val(x, φ) = oD(Val(x, φ1), . . . ,Val(x, φn)) ∈ v(x),
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because v(x) ∈ S(D) is a subalgebra, thus closed under oD. For the □-
modality, we have

Val(x,□φ) =
∧
xRx′

Val(x′, φ) ∈ v(x),

since, due to the compatibility condition on D-frames, we have

Val(x′, φ) ∈ v(x′) ≤ v(x) whenever xRx′.

Therefore, Val(x,□φ) is either 1 ∈ v(x), or a meet of elements of v(x) (in
fact, a finite one since D is finite) and thus contained in v(x), because it is
a subalgebra of D. Thus, we can think of D-frames as frames which have
preconditions, in the sense that they only allow certain valuations.

Besides being more general, the following two reasons justify working with
D-frames and D-models. First, in light of Section 2.3, we know that canon-
ical extensions of algebras in A can be naturally identified with members of
SetD. Therefore, the canonical model also naturally fits into this environ-
ment. Indeed, as we see later in Subsection 3.3.1, the canonical model really
is a D-model in a natural way. Secondly, the definition of D-frame and D-
model is ‘correct’ from a coalgebraic perspective, as we show later on. For
example, we will show that D-frames are exactly the coalgebras for a natu-
rally defined lifting P ′ : SetD → SetD of the powerset functor P : Set → Set
to the category SetD (see Example 4.3.18).

The validity relation on D-frames is defined as expected, that is, we say
that a formula φ is valid in a D-frame if and only if it is true in every D-model
based on it. Note that validity in a frame (X,R) coincides with validity in
the corresponding D-frame (X, vD, R), where vD is constant v(x) = D (as
in the definition of VD in Subsection 2.2.1).

As an example, we consider the case D =  Ln (with n ≥ 2) and the
formula

φ = ♢(p ∨ ¬p).

This formula is valid in every  Ln-frame (X, v,R) which satisfies

∀x∃x′ :
(
xRx′ ∧ v(x′) =  L1

)
,

that is, every state has some crisp successor (identifying  L1 with 2). Mean-
while, frames without preconditions (X,R) never satisfy this formula, since
any constant valuation Val(x, p) = ℓ ∈  Ln\{0, 1} yields a counter-model.

This example illustrates that, in general, the validity relation defined here
can not be reduced to the one defined in the previous subsection. Indeed,
the generalization to D-frames opens up some new questions, for example
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about modal definability. Nevertheless, it is easy to see that the set Λ□♢ of
formulas valid in all frames (recall Definition 3.1.3), coincides with the set
of formulas valid in all D-frames.

Proposition 3.2.3. A modal D-formula φ is in Λ□♢ if and only if it is valid
in all D-frames.

Proof. Suppose that φ is valid in every D-frame. Then, in particular, it is
valid in every frame, since a frame (W,R) can be identified with the corre-
sponding D-frame (X, vD, R) as described above.

Conversely, suppose that φ is not valid in every D-frame. Then there
exists a D-model (X,R, v,Val) with Val(x, φ) ̸= 1 for some x ∈ X. But then
the same is true for the model (X,R,Val), so φ is not valid in all frames.

To end this subsection, we introduce the appropriate notion of morphism
between D-frames. First, recall that a bounded morphism or p-morphism
between frames (X1, R1) → (X2, R2) is a map f : X1 → X2 which satisfies
the two conditions

� if x1R1x
′
1, then f(x1)R2f(x′1) and

� if f(x1)R2x
′
2, there exists x′1 with x1Rx

′
1 and f(x′1) = x′2.

A bounded morphism between D-frames now simply has to be both a
bounded morphism and a morphism in SetD at the same time.

Definition 3.2.4 (Bounded D-morphism). For two D-frames (X1, v1, R1) and
(X2, v2, R2), a bounded D-morphism (X1, v1, R1) → (X2, v2, R2) is a map
f : X1 → X2 which is a bounded morphism (X1, R1)→ (X2, R2) and a SetD-
morphism (X1, v1)→ (X2, v2), that is,

v2
(
f(x)

)
≤ v1(x)

holds for all x ∈ X1.
A bounded D-morphism between D-models

f : (X1, v1, R1,Val1)→ (X2, v2, R2,Val2)

additionally satisfies
Val1(x, p) = Val2

(
f(x), p

)
for all x ∈ X1 and p ∈ Prop.

We show that this definition makes sense from a logical perspective, that
is, bounded D-morphisms preserve truth in D-models.
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Proposition 3.2.5. Let f be a bounded D-morphism between D-models
M1 = (X1, v1, R1,Val1) and M2 = (X2, v2, R2,Val2), and let φ ∈ Form□♢

D

be a modal D-formula. Then we have

Val1(x, φ) = Val2
(
f(x), φ

)
for all x ∈ X1. In particular, this implies

M1, x |= φ⇔M2, f(x) |= φ

for all x ∈ X1.

Proof. By induction on the formula φ. If φ = p ∈ Prop is a propositional
variable, then the statement holds by definition. If φ = o(φ1, . . . , φn), the
statement follows by induction. Now consider the case φ = □ψ. Then, by
definition we have

Val1(x,□ψ) =
∧
xR1x′1

Val1(x
′
1, ψ) =: d1

and
Val2

(
f(x),□ψ

)
=

∧
f(x)R2x′2

Val2(x
′
2, ψ) =: d2.

By the first condition on bounded morphisms and the inductive assumption,
we get

d2 ≤
∧
xR1x′1

Val2
(
f(x′1), ψ

)
=

∧
xR1x′1

Val(x′1, ψ) = d1.

Conversely, by the second condition on bounded morphisms and the inductive
assumption we get

d2 ≥
∧
xR1x′1

Val2
(
f(x′1), ψ

)
= d1

thus d1 and d2 coincide. The case for φ = ♢ψ is similar.

In the next subsection, we investigate modal equivalence and bisimilarity
in the setting described here.

3.2.2 A many-valued Hennessy-Milner property

In this subsection, we show that image-finite D-models have the Hennessy-
Milner property [HM80, HM85], meaning that two states are modally equiva-
lent if and only if they are bisimilar. The proof is inspired by [MM18], where
expressivity for chain-based many-valued modal logics is studied. However,
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we do not require the assumption that D is linearly ordered here. We start
with the basic definitions in the many-valued case, for an overview of the
Hennessy-Milner property for classical modal logic we refer the reader to
[BdRV01, Section 2.2].

Definition 3.2.6 (Modal equivalence). Let M1 = (X1, v1, R1,Val1) and M2 =
(X2, v2, R2,Val2) be two D-models. We say that x1 ∈ X1 and x2 ∈ X2 are
fully modally equivalent if

Val1(x1, φ) = Val2(x2, φ)

holds for all φ ∈ Form□♢
D . They are □-modally equivalent if the above holds

for all φ ∈ Form□
D and ♢-modally equivalent if it holds for all φ ∈ Form♢

D.

Bisimulations are also defined analogously to the classical case.

Definition 3.2.7 (Bisimulation). Let M1 = (X1, v1, R1,Val1) and M2 =
(X2, v2, R2,Val2) be two D-models. A non-empty binary relation B ⊆ X1 ×
X2 is a bisimulation if the following three conditions hold:

� If x1Bx2, then Val1(x1, p) = Val2(x2, p) for all p ∈ Prop.

� (Back condition) If x1Bx2 and x2R2x
′
2, then there exists some x′1Bx

′
2

with x1R1x
′
1.

� (Forth condition) If x1Bx2 and x1R1x
′
1, then there exists some x′1Bx

′
2

with x2R2x
′
2.

We call two states x1 ∈ X1 and x2 ∈ X2 bisimilar if there exists a bisimulation
with x1Bx2.

For example, the graph of every bounded D-morphism is a bisimulation.
In general, bisimilarity is stronger than modal equivalence.

Proposition 3.2.8. Let M1 = (X1, v1, R1,Val1) and M2 = (X2, v2, R2,Val2)
be two D-models. If x1 and x2 are bisimilar, then they are fully modally
equivalent.

Proof. Let B ⊆ X1 ×X2 be a bisimulation with x1Bx2. Then, by definition
we know that Val1(x1, p) = Val(x2, p) for all p ∈ Prop. This can be inductively
extended to all modal D-formulas φ ∈ Form□♢

D , completely analogous to the
proof of Proposition 3.2.5.
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As in the classical case, the converse does not hold in general. However,
the Hennessy-Milner property asserts that modal equivalence and bisimil-
iarity coincide on image-finite frames, where we call a D-frame (X, v,R) or
frame (X,R) image-finite if, for all x ∈ X, the set of successors

R[x] = {x′ ∈ X | xRx′}

is finite (a D-model or model is image-finite if its underlying D-frame or
frame is image-finite, respectively).

Our proof of this property is similar to the one of [MM18, Theorem 1],
with the exception that therein only chain-based algebras and full modal
equivalence are considered. The proof is based on the fact that we can dis-
tinguish between distinct truth-values by certain formulas. More specifically,
we make use of the term-definable unary operations

Td(x) =

{
1 if x = d

0 if x ̸= d

from Theorem 1.1.12 again. Since they are term-definable in D, it makes
sense to consider modal D-formulas of the form Td(φ).

Theorem 3.2.9 (Hennessy-Milner property). Let M1 = (X1, v1, R1,Val1) and
M2 = (X2, v2, R2,Val2) be two image-finite D-models, and let x1 ∈ X1 and
x2 ∈ X2.

(1) If x1 and x2 are □-modally equivalent, then they are bisimilar.

(2) If x1 and x2 are ♢-modally equivalent, then they are bisimilar.

(3) If x1 and x2 are fully modally equivalent, then they are bisimilar.

Proof. To prove (1), we show that □-modal equivalence is itself a bisimula-
tion. Assume towards contradiction that the forth-condition does not hold
(the other case where the back-condition does not hold is analogous). Then
there is x′1 ∈ X1 with x1R1x

′
1 and no element of the finite set of successors

R2[x2] = {y′1, . . . , y′n}

is modally equivalent to x′1. If this set is empty, consider the formula φ = □0.
Then Val2(x2, φ) = 1 while Val(x1, φ) = 0 (since x1 has at least one successor
x′1), contradicting modal equivalence between the two. Otherwise, proceed
as follows. For all i = 1, . . . , n, let φi ∈ Form□

D be a modal formula which
witnesses that x′1 and y′n are not □-modally equivalent, say

Val2(y
′
i, φi) =: di ̸= ei := Val1(x

′
1, φi)
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for all i = 1, . . . , n. Now consider the formula

φ = □
(
Td1(φ1) ∨ · · · ∨ Tdn(φn)

)
.

Since x1R1x
′
1 holds, we know that

Val1(x1, φ) ≤ Val(x′1, φ) = Td1(e1) ∨ · · · ∨ Tdn(en) = 0.

On the other hand, we have

Val2(x2, φ) =
∧

i=1,...,n

(
Td1(Val2(yi, φ1)) ∨ · · · ∨ Tdn(Val2(yi, φn))

)
= 1,

again contradicting modal equivalence of x1 and x2. This finishes the proof
of statement (1).

The argument for statement (2) is similar, except that we use φ = ♢1 in
the case where R2[x2] = ∅ and

φ = ♢
(
T0(Td1(φ1)) ∧ · · · ∧ T0(Tdn(φn))

)
otherwise. Since statement (3) is an immediate consequence of both (1) and
(2), this finishes the proof.

Extending the work of [MM18], expressivity of many-valued modal logics
is also studied in [BD16] from a coalgebraic perspective (via the predicate
lifting approach).

In the next section, we begin the algebraic study of modal D-valued logics.

3.3 Algebraic framework

In this section, we study many-valued modal logics over semi-primal algebras
algebraically. The main results are an algebraic completeness theorem (The-
orem 3.3.7) and an analogue of the Goldblatt-Thomason Theorem [GT75] in
our setting (Theorem 3.3.24).

3.3.1 Canonical model and completeness

In this section, we introduce the algebraic counterparts to the many-valued
modal logics over semi-primal algebras introduced in the previous sections.
Recall that A denotes the variety HSP(D) (also see Assumption 2.0.1).

Recall that, for all d ∈ D, the unary operations

τd(x) =

{
1 if x ≥ d

0 if x ̸≥ d
and ηd(x) =

{
0 if x ≤ d

1 if x ̸≤ d
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are term-definable in D (see Theorem 1.1.12). Therefore, the following de-
fines a variety of algebras.

Definition 3.3.1 (Modal A-algebra). A modal A-algebra or A□♢-algebra is
an algebra ⟨A,□,♢⟩, where A ∈ A and □,♢ : A → A are unary operations
satisfying the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3) τd(□x) = □τd(x) for all d ̸= 0,

(P1) □(x ∨ y) ≤ □x ∨ ♢y,

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D3) ηd(♢x) = ♢ηd(x) for all d ̸= 1,

(P2) □x ∧ ♢y ≤ ♢(x ∧ y).

We denote the variety of modal A-algebras by A□♢.

Note that the first two ‘box-axioms’ (B1)-(B2) and, equivalently, the first
two ‘diamond-axioms’ (D1)-(D2), are the usual axioms defining modal alge-
bras in the classical case. Since we do not assume that D has a De Morgan
involution, we need to consider these two operators separately. To make
sure they correspond to the same relation, the positivity-axioms (P1)-(P2)
are added. These axioms are the ones used in Dunn’s positive modal logic
[Dun95] as well (also see Subsection 5.3.1). We now show that, as noted in
Section 3.1, if D has a De Morgan involution then the operators □ and ♢
are inter-definable. In the following, recall that a De Morgan involution on
D is a self-inverse bijection ¬ : D → D which satisfies the De Morgan laws
¬(x ∧ y) = ¬x ∨ ¬y and ¬(x ∨ y) = ¬x ∧ ¬y.

Proposition 3.3.2. Suppose that D has a De Morgan involution ¬ and let
⟨A,□,♢⟩ be a A□♢-algebra. Then

♢a = ¬□¬a

holds for all a ∈ A.

Proof. First we show that D satisfies the quasi-equations∧
d∈D

τd(x) = T0η¬d(y)↔ (y = ¬x).

The direction ‘←’ is easy to check directly by the definitions involved. We
show direction ‘→’ by contrapositive. Suppose that y ̸= ¬x. If y ̸≤ ¬x, take
d = x and find

τx(x) = 1 but T0
(
η¬x(y)

)
= T0(1) = 0.
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If ¬x ̸≤ y (equivalently ¬y ̸≤ ¬x) holds instead, take d = ¬y and find

τ¬y(x) = 0 but T0(η¬¬y(y)) = T0(0) = 1.

Therefore, D satisfies the above quasi-equations, which implies that A sat-
isfies them as well.

To finish the proof, given a ∈ A, by the above it suffices to show

τd(□¬a) = T0
(
η¬d(♢a)

)
for all d ∈ D. Since τd(□¬a), η¬d(♢a) are both in the Boolean skeleton S(A)
(recall Definition 2.2.2), this is equivalent to

τd(□¬a) ∧ η¬d(♢a) = 0 and τd(□¬a) ∨ η¬d(♢a) = 1.

The first equation follows from

τd(□¬a) ∧ η¬d(♢a) = □τd(¬a) ∧ ♢η¬d(a) (B3),(D3)

≤ ♢
(
τd(¬a) ∧ η¬d(a)

)
(P2)

= ♢0 = 0, (D1)

and the second one from

τd(□¬a) ∨ η¬d(♢a) = □τd(¬a) ∨ ♢η¬d(a) (B3),(D3)

≥ □
(
τd(¬a) ∨ η¬d(a)

)
(P1)

= □1 = 1, (B1)

finishing the proof.

We now show how D-frames and A□♢-algebras are related. The following,
defined similarly to [Mar12, Definition 3.16], generalizes the ultrafilter exten-
sion of a modal algebra from the classical case (see, e.g., [BdRV01, Section
5.3]).

Definition 3.3.3 (Canonical D-frame of an A□♢-algebra). Let ⟨A,□,♢⟩ be
an A□♢-algebra. The canonical D-frame of ⟨A,□,♢⟩ is given by

⟨A,□,♢⟩+ :=
(
S′(A), R□

)
,

where S′(A) = (A(A,D), im) is the functor described explicitly at the be-
ginning of Subsection 4.3.2 and

u1R□u2 ⇔ ∀a ∈ A : u1(□a) ≤ u2(a).

As shown in [Mar12, Lemma 3.17], this really is a D-frame.
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In this definition, we used the operator □ to define R□. In the following,
we show that this coincides with the natural ♢-induced relation u1R♢u2 ⇔
u2(a) ≤ u1(♢a) for all a ∈ A.

Lemma 3.3.4. Let ⟨A,□,♢⟩ be an A□♢-algebra and let u1, u2 ∈ A(A,D).
Then

u1R□u2 ⇔ ∀a ∈ A : u2(a) ≤ u1(♢a)

holds in ⟨A,□,♢⟩+.

Proof. For the direction ‘⇒’, suppose towards contradiction that u1R□u2
holds but there is some a ∈ A with u2(a) ̸≤ u1(♢a). Let d = u1(♢(a)). On
the one hand, by (P1) we have

u1
(
□T0ηd(a) ∨ ♢ηd(a)

)
≥ u1

(
□(T0ηd(a) ∨ ηd(a))

)
= u1(□1) = 1.

On the other hand, we have u1(♢ηd(a)) = ηd(u1(♢a)) = 0 and

u1
(
□T0ηd(a)

)
≤ u2

(
T0ηd(a)

)
= 0

by definition of d and u1R□u2. Therefore, we also have

u1
(
□T0ηd(a) ∨ ♢ηd(a)

)
= u1

(
□T0ηd(a)

)
∨ u1

(
♢ηd(a)

)
= 0,

a contradiction.
Similarly, for the other direction ‘⇐’, suppose towards contradiction that

u1(♢a) ≥ u2(a) holds for all a ∈ A, but there exists some a with u1(□a) ̸≤
u2(a). Let d = u1(□a). On the one hand, by (P2) we have

u1
(
□τd(a) ∧ ♢T0τd(a)

)
≤ u1

(
♢(τd(a) ∧ T0τd(a))

)
= u1(♢0) = 0.

On the other hand, we have u1(□τd(a)) = τd(u1(□a)) = 1 and

u1
(
♢T0τd(a)

)
≥ u2

(
T0τd(a)

)
= 1.

Therefore, we also have

u1
(
□τd(a) ∧ ♢T0τd(a)

)
= u1

(
□τd(a)

)
∧ u1

(
♢T0τd(a)

)
= 1,

a contradiction. This finishes the proof.

In particular, we now define the canonical D-model as follows. Let F :=
FreeA□♢(Prop) be the free A□♢-algebra generated by the countable set Prop.
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Definition 3.3.5 (Canonical D-model). The canonical D-model is the D-
model

Mc = (F+,Valc)

where
Valc(u, p) = u

(
[p]

)
for all u ∈ A(F,D) and p ∈ Prop. Here, [p] denotes the equivalence class of
p in F.

Clearly this is a D-model, since Valc(u, p) = u([p]) ∈ im(u). To obtain an
algebraic completeness theorem, the following is crucial.

Lemma 3.3.6 (Truth Lemma). For every φ ∈ Form□♢
D , we have

Valc(u, φ) = u
(
[φ]

)
in the canonical D-model.

Proof. By induction on φ, where the cases for the propositional connectives
of D are obvious. Suppose φ = □ψ. By definition and inductive hypothesis
we have

Valc(u,□ψ) =
∧

uR□u′

Valc(u′, ψ) =
∧

uR□u′

u′
(
[ψ]

)
.

Due to Maruyama’s Kripke condition [Mar12, Proposition 3.14], we get∧
uR□u′

u′
(
[ψ]

)
= u

(
□[ψ]

)
= u

(
[□ψ]

)
as desired.

The case φ = ♢ψ works similarly once we prove the following analogue
of Maruyama’s Kripke condition for the ♢-modality.

Fact. Let ⟨A,□,♢⟩ be an A□♢-algebra and let u ∈ A(A,D). Then

u(♢a) =
∨

uR□u′

u′(a)

holds for all a ∈ A.

The proof of this fact is similar to the one of [Mar12, Proposition 3.14].
Due to Lemma 3.3.4, we know that

u(♢a) ≥
∨

uR□u′

u′(a)
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holds. Suppose towards contradiction that this inequality is strict and set
d :=

∨
uR□u′

u′(a). Define the subset J ⊆ S(A) by

b ∈ J ⇔ u(♢b) = 0.

This is an ideal since b1 ≤ b2 and b2 ∈ J imply u(♢b1) ≤ u(♢b2) = 0 and
b1, b2 ∈ J implies u(♢(b1 ∨ b2)) = u(♢b1) ∨ u(♢b2) = 0. This ideal does not
contain ηd(a) since

u
(
♢ηd(a)

)
= ηd

(
u(♢a)

)
= 1.

Therefore, there exists a prime ideal which contains J and which does not
contain ηd(a). Let P : S(A) → 2 be its characteristic function. By Propo-
sition 2.2.4, there is a unique homomorphism p : A → D which extends P .
Now we have uR□p since for e = u(♢a′), we have

ηe
(
p(a′)

)
= p

(
ηe(a

′)
)

= u
(
♢ηe(a

′)
)

= ηe
(
u(♢a′)

)
= 0,

which implies p(a′) ≤ e = u(♢a′) (recall Lemma 3.3.4). However, by con-
struction we also have p(ηd(a)) = 1, which implies p(a) ̸≤ d =

∨
uR□u′

u′(a),
contradicting uR□p.

Therefore, we get an algebraic completeness result as follows. Later on, we
also prove a similar, albeit more general version of this theorem via coalgebra
(see Sections 4.3.2 and 4.3.3).

Theorem 3.3.7 (Algebraic completeness). A modal D-formula φ(p1, . . . , pn)
is in Λ□♢

D if and only if the equation φ(x1, . . . , xn) ≈ 1 holds in A□♢.

Proof. Suppose that the equation φ = 1 does not hold in A□♢. Then, in
particular, [φ] = [1] does not hold in F. This means that there is some
d ∈ D with τd[φ] ̸= τd[1] = 1. Thus, there exists a Boolean homomorphism
U : S(F) → 2 with U([1]) = 1 and u([φ]) = 0. This homomorphism can be
extended to a A-homomorphism u : F→ D which extends u. This homomor-
phism satisfies u([1]) = 1 and u([φ]) ̸= 1. This means that Valc(u, [φ]) ̸= 1,
witnessing that φ /∈ Λ□♢

D in the canonical D-model.

Now we can also easily get similar results for Λ□
D and Λ♢

D. The corre-
sponding varieties of algebras are the following.

Definition 3.3.8 (A□-&A♢-algebra). A □-modal A-algebra or A□-algebra is
an algebra ⟨A,□⟩ where A ∈ A and □ : A→ A satisfies the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,
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(B3) □τd(x) = τd(□x) for all d ∈ D\{0}.

Similarly, a ♢-modal A-algebra or A♢-algebra is an algebra ⟨A,♢⟩ where
A ∈ A and ♢ : A→ A satisfies the equations

(D1) ♢1 = 1,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D3) ♢ηd(x) = ηd(♢x) for all d ∈ D\{1}.

We denote the variety of □-modal A-algebras and of ♢-modal A-algebras by
A□ and A♢, respectively.

With the proofs already established in this subsection, it is straightfor-
ward to get the following analogues of Theorem 3.3.7.

Corollary 3.3.9 (Algebraic completeness for Λ□, Λ♢). Let φ(p1, . . . , pn) ∈
Form□

D and φ′(p′1, . . . , p
′
m) ∈ Form♢

D.

(1) φ is in Λ□
D if and only if the equation φ(x1, . . . , xn) ≈ 1 holds in A□.

(2) φ′ is in Λ♢
D if and only if the equation φ′(x1, . . . , xm) ≈ 1 holds in A♢.

To end this section, we give some examples on how to get more ‘explicit’
axiomatizations of the varieties of modal algebras from Definitions 3.3.1
and 3.3.8. We start with the case where D =  Ln is a finite MV-chain, and
show how to obtain the following combined result from [BEGR11, HT13].

Example 3.3.10 (Alternative axiomatization of MV□
n ). An algebra ⟨A,□⟩

with A ∈ MVn and unary operation □ is in MV□
n if and only if it satisfies the

equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) □(x⊕ x) = □x⊕□x,

(B4’) □(x⊙ x) = □x⊙□x.

Proof. It is shown in [Ost88] that every τℓ(x) can be obtained exclusively as
combination of terms x⊕x and x⊙x. Therefore, the axioms (B3’)-(B4’) imply
the axiom (B3) from Definition 3.3.8. Conversely, note that the equations

τℓ(x⊕ x) = τ⌈ ℓ
2
⌉(x) and τℓ(x⊙ x) = τ⌈ ℓ+1

2
⌉,

are satisfied in  Ln, where for any rational q ∈ Q we define ⌈q⌉ to be the
smallest element of  Ln which is above q. Therefore, using (B3), for every
ℓ ∈  Ln\{0}, we can compute

τℓ(□x⊕□x) = τ⌈ ℓ
2
⌉(□x) = □τ⌈ ℓ

2
⌉(x) = □τℓ(x⊕ x) = τℓ

(
□(x⊕ x)

)
.
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But this implies □x⊕□x = □(x⊕ x) since  Ln satisfies the quasi-equation∧
ℓ ̸=0

(
τℓ(x) ≈ τℓ(y)

)
→ x ≈ y.

The case for □(x⊙ x) is similar.

Next, we consider the example where R is a bounded residuated lattice
endowed with the unary operation τe (where e is the neutral element with
respec to the monoid operation⊙) and added truth constants, which is primal
due to Proposition 1.2.9.

Example 3.3.11. Let R be a finite bounded residuated lattice which is
quasi-primal or expanded with τe, and which is expanded with a constant r̂
for every r ∈ R. Let A ∈ A.

(1) An algebra ⟨A,□⟩ is in A□ if and only if it satisfies the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) τe(□x) = □τe(x),

(B4’) □(r̂\x) = r̂\□x for all r ̸= 0.

(2) If R is a FLew-algebra, then ⟨A,□⟩ is in A□ if and only if it satisfies
the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) T1(□x) = □T1(x),

(B4’) □(r̂→x) = r̂→□x all r ̸= 0.

(3) If R is a quasi-primal FLew-chain expanded by constants, then ⟨A,□⟩
is in A□ if and only if it satisfies the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) □(x⊙ x) = □x⊙□x,

(B4’) □(r̂→x) = r̂→□x all r ̸= 0.

(4) An algebra ⟨A,♢⟩ is in A♢ if and only if it satisfies the equations

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D3’) ♢τe
(
τe(x\r̂)\0

)
= τe

(
τe(♢x\r̂)\0

)
for all r ̸= 1.
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Proof. As noted after Proposition 1.2.9, we have that τr(x) = τe(r̂\x) because

e ≤ r̂\x⇔ r̂ ⊙ e ≤ x⇔ d ≤ x.

Therefore, equations (B3’)-(B4’) imply (B3) from Definition 3.3.8. Con-
versely, if □ preserves all τr, then it preserves τe in particular. Furthermore,
we can then compute

τs
(
□(r̂\x)

)
= □τs(r̂\x)

= □τr⊙s(x)

= τr⊙s(□x) = τs(r̂\□x)

for all s, which implies (B4’) as desired. Here we used τs(r̂\x) = τs⊙r(x),
which holds because in R because of the residuation law

s ≤ r\x⇔ r ⊙ s ≤ x.

Statement (2) is an immediate specialization of statement (1) since in a
FLew-algebra it holds that e = 1 and a\b = a→ b. For statement (3), recall
that in a finite FLew-chain is quasi-primal if and only if no elements other
than {0, 1} are idempotent. Therefore, it is easy to see that T1(x) = xn

for n = |R|. Therefore, if □(x ⊙ x) = □x ⊙ □x then T1(□x) = □T1(x).
Conversely, suppose that (B3) from Definition 3.3.8 holds. Note that, since
R is chain-based, for every s ∈ R, there exists a unique (minimal) s′ such
that

s ≤ x⊙ x⇔ s′ ≤ x.

Therefore we can compute

τs
(
□(x⊙ x)

)
= □τs(x⊙ x)

= □τs′(x)

= τs′(□x) = τs(□x⊙□x)

for all s ∈ R, which implies (B3’).
For the proof of part of statement (4) we simply verify that in R we have

that
ηr(x) = τe

(
τe(x\r̂)\0

)
.

This is confirmed by the chain of equivalences

τe
(
τe(x\r)\0

)
= 1⇔ e ≤ τe(x\r)\0
⇔ τe(x\r) ≤ 0

⇔ e ̸≤ x\r ⇔ x ̸≤ r.

Therefore, (D3’) in the statement is equivalent to (D3) in Definition 3.3.8.
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The axiomatizations of A□ obtained here are similar to the ones obtained
in [BEGR11, Subsection 4.4] for FLew-algebras with truth constants and a
unique co-atom.

While the presentation of A♢ given in statement (4) above is not the
‘nicest’, in the case where D is a bi-Heyting algebra we can find a better one.
Recall from 1.2.3 that a bi-Heyting algebra B is a Heyting algebra with a
co-implication satisfying

x← y ≤ z ⇔ x ≤ y ∨ z.

Since they are expansions of FLew-algebras, a finite bi-Heyting algebra B is
quasi-primal if and only if T1 is term-definable in B. In particular, this holds
if B has a unique atom, as noted in Subsection 1.2.3. As before, adding
truth-constants then renders the algebra primal.

Example 3.3.12. Let D = B be a finite bi-Heyting algebra expanded by a
truth-constant b̂ for every b ∈ B.

(1) If B is quasi-primal (or B is expanded by T1), then an algebra ⟨A,□,♢⟩
is in A□♢ if and only if it satisfies the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) □T1(x) = T1(□x),

(B4’) □(b̂→x) = b̂→□x all b ̸= 0,

(P1) □(x ∨ y) ≤ □x ∨ ♢y,

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D3’) ♢η0(x) = η0(♢x),

(D4’) ♢(x←b̂) = ♢x←b̂ all b ̸= 1,

(P2) □x ∧ ♢y ≤ ♢(x ∧ y).

(2) If B has a unique atom and a unique co-atom, then ⟨A,□,♢⟩ is in A□♢

if and only if it satisfies the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) □
(
¬(1←x)

)
= ¬(1←□x),

(B4’) □(b̂→x) = b̂→□x all b ̸= 0,

(P1) □(x ∨ y) ≤ □x ∨ ♢y,

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D3’) ♢
(
1←(¬x)

)
= 1←(¬♢x),

(D4’) ♢(x← b̂) = ♢x← b̂ all b ̸= 1,

(P2) □x ∧ ♢y ≤ ♢(x ∧ y).

Proof. Statement (2) is a special case of statement (1) since if B has a unique
atom and co-atom it holds in B that

T1(x) = ¬(1← x) and η0(x) = 1← (¬x),



100 CHAPTER 3. MANY-VALUED MODAL LOGIC

where we abbreviate ¬x = x → 0 as usual. The proof of statement (1) is
similar to that of Example 3.3.11(2), noting that

τb(x) = T1(b̂→ x) and ηb(x) = η0(x← b̂),

which shows that (B3’)-(B4’) and (D3’)-(D4’) imply (B3), (D3) from Defini-
tion 3.3.1. For the converse, use that

τd(b̂→ x) = τd∧b(x) and ηd(x← b̂) = ηd∨b(x)

in an argument similar to the proof of Example 3.3.11(2).

In our next example, we consider the primal four-element bilattice FOUR
from Definition 1.2.2 as algebra of truth-degrees.

Example 3.3.13. Let D = FOUR be the four-element bounded implicative
bilattice. An algebra ⟨A,□⟩ is in A□ if and only if it satisfies (B1)-(B2) from
Definition 3.3.8 and the additional equations

(B3’) □(t→ x) = t→ □x,

(B4’) □
(
t→ (¬x ⊃ x)

)
= t→ (¬□x ⊃ □x),

(B5’) □(x ∗ t) = □x ∗ t and □(x ∗ x) = □x ∗□x,

where
x→ y = (x ⊃ y) ∧ (¬y ⊃ ¬x) and x ∗ y = ¬(y → ¬x).

Proof. To show that (B3’)-(B5’) imply (B3) from Definition 3.3.8, one can
verify that

τt(x) = (t→ x) ∧ (x ∗ x), τ⊤(x) = τt(x ∗ t) and τ⊥(x) = t→ (¬x ⊃ x).

Conversely, assuming (B3) immediately yields (B4’) by the above. To get
(B3’), note that

τt(t→ x) = τt(x) τ⊤(t→ x) = τt(x) and τ⊥(t→ x) = τ⊥(x)

hold in FOUR and to get (B5’), note that

τt(x ∗ x) = τt(x) τ⊤(x ∗ x) = τ⊤(x) and τ⊥(x ∗ x) = τt(x)

holds in FOUR, finishing the proof.
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For a more ‘exotic’ example, we also give another axiomatization of A□

where D = COn is the semi-primal Cornish chain from Definition 1.2.5.
Recall that

COn =
(
{0, 1

n
, . . . , n−1

n
, 1},∧,∨,¬, f, 0, 1

)
,

is the (n+ 1)-element chain with the MV-negation ¬ and unary operation f
which fixes 0 and 1 and sends k

n
to k+1

n
otherwise. For example, this operation

on CO4 is depicted below (indicated by dotted lines).

0 1
4

2
4

3
4 1

Example 3.3.14. Let D = COn be the n-th semi-primal Cornish chain. An
algebra ⟨A,□⟩ is in A□ if and only if it satisfies the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3’) □
(
¬fn−1(¬x)

)
= ¬fn−1(¬□x),

(B4’) □f(x) = f(□x).

Proof. First, one can easily check in COn that

T1(x) = ¬fn−1(¬x)

and
τ k

n
(x) = T1

(
fn−k(x)

)
for all k ∈ {1, . . . , n− 1}.

Therefore, if (B3’) and (B4’) hold then (B3) from Definition 3.3.8 holds.
Conversely, if (B3) holds then (B3’) holds by the first equation above and to
verify (B4’) we first note

τ k
n
(f(x)) =

{
τ k

n
(x) if k = 1

τ k−1
n

(x) if k ∈ {2, . . . , n},

which can again be easily checked in COn. Now we can use this to show

τ 1
n

(
□f(x)

)
= □τ 1

n

(
f(x)

)
= □τ 1

n
(x)

= τ 1
n
(□x) = τ 1

n

(
f(□x)

)
and

τ k
n

(
□f(x)

)
= □τ k

n

(
f(x)

)
= □τ k−1

n
(x)

= τ k−1
n

(□x) = τ k
n

(
f(□x)

)
for all k ∈ {2, . . . , n}, which implies (B4’).
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Most of the proofs in the above examples follow the same pattern, which
we now present in a general form.

Proposition 3.3.15. Let t1(x), . . . , tm(x) be a collection of unary D-terms.

(1) Suppose that for all d ∈ D\{0}, the unary term τd can be obtained
as a combination of the terms ti(x) and for all d ∈ D\{0} and i ∈
{1, . . . ,m}, there is some d[i] ∈ D with

τd
(
ti(x)

)
= τd[i](x).

Then ⟨A,□⟩ with A ∈ A and unary operation □ is in A□ if and only
if it satisfies (B1), (B2) and

□ti(x) = ti(□x) for all i = 1, . . . ,m.

(2) Suppose that for all d ∈ D\{1}, the unary term ηd can be obtained
as a combination of the terms ti(x) and for all d ∈ D\{1} and i ∈
{1, . . . ,m}, there is some d[i] ∈ D with

ηd
(
ti(x)

)
= ηd[i](x).

Then ⟨A,♢⟩ with A ∈ A and unary operation ♢ is in A♢ if and only
if it satisfies (D1), (D2) and

♢ti(x) = ti(♢x) for all i = 1, . . . ,m.

Proof. We only show how to prove (1), since (2) is completely analogous.
Since all τd can be obtained as combinations of ti, it is clear that algebras
satisfying □ti = ti(□x) also satisfy □τd(x) = τd(□x). Conversely, assuming
that (B3) from Definition 3.3.8 holds, for every i and d we find

τd
(
□ti(x)

)
= □τd(ti(x)) = □τd[i](x) = τd[i](□x) = τd

(
ti(□x)

)
,

in particular this also holds if d[i] = 0 since τ0 = 1 is preserved by □ due
to (B1). Since the above equation holds for all d ̸= 0 and D satisfies the
quasi-equation ∧

d̸=0

(
τd(x) ≈ τd(y)

)
→ x ≈ y,

we get ti(□x) = □(tix) as desired.

In the next subsection, we investigate many-valued modal definability in
our setting via the algebraic approach as well.
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3.3.2 A many-valued Goldblatt-Thomason Theorem

In this subsection, we begin our study of modal definability for D-frames.
Our main result is an analogue of the Goldblatt-Thomason Theorem [GT75,
Theorem 8]. In its original form, this theorem states that a first-order de-
finable class of Kripke frames is definable by a set of modal formulas if and
only if it reflects ultrafilter extensions and is closed under disjoint unions,
generated subframes and bounded morphic images. We aim to show that a
similar result holds for modal definability on D-frames, which we now define.
The proofs in this chapter are similar to the ones in [Teh16], where the case
D =  Ln was already considered.

Definition 3.3.16 (Definability for D-frames). Let C be a class of D-frames.
We say that C is definable if there is a set of formulas Φ ⊆ Form□♢

D such that

F ∈ C ⇔ F |= Φ

holds for every D-frame F.

As discussed in Subsection 3.2.1, definability for D-frames differs from
definability of frames by modal D-formulas. For example, in the case D =  Ln

with n ≥ 2, the formula ♢(p ∨ ¬p) defines the class of D-frames (X, v,R)
which satisfy

∀x : ∃x′ : xRx′ ∧ v(x′) =  L1.

Meanwhile, there are no frames (X,R) which satisfy the formula ♢(p ∨ ¬p).
For D-frames, the appropriate notions of disjoint union, generated sub-

frame and bounded morphic image are as follows.

Definition 3.3.17 (Constructions on D-frames). Let F = (X, v,R), F′ =
(X ′, v′, R′) be D-frames and let {Fi = (Xi, vi, Ri)}i∈I be an indexed family
of D-frames.

(1) The disjoint union of {Fi = (Xi, vi, Ri)}i∈I is the D-frame⊎
Fi =

(⊎
Xi,

⊎
vi,

⋃
Ri

)
where

⊎
Xi =

⋃
{i}×Xi is the usual disjoint union and

(⊎
vi
)
(j, xj) =

vj(xj) for all j ∈ I and xj ∈ Xj.

(2) We say that F is a generated D-subframe of F′ if

� (X,R) is a generated subframe of (X ′, R′), that is, X ⊆ X ′ and
x ∈ X ⇒ R′[x] ⊆ X and
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� for all x ∈ X it holds that v(x) = v′(x).

(3) We say that F is a bounded D-morphic image of F′ if there exists a
surjective bounded D-morphism F′ ↠ F.

As expected, validity on D-frames is preserved under these operations.

Proposition 3.3.18. Let F = (X, v,R), F′ = (X ′, v′, R′) be D-frames and
let {Fi = (Xi, vi, Ri)}i∈I be an indexed family of D-frames. Let φ ∈ Form□♢

D .

(1) If Fj |= φ for every j ∈ I, then
⊎
Fi |= φ.

(2) If F′ |= φ and F is a generated D-subframe of F′, then F |= φ.

(3) If F′ |= φ and F is a bounded D-morphic image of F′, then F |= φ.

Proof. For statement (1), suppose that (
⊎
Fi,Val) is an arbitrary D-model

based on
⊎

Fi and let (j, xj) ∈
⊎
Xi be an arbitrary state. Then the restric-

tion Val|{j}×Xj
yields a well-defined D-model based on Fj. Since we have

Fj |= φ, we now find

Val
(
(j, xj), φ

)
= Valj(xj, φ) = 1

as desired.
For statement (2), let (X,R,Val) be a D-model based on F. Then

Val′ : X ′ × Prop→ D given by

Val′(x′, p) =

{
Val(x′, p) if x ∈ X
0 otherwise

yields a well-defined D-model based on F′, since v(x′) = v′(x′) for all x′ ∈ X.
Since (X,R) is a generated subframe of (X ′, R′) and F′ |= φ, it is now easy
to see (by induction on the complexity of the formula φ) that

Val(x, φ) = Val′(x, φ) = 1

holds as desired. This finishes the proof, since statement (3) is an easy
consequence of Proposition 3.2.5.

Remark 3.3.19. Note that, in the definition of generated D-subframe (Defi-
nition 3.3.17(2)), we require the inclusion X ↪→ X ′ to be a regular monomor-
phism in SetD (recall Corollary 2.2.24). The above proof illustrates that, for
preservation of validity, we really require v(x) = v′(x) rather than v′(x) ≤
v(x) (which would only mean that the inclusion is a monomorphism in SetD,
but not necessarily regular). ■
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We already explained how to obtain D-frames from A□♢-algebras in Def-
inition 3.3.3. Conversely, we now show how to obtain A□♢-algebras from
D-frames.

Definition 3.3.20 (Complex algebra of a D-frame). Let F = (X, v,R) be a
D-frame. The complex algebra of F is the A□♢-algebra

F+ := ⟨P′(X, v),□R,♢R⟩

where P′(X, v) =
∏

x∈X v(x) is the functor described explicitly at the begin-
ning of Subsection 4.3.2 and the unary operations □R and ♢R are defined
by

(□Rf)(x) =
∧
xRx′

f(x′) and (♢Rf)(x) =
∨
xRx′

f(x′)

for all f ∈ P′(X, v), x ∈ X.

The fact that □Rf and ♢Rf are well-defined members of P′(X, v) is due
to the compatibility condition of D-frames (see Definition 3.2.1). It is also
easy to directly verify that the above construction results in a A□♢-algebra.
We are now ready to define canonical extensions of D-frames and D-models.

Definition 3.3.21 (Canonical extension). Let F be a D-frame and let M =
(F,Val) be a D-model based on F.

(1) The canonical extension of F is given by

Ce(F) = (F+)+,

that is, the canonical D-frame of the complex algebra of F.

(2) The canonical extension of M is given by

Ce(M) =
(
Ce(F),Vale

)
,

where
Vale(α, p) = α

(
Val(−, p)

)
for every α ∈ S′P′(X, v) and p ∈ Prop.

Note that the canonical model is well-defined, since α ∈ S′P′(X, v) =
A(

∏
v(x),D) and Val(−, p) is an element of

∏
x∈X v(x). Furthermore, we

have Vale(α, p) = α(Val(−, p)) ∈ im(α) as needed.
We now show that validity is reflected under canonical extensions.
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Proposition 3.3.22. Let F be a D-frame. Then

Ce(F) |= φ⇒ F |= φ

holds for all φ ∈ Form□♢
D .

Proof. Let M = (X, v,R,Val) be a D-model based on F = (X, v,R). We
show that there is a canonical embedding ι : M ↪→ Ce(M) given by evaluations
x 7→ evx where evx(α) = α(x).

This map ι is injective, since if x1 ̸= x2, we can always consider the
characteristic function χ of {x1}, which satisfies evx1(χ) = 1 and evx2(χ) = 0,
witnessing evx1 ̸= evx2 .

We now show that x1Rx2 holds if and only if evx1R□R
evx2 holds. If x1Rx2,

then we have

evx1(□Rf) = (□Rf)(x1) =
∧
x1Rx′

f(x′) ≤ f(x2) = evx2(f),

which implies evx1R□R
evx2 (see Definition 3.3.3). Conversely, if ¬(x1Rx2),

then let χ be the characteristic function of R[x1]. Then we have

evx1(□Rχ) = (□Rχ)(x) =
∧
x1Rx′

χ(x′) = 1 and evx2(χ) = χ(x2) = 0,

witnessing ¬(evx1R□R
evx2).

Next, we show that v(x) = im(evx) for all x ∈ W . If s ∈ v(x), then
we can define α(x) = s and α(x′) = 0 otherwise to find s = evx(α), thus
s ∈ im(evx). Conversely, if s ∈ im(evx), then there is some α ∈

∏
v(x) with

evx = α(x) = s, which implies s ∈ v(x).
Lastly, we note that, for every p ∈ Prop and x ∈ X, we have

Val(x, p) = evx
(
Val(−, p)

)
= Vale(evx, p) = Val

(
ι(x), p

)
.

Similarly to the proof of the Truth Lemma 3.3.6, this can be extended to
all φ ∈ Form□♢

D due to Maruyama’s Kripke condition [Mar12, Proposition
3.14] for the □-modality and its analogue for the ♢-modality (see the proof
of Lemma 3.3.6).

There is one more technical lemma needed in order to prove our many-
valued version of the Goldblatt-Thomason Theorem. Before we state it, we
explain how to consider D-frames as first-order structures. The correspond-
ing language L(KripD) consists of one binary relation symbol R and a unary
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relation symbol S for every S ∈ S(D). Then a D-frame F = (W, v,R) can
be understood as a L(KripD)-structure, setting RF = R and

SF = v−1(S↓) for all S ∈ S(D).

We now show that any first-order definable class of D-frames (equivalently,
a class closed under ultrapowers) closed under bounded morphic images is
also closed under taking canonical extensions.

Lemma 3.3.23. Let F = (X, v,R) be a D-frame. Then Ce(F) is a bounded
D-morphic image of an ultrapower of F.

Proof. First, expand the language L(KripD) by a unary predicate PY for
every Y ⊆ X and interpret these unary predicates in the obvious way setting
P F
Y = Y . The resulting structure has an ω-saturated ultrapower Fω by [CK90,

Theorem 6.1.8]. For ξ ∈ Fω, consider the set

Uξ = {Y ⊆ X | ξ ∈ P Fω
Y }.

This defines an ultrafilter on the Boolean algebra 2X = S(P′(X, v)). Thus,
by (the discrete version of) Proposition 2.2.4, it can be uniquely identified
with a homomorphism uξ : P′(X, v)→ D, that is, a member of Ce(F).

The assignment ξ 7→ Uξ yields a surjective bounded morphism of frames
due to [Gol89, Theorem 3.6.1], and therefore the same is true for the assign-
ment ξ 7→ uξ. So all that is left to show is that it is also a morphism in
SetD.

That is, we want to show that if ξ ∈ SFω , then im(uξ) ≤ S. For α ∈
P′(X, v), we have the following equivalences

uξ(α) ∈ S⇔ ∃s ∈ S : Ts(α) ∈ Uξ ⇔ ∃s ∈ S : ξ ∈ P Fω

Ts(α)
,

where in the last statement note that Ts(α) ∈ 2X means that PTs(α) makes
sense in this context. We know that α satisfies α(x) ∈ v(x) for all x ∈ X. In
our extended first-order language, this can now be expressed as

F |= ∀x :
(
S(x)→

∨
s∈S

PTS(α)(x)
)
.

Since F satisfies this formula, the same is true for its elementary extension Fω.
Thus, if ξ ∈ SFω , then there is some s ∈ S such that ξ ∈ P Fω

Ts(α)
. Therefore,

by the above equivalence, we have uξ(α) ∈ S. Since α was arbitrary, we thus
get im(uξ) ≤ S as desired.
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With this, we can now state the main theorem of this subsection, giving
a structural characterization of elementary classes of D-frames which are
modally definable (recall Definition 3.3.16).

Theorem 3.3.24 (Goldblatt-Thomason for D-frames). Let C be a first-order
definable class of D-frames. Then C is modally definable if and only if it
reflects canonical extensions and is closed under disjoint unions, generated
D-subframes and bounded D-morphic images.

Proof. We already know that the conditions are necessary for modal de-
finability by Propositions 3.3.18 and 3.3.22. Now we show that they are
sufficient as well.

So assume that C is a class of D-frames with the stated closure properties.
Note that, due to Lemma 3.3.23, the class C is also closed under canonical
extensions. We show that the set of formulas Φ = {φ | ∀G ∈ C : G |= φ}
defines the class C.

In other words, we want to show the implication

F |= Φ⇒ F ∈ C

holds for all D-frames F. Since F |= Φ. The complex algebra F+ is a member
of the variety generated by C+ := {G+ | G ∈ C}. Therefore, by Birkhoff’s
Theorem, it is a homomorphic image of a subalgebra of a product of algebras
in C+, say we have ∏

i∈I

(Gi)+ ←↩ A ↠ F+

for {Gi | i ∈ I} ⊆ C. By duality, we get⊎
i∈I

Ce(Gi) ↠ A+ ←↩ Ce(F)

in the category of D-frames. Now, since all Gi are in C, the same is true for
all Ce(Gi), their disjoint union and its bounded D-morphic image A+ and
the generated D-subframe Ce(F) of A+. Since C reflects canonical extensions,
finally we get F ∈ C, finishing the proof.

Just like in [Teh16, Theorem 4.7], this immediately yields a corresponding
definability result for frames without preconditions. It is not surprising in the
light of the recent paper [BCN23], where it is shown that most finitely-valued
modal logics can define exactly the same classes of frames which classical
modal logic can define. In the following, definable refers to definable by the
validity relation of D-valued modal logic defined in Section 3.1.
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Corollary 3.3.25 (D-valued Goldblatt-Thomason). Let C be a first-order de-
finable class of Kripke frames. Then C is definable by a set of formulas
Φ ⊆ Form□♢

D if and only if it reflects ultrafilter extensions and is closed under
disjoint unions, generated subframes and bounded morphic images.

Proof. As described in Subsection 3.2.1, every frame (X,R) can be identified
with its corresponding D-frame (X, vD, R). Thus, necessity follows from
Propositions 3.3.18 and 3.3.22 as before.

To see that the conditions are also sufficient, suppose that C ⊆ Krip has
these closure properties. Then consider the class of D-frames

C ′ = {(X, v,R) | (X,R) ∈ C} ⊆ KripD,

that is, the class of D-frames whose underlying frames are in C. By Theo-
rem 3.3.24, the class C ′ is definable by a set of modal formulas Φ. It is easy
to see that this same set of modal formulas also defines the class C.

Using the variety A□ or A♢ instead, we can prove similar theorems for
definability by sets of formulas Φ ⊆ Form□

D or Φ′ ⊆ Form♢
D, respectively.

Note that, due to Lemma 3.3.4, both the ‘□-canonical extension’ and the
‘♢-canonical extension’ one has to use there coincide with the canonical ex-
tension from Definition 3.3.21. Therefore, we get the following result, even
in the absence of a De Morgan involution in D.

Corollary 3.3.26 (Definability by unimodal fragments). Let C be a first-order
definable class of D-frames. Then the following are equivalent.

(i) C is modally definable.

(ii) C is modally definable by some Φ ⊆ Form□
D.

(iii) C is modally definable by some Φ′ ⊆ Form♢
D.

Furthermore, the analogous equivalence holds for first-order definable
classes of Kripke frames (see Corollary 3.3.25). Later on, in Subsection 4.3.4,
we also study modal definability from a coalgebraic perspective. In partic-
ular, there we give a coalgebraic generalization of the above corollary (see
Corollary 4.3.34).

We now conclude Chapter 3, discussing some additional topics for future
research related to these topics.
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3.4 Conclusion of Chapter 3

We discussed many-valued modal logic (with both modalities □ and ♢) with
a semi-primal lattice-expansion as algebra of truth-degrees. We considered
semantics over Kripke frames and ‘richer’ semantics over (crisp) D-frames.
We studied these logics primarily algebraically and proved results about ex-
pressivity, completeness and definability.

In the next chapter, we (re-)investigate and generalize the topics from
this chapter using methods from coalgebraic logic. In particular, we show
how the logics considered here arise as natural ‘liftings’ of classical modal
logic to the semi-primal level.

The semantics on D-frames appear to be more ‘appropriate’ when it
comes to the study of definability as in Subsection 3.3.2 and, similarly, ax-
iomatic extensions of the minimal D-valued modal logic. Similarly to [HT13],
a theory of canonicity and Sahlqvist formulas for the semantics over D-frames
can be developed.

The general tendency in many-valued modal logic is still to exclusively
consider semantics on Set-based relational structures (either with a crisp or
a many-valued accessibility relation). However, it would be interesting to
study some ‘richer semantics’ for other classes of many-valued modal logics
as well. As a positive example, we mention the recent paper [FGMR24],
which considers semantics for Gödel modal logic based on the duality between
finite Gödel algebras and finite forests. In the context of this chapter, an
obvious question is what would be an appropriate analogue of ‘D-frame’
for modal logic over the standard MV-chain  L based on the standard unit
interval [0, 1]. Note that, in this case, a ‘local constraint’ should not be an
arbitrary subalgebra of  L, but rather a complete one. Otherwise, for example
with v(x) =  L ∩ Q, it would be possible to violate Val(x,□p) ∈ v(x) by
approaching an irrational number r as meet of rational numbers.

Moving beyond semi-primal algebras, we note that for every finite lattice-
based algebras of truth-degrees D there is a natural duality [CD98] defined
by the NU Strong Duality Theorem (also see Subsection 5.1.1). More specif-
ically, the variety A = HSP(D) is dually equivalent to a category X of

structured Stone spaces determined by an alter ego D̃ of D. For X ∈ X a
valuation Val : X × Prop → D̃ needs to be a X -morphism in the first com-
ponent. It might suffice to find the correct general compatibility conditions
between the accessibility relation R on X and the additional structure on
X in order to ensure that the same is true for the extended valuation to all
modal formulas. In Chapter 5 we conduct similar research in the case where
D = P Ln is the (n+ 1)-element positive MV-chain.

Lastly, results like Corollary 3.3.26 suggest that □ and ♢ are also inter-
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definable in the absence of a De Morgan involution. In fact, it follows from
the results of Section 4.3 that the varieties A□♢ and A□ are categorically
equivalent. Moving beyond semi-primal algebras of truth-degrees, we ask the
general question for necessary and sufficient conditions on D for this to be
the case.
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Chapter 4

Many-valued coalgebraic logic
over semi-primal varieties

It is all very well to aim for a more “abstract” and a “cleaner”
approach to semantics, but if the plan is to be any good, the operational
aspects cannot be completely ignored.

– Dana S. Scott
(1970)1

In this chapter, we study many-valued coalgebraic logics over semi-primal
algebras. Following the general theme of the previous chapters, we show
that these logics are very ‘well-behaved’ and closely related to their clas-
sical counterparts. More specifically, using the subalgebra adjunctions from
Subsection 2.2.4, we show how to lift classical coalgebraic logics (and algebra-
coalgebra dualities like Jónsson-Tarski duality) to the many-valued level, and
we show that important properties like completeness, expressivity and finite
axiomatizability are preserved under this lifting. We also show how to specif-
ically obtain axiomatizations of the many-valued coalgebraic logics directly
from their classical counterparts using the unary terms τd and ηd similarly
to the last chapter.

Again, for the entirety of this chapter, we work under Assumption 2.0.1.
In Section 4.2, we even assume that D is primal.

The chapter is structured as follows. In Section 4.1, we give an intro-
duction to the abstract approach to coalgebraic logics from [KKP04]. In
particular, we introduce algebras and coalgebras for an endofunctor (Subsec-
tion 4.1.1), abstract and concrete coalgebraic logics (Subsection 4.1.2) and
one-step completeness and expressivity (Subsection 4.1.3). In Section 4.2, we

1[Sco70, p.2]
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explain how to lift abstract (Subsection 4.2.1) and concrete (Subsection 4.2.2)
coalgebraic logics to primal varieties. In Section 4.3, we generalize these re-
sults further to semi-primal varieties (Subsections 4.3.2 and 4.3.3) after we
show how to similarly lift algebra-coalgebra dualities to the semi-primal level
(Subsection 4.3.1). We also investigate the relationship between various no-
tions of coalgebraic definability (Subsection 4.3.4).

There is a common distinction between three distinct (albeit interrelated)
approaches to coalgebraic logic. The topic was introduced by Moss in 1999
[Mos99], who used the relation lifting approach. Soon after, the predicate lift-
ing approach was initiated by Pattinson in [Pat03a]. A unifying framework
for both of these is found in the abstract (or algebraic) approach developed
by Kurz et al. [KKP04, BK05, KR12]. For classical modal logic, all three
approaches were fruitfully followed, leading to interesting insights, general-
izations and novel proof techniques. Thus, it is all the more surprising that
very little research on many-valued coalgebraic logic exists thus far. Exam-
ples are [BKPV13] following the relation lifting approach and [BD16, LL23]
following the predicate lifting approach. To the best of the authors knowl-
edge, the papers [KP23, KPT24a], co-authored by the author of this thesis,
took the first steps towards many-valued coalgebraic logic following the ab-
stract approach. This chapter may be seen as an extended version of these
two papers.

Most of the preliminaries about coalgebraic logic required for this chapter
are presented in Section 4.1. Nevertheless, some familiarity with basic con-
cepts and terminology of this area might be helpful. A good overview of the
various approaches to coalgebraic logic is provided in [KP11], which also con-
tains a lot of references. In addition, we refer the reader to [KKV03, BCM22,
BBdG22] for algebra-coalgebra dualities, to [KKP04, BK05, KR12] for alge-
braic semantics of coalgebraic logics, to [Gum99, Rut00, Pat03b] for the
general theory of coalgebras as state-based systems, to [Pat04, Kli07, Sch08,
JS09] for expressivity of coalgebraic logics and to [BK06, KP10, KR12] for
presentations of functors by operations and equations.

4.1 Introduction to coalgebraic logic

Coalgebraic (modal) logic was introduced by Moss in 1999 [Mos99] and soon
thereafter developed into an active research area (for an overview see, e.g.,
[KP11] and the references therein). In this section, we give an overview of
this topic, as set-up for the later sections of this chapter.

Note that, as mentioned at the beginning of this chapter, our approach
to coalgebraic modal logic is the ‘abstract’ one introduced in [KKP04] and
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further developed (among others) in [BK05, KR12].
The section is structured as follows. In Subsection 4.1.1, we introduce

coalgebras and algebras for endofunctors, and discuss important examples
like Kripke- and neighborhood frames and modal- and neighborhood alge-
bras. In Subsection 4.1.2, we define abstract and concrete coalgebraic logics
and show how classical modal logic fits this framework. Lastly, in Sub-
section 4.1.3, we introduce two important properties of coalgebraic logics,
namely (one-step) completeness and expressivity.

4.1.1 Coalgebras and algebras

We start with the definition of coalgebra for an endofunctor and some exam-
ples related to modal logic.

Definition 4.1.1 (Coalgebra for an endofunctor). Given a category C and an
endofunctor T : C→ C, a T-coalgebra is a C-morphism γ : X → T(X), where
X ∈ C. Given another T-coalgebra γ′ : X ′ → T(X ′), a T-coalgebra morphism
γ → γ′ is a C-morphism f : X → X ′ for which the square

X T(X)

X ′ T(X ′)

γ

f Tf

γ′

commutes. We denote the category of T-coalgebras with coalgebra mor-
phisms by Coalg(T) .

Coalgebras offer a convenient category-theoretical framework to describe
various transition-systems (e.g., both deterministic or non-deterministic au-
tomata). A general theory of universal coalgebra similar to that of universal
algebra can be found in [Rut00]. The following well-known example relates
this to classical modal logic.

Example 4.1.2 (Kripke frames as coalgebras). The category Coalg(P) of
coalgebras for the covariant powerset functor P : Set→ Set is isomorphic to
the category Krip of Kripke frames with bounded morphisms.

Indeed, a P-coalgebra is a map of the form γ : X → P(X). This can be
identified (and vice versa) with a relational structure (X,Rγ) via

x1Rγx2 ⇔ x2 ∈ γ(x1)
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or, in other words, γ(x) = R[x] for all x ∈ X. A coalgebra morphism between
two P-coalgebras is map f such that the square

X P(X)

X ′ P(X ′)

γ

f Pf

γ′

commutes. Spelling out the definitions, this means

Rγ′ [f(x)] = f
(
Rγ[x]

)
for all x ∈ X. Now the inclusion ‘⊇’ is equivalent to

x1Rγx2 ⇒ f(x1)Rγ′f(x2)

and the converse inclusion ‘⊆’ is equivalent to

f(x1)Rγ′x
′
2 ⇒ there is some x2 ∈ R[x1] with f(x2) = x′2.

Therefore, f is a P-coalgebra morphism γ → γ′ if and only if it is a bounded
morphism (X,Rγ)→ (X ′, Rγ′). ■

The following closely related example was described in detail in [KKV03].

Example 4.1.3 (Descriptive general frames as coalgebras). We consider the
coalgebras for the Vietoris functor V : Stone→ Stone. It takes a Stone space
X to its Vietoris space V(X) defined as follows [Vie22]. The carrier set of
V(X) is the collection K(X) of closed subsets of X. The topology is generated
by the subbasis consisting of all sets of the form

[U ] = {K ∈ K(X) | K ⊆ U} and ⟨U⟩ = {K ∈ K(X) | K ∩ U ̸= ∅},

where U ⊆ X is an open subset.
Recall that a descriptive general frame is a relational structure (X,R)

based on a Stone space X, such that R[x] ⊆ X is always closed and

R−1[C] := {x ∈ X | ∃x′ ∈ C : xRx′}

is clopen whenever C ⊆ X is clopen.
The category Coalg(V) of coalgebras for the Vietoris functor V : Stone→

Stone is isomorphic to the category of descriptive general frames with con-
tinuous bounded morphisms [KKV03, Theorem 3.13]. ■
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Dealing with non-normal logics, Kripke semantics are usually replaced by
the more general neighborhood semantics (see, e.g., the book [Pac17]). These
can also be described and studied coalgebraically [HKP09].

Example 4.1.4 (Neighborhood frames as coalgebras). A neighborhood frame
is a pair (W,N) where W is a set and N : W → PP(W ) sends w to the col-
lection of its neighborhoods N(w). A neighborhood morphism f : (W1, N1)→
(W2, N2) is a map f : W1 → W2 which satisfies

Y ∈ N2

(
f(x)

)
⇔ f−1(Y ) ∈ N1(x)

for all x ∈ W1 and Y ⊆ W2.
The category of neighborhood frames is isomorphic to the category of

coalgebras for the neighborhood functor N = ℘ ◦ ℘, where ℘ : Set → Set is
the contravariant powerset functor [HKP09, Subsection 2.3]. ■

Similar to Example 4.1.3, there is also a notion of descriptive neighborhood
frame introduced by Došen [Doš89]. Their coalgebraic description is due to
[BBdG22] as follows.

Example 4.1.5 (Descriptive neighborhood frames as coalgebras). Descriptive
neighborhood frames can be identified with coalgebras for the following end-
ofunctor D : Stone → Stone. This functor takes a Stone space X to the
D-hyperspace D(X) = P(Clp(X)), where Clp(X) denotes the collection of
clopen subsets of X. The topology on D(X) is generated by a subbasis
consisting of all sets of the form

[C] = {N ⊆ Clp(X) | C ∈ N} and ⟨C⟩ = {N ⊆ Clp(X) | X\C /∈ N},

where C ⊆ X is a clopen subset.
It is shown in [BBdG22, Theorem 5.4] that the category of descriptive

neighborhood frames is isomorphic to the category of coalgebras for the func-
tor D : Stone→ Stone. ■

We now define and give some examples of algebras for an endofunctor as
well. Not surprisingly, they are defined very similarly to coalgebras for an
endofunctor.

Definition 4.1.6 (Algebra for an endofunctor). Given a category C and an
endofunctor L : C → C, a L-algebra is a C-morphism α : L(A) → A, where
A ∈ C. Given another L-algebra α′ : L(A′) → A′, a L-algebra morphism
α→ α′ is a C-morphism h : A→ A′ for which the square

L(A) A

L(A′) A′

α

Lh h

α′
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commutes. We denote the category of L-algebras with algebra morphisms by
Alg(L).

In this thesis, we exclusively consider algebras over endofunctors L : V→
V where V is a variety of algebras. In the context of coalgebraic logic, these
functors should be thought of as ‘adding modal operators’. Before we make
this more precise, we give two examples.

Example 4.1.7 (Modal algebras as algebras for a functor). For the first ex-
ample, recall that a (classical) □-modal algebra is a pair (B,□), where B is a
Boolean algebra and □ : B → B preserves the top-element 1 and finite meets.
It was shown in [KKV03, Proposition 3.17] that the category of modal alge-
bras with □-preserving homomorphisms is equivalent to the category Alg(L)
for the functor L□ : BA→ BA which assigns to a Boolean algebra B the free
Boolean algebra generated by the underlying meet-semilattice of B.

Equivalently, as shown in [KKP04], the functor L□ can be described in
terms of a presentation by operations and equations as follows. For a Boolean
algebra B, the Boolean algebra L□(B) is the free Boolean algebra generated
by the set of formal expressions {□b | b ∈ B}, modulo the equations □1 ≈ 1
and □(b1∧b2) ≈ □b1∧□b2. Given a Boolean homomorphism h : B1 → B2, the
homomorphism L□h : L□(B1) → L□(Alg(B2)) is the unique homomorphism
which extends the map {□b1 | b1 ∈ B1} → L□(B2) defined by □b1 = [□h(b1)].
Now, a L□ algebra is by definition a homomorphism α : L□(B) → B. By
definition of L□, such homomorphisms are in one-to-one correspondence with
maps {□b | b ∈ B} → B which respect the equations defining L□.

Thus, the variety BA□ of (□-)modal algebras is isomorphic to the category
Alg(L□) of algebras for the functor L□ described above. ■

Of course, similarly the variety of ♢-modal algebras (i.e., modal algebras
defined in terms of ♢ instead of □) is isomorphic to the category Alg(L♢),
where L♢ takes a Boolean algebra B to the free Boolean algebra generated
by the set of formal expressions {♢b | b ∈ B}, modulo the equations ♢0 ≈ 0
and ♢(b1 ∨ b2) ≈ ♢b1 ∨ ♢b2.

While modal algebras are used in classical modal logic with Kripke se-
mantics, in the case of neighborhood semantics one uses the following more
general variety of algebras.

Example 4.1.8 (Neighborhood algebras as algebras for a functor). For our
next example, we consider neighborhood algebras. Recall that a neighborhood
algebra is a pair (B,△), where B is a Boolean algebra and △ : B → B is an
arbitrary unary operation. As noted in [BBdG22, Proposition 2.6], we can
again describe the variety of neighborhood algebras as category of algebras
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for a functor L△ : BA → BA. The functor L△ sends a Boolean algebra to
the free Boolean algebra generated by the underlying set of B or, to help
our intuition, the Boolean algebra generated by the set of formal expressions
{△b | b ∈ B}. The L△-algebras α : L△(B) → B can then be identified with
arbitrary maps {△b | b ∈ B} → B.

Thus, the variety NA of neighborhood algebras is isomorphic to the cat-
egory Alg(L△) of algebras for the functor L△ : BA→ BA. ■

All of the functors L□, L♢ and L△ are defined in terms of a presentation by
operations and equations [BK06, KP10, KR12]. Following [BK06, Definition
6], a finitary presentation of an endofunctor L : V→ V on a variety V consists
of a collection of operation symbols O together with their arities ar : O → N
and a collection of rank-1 equations E . Here, an equation t1 ≈ t2 between
terms formed from a set of variables, operations of V and operations in O is
called rank-1 if every variable occurring in t1 or t2 is in the scope of precisely
one operation from O.

For example, the functor L□ from Example 4.1.7 has a presentation by
one operation symbol O = {□} with is unary (i.e., ar(□) = 1) and the set of
rank-1 equations E = {□1 ≈ 1,□(b1 ∧ b2) ≈ □b1 ∧ □b2} (note that □1 ≈ 1
is a rank-1 equation because 1 is not a variable).

Similarly, the functor L△ from Example 4.1.8 has a presentation by one
unary operation symbol O = {△} and no equations, that is, E = ∅.

It was shown in [KR12, Theorem 4.7] that an endofunctor on a variety has
a finitary presentation by operations and equations if and only if it preserves
sifted colimits (for an introduction to sifted colimits and their role in universal
algebra we refer the reader to [ARVL10]).

In the following subsection, we define coalgebraic logics, which put coal-
gebras and algebras for an endofunctor in correspondence.

4.1.2 Abstract and concrete coalgebraic logics

In this subsection, we introduce and give some examples of abstract and
concrete coalgebraic logics. An abstract coalgebraic logic for T-coalgebras
consists of an endofunctor L : V→ V defined on a variety V (which essentially
determines syntax) and a natural transformation δ which is used to take
T-coalgebras to L-algebras (essentially determining semantics). All of this
happens ‘on top of’ a dual adjunction between the base categories of T and
L. Before we give the general definition, we discuss two examples.

Both examples are built on the dual adjunction between Set and BA
determined by the contravariant functors S : BA → Set taking a Boolean
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algebra to its set of ultrafilters and P : Set→ BA taking a set to its powerset
algebra. Our first example is due to [KKP04]

Example 4.1.9 (Classical modal logic, coalgebraically). We know by Exam-
ple 4.1.2 that coalgebras for the covariant powerset functor P are Kripke
frames and by Example 4.1.7 that algebras for the functor L□ are modal al-
gebras. We now define a natural transformation δ : L□P ⇒ PP as follows.
For a set W , the component δW : L□P(W )→ PP(W ) of δ is given by

□Y 7→ {Z ⊆ W | Z ⊆ Y } for Y ⊆ W.

Let γR : W → P(W ) be a P-coalgebra, which we identify with the Kripke
frame (W,R), where γR(w) = R[w] = {w′ ∈ W | wRw′}. We apply P to γR
to obtain a homomorphism PT(W ) → P(W ). This can be composed with
δW to obtain a L□-algebra

PγR ◦ δW : L□P(W )→ P(W ).

Untangling the definitions shows that the operator corresponding to this
modal algebra is defined on a subset Y ⊆ W by

□Y = {w ∈ W | γR(w) ⊆ Y } = {w ∈ W | wRw′ ⇒ w′ ∈ Y }.

This is commonly known as the complex algebra of the frame (W,R) (see,
e.g., [BdRV01, Section 5.2]. ■

So, what is needed to relate coalgebras and algebras is a natural transfor-
mation of a certain type. The following example illustrates this once more
in the context of neighborhood semantics.

Example 4.1.10 (Neighborhood semantics, coalgebraically). We know by Ex-
ample 4.1.4 that coalgebras for the neighborhood functorN are neighborhood
frames and by Example 4.1.8 that algebras for the functor L△ are neighbor-
hood algebras. We now define a natural transformation δ : L△P ⇒ PN as
follows. For a set W ∈ Set, the component δW : L△P(W ) → PN (W ) of δ is
given by

∆Y 7→ {N ⊆ P(W ) | Y ∈ N} for Y ⊆ W.

Given a coalgebra γN : W → N (W ), we can again use P and δ to define a
L△-algebra

Pγ ◦ δW : L△P(W )→ P(W ).

Untangling the definitions, we see that the operation of this neighborhood
algebra takes Y ⊆ W to

△W = {w ∈ W | Y ∈ γ(w)}.
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This is the assignment of a neighborhood algebra to a neighborhood frame
described in [Doš89, Section 2]. ■

With these two examples at hand, we are ready to give a general definition
of abstract coalgebraic logic.

Definition 4.1.11 (Abstract coalgebraic logic). Let C be a concrete cate-
gory and let V be a variety of algebras. Let the functors P : Cop → V and
S : V→ Cop form a dual adjunction S ⊣ P (we will always identify them with
contravariant functors between C and V). Let T : C→ C be an endofunctor.
An abstract coalgebraic logic for T is a pair (L, δ) consisting of an endofunc-
tor L : V→ V and a natural transformation δ : LP⇒ PT, called the one-step
semantics .

C V
P

S
T L

If C = Set, V = BA and P and S is the dual adjunction from the above two
examples, we call the coalgebraic logic classical .

As we saw in the previous two examples, in an abstract coalgebraic logic
(L, δ) the natural transformation δ is used to relate T-coalgebras to L-algebras
as follows. Starting with a T-coalgebra γ : X → T(X), we can first apply
the (contravariant) functor P to obtain Pγ : PT(X)→ P(X). Now the com-
ponent δX : LP(X) → PT(X) of δ is precisely what is needed to obtain an
L-algebra

Pγ ◦ δX : LP(X)→ P(X).

Now suppose that the functor L has a presentation by operations and equa-
tions. Then Alg(L) forms a variety, whose equational logic can be thought
of as a modal logic. We obtain the corresponding semantics on coalgebras
as follows. Given a coalgebra γ : X → T(X), we use δ to associate the cor-
responding L-algebra to it. The initial L-algebra L(I) → I exists and the
unique morphism

L(I) I

LP(X) P(X)

L[[·]] [[·]]

yields the interpretation of formulas [[·]] : I → P(X). Via the dual adjunc-
tion, this corresponds to th : X → S(I), which assigns a point of X to its
theory . In this case, we call the coalgebraic logic concrete.
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Definition 4.1.12 (Concrete coalgebraic logic). A concrete coalgebraic logic
is an abstract coalgebraic logic (L, δ) together with a presentation (O, E) of
L by operations and equations.

The logics considered in Examples 4.1.9 and 4.1.10 are therefore both
examples of concrete coalgebraic logics.

In the next subsection, we recall how completeness and the Hennessy-
Milner property are reflected in coalgebraic logics.

4.1.3 One-step completeness and expressivity

In this subsection, we give an overview of the two most important properties
an abstract coalgebraic logic might have, namely (one-step) completeness
and expressivity. In particular, we show how these correspond to properties
of the one-step semantics δ and its adjoint-transpose δ†.

We start with the definition of one-step completeness. This concept was
introduced for predicate liftings by Pattinson in [Pat03a]. In the framework
of abstract coalgebraic logics, following [KKP04], this property is easy to
state.

Definition 4.1.13 (One-step completeness). An abstract coalgebraic logic
(L, δ) is called one-step complete if δ is a monomorphism.

As shown in [KKP04, Proposition 5.6], for classical concrete coalgebraic
logics, one-step completeness always implies completeness for T-coalgebras
in the sense that every formula which is true in all T-coalgebras (with the
semantics described in the discussion before Definition 4.1.12) can be derived
in the consequence relation induced by the variety Alg(L). Since we want to
prove the analogous result for the semi-primal case later on, we give a sketch
of the proof here. The way we present the proof here is very similar to [KP10,
Theorem 6.15] and makes use of the initial algebra sequence.

Theorem 4.1.14 (Classical one-step complete ⇒ complete). Let (L, δ) be a
classical concrete coalgebraic logic for T : Set → Set. Then one-step com-
pleteness implies completeness.

Proof. Recall that 2 is the initial object in BA and 1 := {∗} is the terminal
object in Set. We now construct the initial algebra sequence as follows. Start
with e0 being the unique homomorphism 2 → L(2) and inductively define
en+1 = Len.

2 L(2) L2(2) . . .
e0 e1 e2
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The members of Ln(2) are the (equivalence classes of) formulas of depth n.
Dually, we define the terminal coalgebra sequence, starting with p0 being the
unique map T(1) → 1 and pn+1 = Tpn. We transport this sequence to BA
via the contravariant functor P and obtain a similar sequence.

P(1) PT(1) PT2(1) . . .
Pp0 Pp1 Pp2

We now connect these two sequences via a sequence of homomorphisms
[[·]]n : Ln(2) → PTn(1). Here, [[·]]0 : 2 → P(1) is the unique such homomor-
phism and [[·]]n+1 = δTn(1) ◦ L[[·]]n. Since L and δ preserve monomorphisms,
every [[·]] is a monomorphism.

P(1) PT(1) PT2(1) . . .

2 L(2) L2(2) . . .

Pp0 Pp1 Pp2

e0

[[·]]0
e1

[[·]]1

e2

[[·]]2

Now, to show completeness, suppose that φ ̸= ψ holds in the initial L-algebra.
Then there is some n such that these formulas are different in Ln(2). Let i
be a one-sided inverse of p0. Then γ = Tni : Tn+1(1)→ Tn(1) is a coalgebra.
Since [[·]]n is injective, we have [[φ]]n ̸= [[ψ]]n and [[·]]n coincides with the
interpretation map [[·]] : I → PTn(1). Thus, the coalgebra γ provides a
counter-example to φ = ψ as desired.

Similarly to how completeness of (L, δ) is related to δ being a monomor-
phism, expressivity [Pat04, Kli07, Sch08, JS09] can be related to the adjoint-
transpose of δ being a monomorphism. We use [JS09, Theorem 4] as def-
inition of expressivity. Recall that, in the setting of Definition 4.1.11, the
adjoint-transpose δ† : TS ⇒ SL is the natural transformation obtained from
δ as composition

TS SPTS SLPS SLεTS SδS SLη

where ε and η are the unit and counit of the adjunction.

Definition 4.1.15 (Expressivity). Let (L, δ) be an abstract coalgebraic logic
for T : C→ C satisfying the following conditions.

1. The category Alg(L) has an initial object.

2. The category C has (M, E)-factorizations withM being a collection of
monomorphisms and E being a collection of epimorphisms.
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3. The functor T preserves members of M.

We say that (L, δ) is expressive if every component of the adjoint-transpose
δ† of δ is in M.

Assuming the coalgebraic logic is concrete, expressivity is also known as
the Hennessy-Milner property, stating that for every T-coalgebra γ : X →
T(X), two states x, y ∈ X have the same theory if and only if they are
behaviourally equivalent (bisimilar). Here, we call x1 ∈ X1 and x2 ∈ X2

behaviourally equivalent if there exist coalgebra morphisms f1 : X1 → Y and
f2 : X2 → Y (into the same coalgebra) with f1(x1) = f2(x2).

The logic of Example 4.1.9 is not expressive, but becomes expressive if
restricted to image-finite Kripke frames (that is, the powerset functor is re-
placed by the finite powerset functor Pω). Similar results for the logic defined
in Example 4.1.10 and the appropriate definition of image-finite neighbor-
hood frames can be found in [HKP09].

In the following sections, we develop methods to lift classical coalgebraic
logics to the semi-primal level and show that one-step completeness and
expressivity are preserved under this lifting. Before we deal with the general
semi-primal case, we illustrate the results in the simpler primal case in the
next section.

4.2 Lifting coalgebraic logics to primal vari-

eties

In this section, we show how to lift abstract and concrete classical coalge-
braic logics to the primal level. All of the results here (with the exception
of Theorems 4.2.7 and 4.2.10) are generalized from primal to semi-primal
varieties in Section 4.3. Nevertheless, taking care of the primal case provides
a valuable set-up for this more general case. This section is based on [KP23],
co-authored by the author of this thesis.

For this entire section, we strengthen Assumption 2.0.1 to the following.

Assumption 4.2.1. The algebra D is a primal algebra with a reduct D♭ =
⟨D,∧,∨, 0, 1⟩ which is a bounded lattice. We use A := HSP(D) to denote
the variety generated by D.

Note that the assumption that D comes equipped with a lattice structure
can essentially be made without loss of generality, since every possible lattice-
order on D is term-definable in a primal algebra D.
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4.2.1 Lifting abstract coalgebraic logics: Primal case

To lift abstract coalgebraic logics, we will consider various functors between
Set, BA and A from previous chapters. The entire constellation is summa-
rized in Figure 4.1. Here, the Boolean skeleton functor S : A → BA and the

Set BA

A

P

S

P′

S′ S

P

Figure 4.1: Functors between Set, BA and a primal variety A.

Boolean power functor P : BA→ A establish a categorical equivalence as in
Corollary 2.2.13.

The functors P : Set→ BA and S : BA→ Set are the ones already defined
in Subsection 4.1.2 and P′ and S′ are defined similarly. That is, P′ assigns
the algebra P′(X) = DX to a set X and sends a map f : X → X ′ to the
homomorphism P′f : DX′ → DX defined by composition α 7→ α ◦ f . The
functor S′ assigns the set of homomorphisms S′(A) = A(A,D) to an algebra
A ∈ A and sends a homomorphism h : A→ A′ to the map S′h : A(A′,D)→
A(A,D) defined by composition u 7→ u◦h. Like in the case where D = 2, the
functors P′ and S′ establish a dual adjunction between Set and A (this also
follows that P′ and S′ arise as compositions of functors involved in Figure 2.3).
The corresponding natural transformations η′ : 1A ⇒ P′S′ and ε′ : 1Set ⇒ S′P′

are given by evaluation. In the following, we collect some useful properties
which we need later on.

Lemma 4.2.2. The functors P,S,P′,S′, P,S and the natural transformations
ε, η, ε′, η′ satisfy the following properties.

(1) ϕA : A(A,D)→ BA
(
S(A),2

)
given by restriction u 7→ u|S(A) defines a

natural isomorphism S′ ∼= SS. There also exists a natural isomorphism
S ∼= S′P.

(2) ψX : 2X → S(DX), which identifies 2X with a subset of DX in the
obvious way defines a natural isomorphism P ∼= SP′. There also exists
a natural isomorphism P′ ∼= PP.

(3) ε = Sψ ◦ ϕP′ ◦ ε′ and Sη′ = ψS′ ◦ Pϕ ◦ ηS.
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Proof. In both (1) and (2), the second statement is an immediate consequence
of the first one because P and S form a categorical equivalence. The first
part of (1) is (the discrete version of) Proposition 2.2.4.

For the first part of (2), note that ψX is well-defined since β ∈ 2X satisfies
T1(β(x)) = β(x) in every component x ∈ X. Since the Boolean operations
are defined component-wise, it is a homomorphism, and it is clearly injective.
It is also surjective, since whenever an element α ∈ DX has a component with
α(x) /∈ {0, 1}, we have T1(α(x)) ̸= α(x). Naturality is straightforward by
definition.

For (3), we need to show that the following diagrams commute for all
X ∈ Set and A ∈ A.

X BA(2X ,2) S(A) S(DA(A,D))

A(DX ,D) BA(S(DX),2) 2BA(S(A),2) 2A(A,D)

εX

ε′X

Sη′A

ηS(A)

ϕ
DX

SψX

PϕA

ψA(A,D)

For the diagram on the left, given x ∈ X, we compute

SψX ◦ ϕDX ◦ ε′X(x) = SψX ◦ ϕDX (evx) = SψX(evx|S(DX)) = evx|S(DX) ◦ ψX ,

which, on β ∈ 2X , is given by

evx|S(DX) ◦ ψX(β) = evx|S(DX)(β) = β(x).

This coincides with εX(x)(β) = evx(β) = β(x) as desired.
For the diagram on the right, given b ∈ S(A), similarly we compute

ψA(A,D) ◦ PϕA ◦ ηS(A)(b) = ψA(A,D) ◦ PϕA(evb) = ψA(A,D)(evb ◦ ϕA),

which is given on u ∈ A(A,D) by

ψA(A,D)(evb ◦ ϕA)(u) = ψA(A,D)

(
evb(u|S(A))

)
= u(b).

This coincides with Sη′A(b)(u) = η′A|S(A)(b)(u) = u(b) as desired.

Now, for an endofunctor T : Set → Set, suppose we are given a classical
abstract coalgebraic logic (L, δ) with L : BA→ BA and δ : LP⇒ PT. We now
lift this to an abstract coalgebraic logic (L′, δ′) with endofunctor L′ : A → A
and one-step semantics δ′ : L′P′ ⇒ P′T as follows.
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Definition 4.2.3 (Lifting of a coalgebraic logic, primal). Let (L, δ) be a clas-
sical abstract coalgebraic logic for T : Set→ Set. Then

L′ = PLS and δ′ = Pδ

defines an abstract coalgebraic logic (L′, δ′) for T, which we call the lifting of
(L, δ) to A.

This is well-defined since, by Lemma 4.2.2(2), the natural transformation
Pδ : PLP→ PPT can be identified up to natural isomorphism with one from
PLP ∼= PLSP′ = L′P′ to PPT ∼= P′T. The entire situation is summarized in
Figure 4.2.

Set BA

A

P

S

P′

S′ S

P

T L

L′

Figure 4.2: Classical coalgebraic logic and its lifting to the primal level.

We now show that all important properties of coalgebraic logics discussed
in Section 4.1 are preserved under this lifting, in particular one-step complete-
ness (recall Definition 4.1.13) and expressivity (recall Definition 4.1.15).

Theorem 4.2.4 (Inherited properties, primal). Let (L′, δ′) be the lifting of a
coalgebraic logic (L, δ) to A.

(1) If L has a finitary presentation by operations and equations, then L′ has
one as well.

(2) If (L, δ) is one-step complete, then so is (L′, δ′).

(3) If (L, δ) is expressive, then so is (L′, δ′).

Proof. (1): Recall that an endofunctor on a variety has a finitary presentation
if and only if it preserves sifted colimits [KR12, Theorem 4.7]. Of course, if
L preserves sifted colimits then, by definition, so does L′.
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(2): If δ is a component-wise monomorphism, then so is δ′, since P pre-
serves monomorphisms.

(3): We show that (δ′)† = δ†S holds up to natural isomorphism, from
which the statement follows since it implies that if δ† is a component-wise
monomorphism, then so is (δ′)†. So we want to show that the following
diagram commutes.

TS′ S′P′TS′ S′L′P′S′ S′L′

TSS SPTSS SLPSS SLS

ε′TS′ S′δ′S′ S′L′η′

εTSS SδSS SLηS

D1 D2 D3

Here, by definition, the top edge of the diagram is the adjoint-transpose (δ′)†

and the bottom edge is δ†S. All vertical arrows are natural isomorphisms
obtained via ϕ and ψ from Lemma 4.2.2. The diagram D2 commutes by
definition of δ′, using that S′δ′ = S′Pδ and S′P ∼= S by Lemma 4.2.2(1). To
finish the proof we show that D1 and D3 commute as well.

To see that D1 commutes, we apply the first equation of Lemma 4.2.2(3)
to compute

SPTΦ ◦ SΨTS′ ◦ ΦP′TS′ ◦ ε′TS′ =

SPTΦ ◦ (SΨ ◦ ΦP′ ◦ ε′)TS′ =

SPTΦ ◦ εTS′,

which coincides with εTSS ◦ TΦ.
Similarly, to see that D3 commutes we apply the second equation of

Lemma 4.2.2(3) to compute

SLηS ◦ SLPΦ ◦ SLΨS′ ◦ ΦL′P′S′ =

SL(ΨS′ ◦ PΦ ◦ ηS) ◦ ΦL′P′S′ =

SLSη′ ◦ ΦL′P′S′,

which coincides with ΦL′ ◦ S′L′η′. Thus, the entire diagram commutes, fin-
ishing the proof.

If (L, δ) is a concrete coalgebraic logic, then part (1) of the Theorem 4.2.4
implies that (L′, δ′) can also be turned into a concrete coalgebraic. In this
case, it can be shown analogously to Theorem 4.1.14 that one-step com-
pleteness implies completeness (also see Corollary 4.3.24 in the semi-primal
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case). Therefore, together with part (2) of Theorem 4.2.4 the lifting of a
complete classical concrete coalgebraic logic is always complete with respect
to T-coalgebras as well.

So we showed that the lifting (L′, δ′) of a coalgebraic logic (L, δ) inher-
its desirable properties from the original logic, which is satisfactory from a
theoretical point of view. From a more practical point of view, one impor-
tant question still needs to be answered, namely that of finding a concrete
presentation of L′ and determining its relationship to a presentation of L. In-
deed, Theorem 4.2.4(1) only states that the existence of such a presentation
is preserved, without any explicit way of obtaining it from the original one.
In the following section, we give some partial solutions to this problem.

4.2.2 Lifting concrete coalgebraic logics: Primal case

In this subsection, we aim to relate presentations of L : BA → BA to pre-
sentations of the corresponding lifted functor L′ = PLS : A → A (recall
Definition 4.2.3). In the light of Chapter 3, we utilize the unary terms τd and
ηd again.

In the following, we use D+ to denote D\{0} and D− to denote D\{1}.
Given an element e ∈ D, both the map τ(·)(e) : D+ → 2 defined by d 7→ τd(e)
and the map η(·)(e) : D− → 2 defined similarly fully determine the element e
via

e =
∨
{d | τd(e) = 1}

or
e =

∧
{d | ηd(e) = 0},

respectively. In the following, we characterize all maps of these forms by
their lattice-theoretic properties.

Lemma 4.2.5. Let T : D+ → 2 be a map which, for all d1, d2 ∈ D+, satisfies

T (d1 ∨ d2) = T (d1) ∧ T (d2). (4.1)

Then T = τ(·)(e) for e =
∨
{d | T (d) = 1}.

Proof. The case e = 0 can only occur if T (d) = 0 for all d ∈ D+, which
implies T (d) = 0 = τd(0) for all d ∈ D. Now assume that e ̸= 0. First we
show that T (e) = 1. Since e is a finite join we can apply Equation 4.1 to
find

T (e) = T
(∨
{d | T (d) = 1}

)
=

∧
{T (d) | T (d) = 1} = 1.
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Furthermore, since Equation 4.1 implies that T is order-reversing, we have
T (c) = 1 for all c ≤ e as well. Now let c ̸≤ e. Then we have T (c) = 0, since
otherwise T (c) = 1 leads to the contradiction

e =
∨
{d | T (d) = 1} ≥ e ∨ c > e.

Altogether, we have shown that T (d) = 1 if and only if e ≥ d, so T (d) =
τd(e).

Of course, the following can be shown completely analogously by order-
duality.

Lemma 4.2.6. Let H : D− → 2 be a map which, for all d1, d2 ∈ D+, satisfies

H(d1 ∧ d2) = H(d1) ∨H(d2). (4.2)

Then H = η(·)(e) for e =
∧
{d | H(d) = 0}.

Suppose that L : BA → BA has a presentation by one unary operation,
denoted □, and equations which are satisfied by the terms τd, in the sense
that all the equations obtained by replacing □ by any τd hold in D. In
particular, this is true for the equations □(x ∧ y) = □x ∧ □y and □1 = 1
from Example 4.1.7. Under these circumstances, we can find a presentation
of the corresponding lifted functor L′ : A → A as follows. The idea is to
‘approach’ a presentation of L′ by introducing a modal operator for every
d ∈ D+, intended to correspond to τd□ for the ‘lifted’ □′. However, only if
these modal operators are ‘consistent’ in the sense of Lemma 4.2.5, we can
replace them by a single operator again.

Theorem 4.2.7 (Lifting presentations, primal). Let L : BA→ BA have a pre-
sentation by one unary operation □ and equations which are satisfied (in D)
by all τd, d ∈ D+. Let L′ : A → A be the lifting of L.

(1) The functor L′ can be presented by unary operations □′
d for every d ∈

D+ and the following equations.

� The equations for □, where □ is replaced by □′
1.

� □′
1τd(x) = □′

dx for all d ∈ D+.

� T1(□′
dx) = □′

dx for all d ∈ D+.

(2) If, in the variety Alg(L′) axiomatized by the presentation of (1), the
equation

□d1∨d2x = □d1x ∧□d2x (4.3)

holds for all d1, d2 ∈ D+, then L′ can also be presented by one unary
operation □′ and the following equations.
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� The equations for □, where □ is replaced by □′.

� □′τd(x) = τd(□′x) for all d ∈ D+.

Proof. (1): Let L+ : A → A be the functor presented by the operations □d

and equations as in the statement. We want to show that L′ is naturally
isomorphic to L+. Since both these functors are finitary (because they pre-
serve sifted colimits, in particular they preserve filtered colimits), it suffices
to show that their restrictions to finite algebras are naturally isomorphic.
The restrictions of P and S to the categories Setω of finite sets and BAω of
finite Boolean algebras form a dual equivalence. Similarly, the restrictions of
P′ and S′ form a dual equivalence between Setω and Aω (see Theorem 2.1.8).
Therefore, it suffices to show

S′L+P′ ∼= SLP,

since, due to Lemma 4.2.2, for the right-hand side we have further natural
isomorphisms SLP ∼= S′PLSP′ = S′L′P′.

Spelling this out, we want to find a bijection between the sets of homo-
morphisms A(L+(DX),D) and BA(L(2X),2) which is natural in X ∈ Set. By
definition of L+, the set A(L+(DX),D) can be naturally identified with the
collection of all maps (whose domain is simply a set of formal expressions)

f : {□da | d ∈ D+, a ∈ DX} → D, where f respects the equations of L+.

Similarly, the set BA(L(2X),2) can be naturally identified with the collection
of all maps

g : {□b | b ∈ 2X} → 2, where g respects the equations of L.

Given f as above, we assign to it gf defined by

gf (□b) = f(□1b).

This is well-defined, since T1(f(□1b)) = f(□1b) implies f(□1b) ∈ 2, and gf
respects the equations of L, because f does for □ replaced by □1.

Conversely, given g as above, we assign to it fg defined by

fg(□da) = g
(
□τd(a)

)
.

Since the equations of L are satisfied by τd and respected by g, they are also
respected by fg. The remaining equations of L+ are respected by fg, since,
for all d ∈ D+ we can directly verify

fg
(
□1τd(a)

)
= g

(
□T1(τd(a))

)
= g

(
□τd(a)

)
= fg(□da),
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where we used T1(τd(a)) = τd(a) since τd(a) ∈ 2X and

T1
(
fg(□da)

)
= T1

(
g(□τd(a))

)
= g

(
□τd(a)

)
= fg(□da),

where we used T1(g(□τda)) = g(□τda) since g(□τda) ∈ 2.
Now we show that these two assignments are mutually inverse. For this

we compute

fgf (□da) = gf
(
□τd(a)

)
= f

(
□1τd(a)

)
= f(□da),

where in the last equation we used that f respects the corresponding equation
of L+ and

gfg(□b) = fg(□1b) = g
(
□T1(b)

)
= g(□b),

where in the last equation we used b ∈ 2X again.
For naturality, we need to show that, given a map m : X1 → X2, the

following diagram commutes.

A(L+(DX1),D) BA(L(2X1),2)

A(L+(DX2),D) BA(L(2X2),2)

g(·)

S′L+P′m SLPm

g(·)

Let f : {□da | d ∈ D+, a ∈ DX1} → D be given as before. On the one
hand, for α ∈ DX2 and β ∈ 2X2 we have S′L+P′m(f)(□dα) = f(□d(α ◦
m)) and therefore gS′L+P′m(f)(□β) = f(□1(β ◦ m)). On the other hand,
SLPm(gf )(□β) = gf (□(β ◦ m)) = f(□1(β ◦ m)). Thus, the diagram com-
mutes.

(2): Let L⋆ : A → A be defined by one unary operation □′ and equations
as in the statement and let L+ be defined as in the proof of (1). For the same
reason as before, it suffices to show

S′L⋆P′ ∼= S′L+P′.

Again, S′L+P′(X) = A(L+(DX),D) is essentially the collection of maps

f : {□da | d ∈ D+, a ∈ DX} → D, where f respects the equations of L+,

and S′L⋆P′(X) is essentially the collection of maps

h : {□a | a ∈ DX} → D, where h respects the equations of L⋆.



4.2. LIFTING COALG. LOGICS TO PRIMAL VARIETIES 133

Given h as above, we send it to

fh(□da) = h
(
□′τd(a)

)
.

Checking that this is well-defined is routine by now, the only non-trivial part
being

T1
(
fh(□d(a)

)
= T1

(
h(□′τd(a))

)
= h

(
□′T1(τd(a))

)
= fh(□da),

which uses the fact that h respects the corresponding equation □′T1(x) =
T1(□′x) of L⋆.

Conversely, given f as above, we assign to it

hf (□′a) =
∨
{c | f(□ca) = 1}.

First, given d ∈ D+, using that τc ◦ τd = τd holds for all c ∈ D+, we note

hf
(
□′τd(a)

)
=

∨
{c | f

(
□cτd(a)

)
= 1}

=
∨
{c | f

(
□1τc(τd(a))

)
= 1}

=
∨
{c | f(□da) = 1}.

Since, on the right-hand side, the formula f(□da) = 1 is independent of c,
this join is either equal to

∨
∅ = 0 if f(□da) = 0 or

∨
D+ = 1 if f(□da) = 1.

On the other hand, by assumption we can apply Lemma 4.2.5, which yields

τd
(
hf (□′a)

)
= τd

(∨
{c | f(□ca) = 1}

)
= f(□da)

as well.
The two assignments f 7→ hf and h 7→ fh thus defined are mutually

inverse since

fhf (□da) = hf
(
□′τd(a)

)
=

∨
{c | f

(
□cτd(a)

)
= 1} = f(□da)

holds again by Lemma4.2.5 and

hfh(□′a) =
∨
{c | h

(
□′τc(a)

)
= 1} =

∨
{c | τc

(
h(□′a)

)
= 1} = h(□′a).

Analogous to (1), it is straightforward to show that the isomorphism thus
defined is natural.

Since the above proof is already rather technical, we only presented it for
the case of one unary operation, but there is a straightforward generaliza-
tion of Theorem 4.2.7 to presentations of L by one operation which is not
necessarily unary (the operations □d and □′ will simply have the same arity).

In particular, part (2) of this theorem applies if the ‘original’ operation
□ preserves meets, as shown in the following.
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Corollary 4.2.8. Let L be as in Theorem 4.2.7, such that □(x∧y) = □x∧□y
holds in the variety Alg(L). Then the lifting L′ can be presented by one unary
operation □′ and the following equations.

� The equations for □, where □ is replaced by □′.

� □′τd(x) = τd(□′x) for all d ∈ D+.

Proof. We verify Equation 4.3 from Theorem 4.2.7(2) by

□d1∨d2x = □1τd1∨d2(x)

= □1

(
τd1(x) ∧ τd2(x)

)
= □1τd1(x) ∧□1τd2(x) = □d1x ∧□d2x,

and the statement immediately follows from that theorem.

If (L, δ) is a concrete coalgebraic logic for T : Set→ Set, where L : BA→
BA is endowed with a presentation which satisfies the condition of Theo-
rem 4.2.7, it is now easy to describe the lifting (L′, δ′) as a concrete coalgebraic
logic as well. The only missing piece is an explicit description of the natural
transformation δ′ : L′P′ ⇒ P′T. As seen in the proof of Theorem 4.2.7, for a
set X the component δ′X : L′(DX)→ DT(X) is defined on Z ⊆ X by

δ′X(□da)(Z) = δX(□τd(a))(Z).

Given that the additional condition of part (2) of Theorem 4.2.7 is also
satisfied, δ′ can be described as

δ′X(□a)(Z) =
∨
{d | δ

(
□τd(a)

)
(Z) = 1}.

In the following, we show that the machinery developed in this subsection
works well with respect to classical modal logic as considered in Exam-
ple 4.1.9.

Example 4.2.9 (Lifting classical modal logic to the primal level). Let (L□, δ)
be the coalgebraic logic for P which corresponds to classical modal logic as in
Example 4.1.9, in particular L□ : BA→ BA is presented by a unary operation
□ and the equations □(x ∧ y) = □x ∧□y and □1 = 1.

Let (L′
□, δ

′) be the lifting of (L□, δ) to A. By Corollary 4.2.8, we know
that L′ has a presentation by a unary operation □′ and equations

□′(x ∧ y) = □′x ∧□′y, □′1 = 1 and τd(□
′x) = □′τd(x) for all d ∈ D+.

Note that the variety Alg(L′) is exactly the variety A□ from Definition 3.3.8.
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The natural transformation δ′ has components δ′X : L′(DX) → DP(X),
defined by

δ′X(□′a)(Z) =
∨
{d | δX

(
□τd(a)

)
(Z) = 1}.

Now, since δX(□τd(a))(Z) = 1 ⇔ ∀z ∈ Z : τd(a(z)) = 1 ⇔ ∀z ∈ Z : a(z) ≥
d, we can rewrite this as∨

{d | δX
(
□τd(a)

)
(Z) = 1} =

∨
{d |

∧
y∈Y

a(z) ≥ d}

=
∨
{d | τd

( ∧
z∈Z

a(z)
)

= 1}

=
∧
z∈Z

a(z).

Thus, this corresponds to the usual semantics of a many-valued box over
Kripke frames defined via meet (recall Section 3.1).

Since we know that (L□, δ) is one-step complete (and thus complete), by
Theorem 4.2.4(2) (and Theorem 4.1.14), the logic (L′

□, δ
′) is one-step com-

plete (and thus complete) as well. This corresponds to Corollary 3.3.9(1).
Furthermore, from Theorem 4.2.4(3) we conclude that, replacing P by

the finite-powerset functor Pω, the logic (L′, δ′) is expressive for image-finite
frames. This corresponds to the Hennessy-Milner property we proved directly
in Theorem 3.2.9(2). ■

The applicability of Theorem 4.2.7 does depend on the specific choice of
a presentation of L. For instance, we already noted that the functor L□ is
naturally isomorphic to L♢ which is presented by one unary operation ♢ and
equations ♢(x ∨ y) = ♢x ∨ ♢y and ♢0 = 0. If D is not linear, it is easy to
check that τd(x ∨ y) = τd(x) ∨ τd(y) does not hold in general (simply choose
incomparable elements x and y and set d = x∨y). Therefore, the presentation
of L♢ can not be lifted via Theorem 4.2.7. However, with Lemma 4.2.6, the
following order-dual version of Theorem 4.2.7 can be applied in this case.

Theorem 4.2.10. Let L : BA → BA have a presentation by one unary op-
eration ♢ and equations which are satisfied (in D) by all ηd, d ∈ D−. Let
L′ : A → A be the lifting of L.

(1) The functor L′ can be presented by unary operations ♢′
d for every d ∈

D− and the following equations.

� The equations for ♢, where ♢ is replaced by ♢′
0.

� ♢′
0ηd(x) = ♢′

dx for all d ∈ D−.



136 CHAPTER 4. MANY-VALUED COALGEBRAIC LOGIC

� T1(♢′
dx) = ♢′

dx for all d ∈ D−.

(2) If, in the variety Alg(L′) axiomatized by the presentation of (1), the
equation

♢d1∧d2x = ♢d1x ∨ ♢d2x (4.4)

holds for all d1, d2 ∈ D−, then L′ can also be presented by one unary
operation ♢′ and the following equations.

� The equations for ♢, where ♢ is replaced by ♢′.

� ♢′ηd(x) = ηd(♢′x) for all d ∈ D−.

Analogous to Corollary 4.2.8, Equation 4.4 of Theorem 4.2.10 can be
deduced if ♢(x∨ y) = ♢x∨♢y holds in Alg(L). Thus, we can also concretely
present the lifting (L′

♢, δ
′) of classical modal logic, presenting L′

♢ by one unary
operation ♢′ satisfying

♢′(x ∨ y) = ♢′x ∨ ♢′y, ♢′1 = 1 and ηd(♢
′x) = ♢′ηd(x) for all d ∈ D−.

Thus we have Alg(L′
♢) ∼= A♢.

The semantics of ♢′ are (as usual for many-valued diamonds over Kripke
frames) defined by joins, that is, for a ∈ DX and Y ∈ P(X) we have

δ′X(♢′a)(Y ) =
∨
y∈Y

a(y).

Thus we get completeness and (with Pω instead of P) expressivity for (L′
♢, δ

′)
(which were proved directly in Corollary 3.3.9(2) and Theorem 3.2.9(2), re-
spectively) by Theorem 4.2.4 and the respective properties of (L♢, δ) again.

We finish this subsection with an example to illustrate a situation where
part (1) of Theorem 4.2.7 can be applied, but part (2) can not.

Example 4.2.11 (Lifting classical non-normal modal logic to primal level).
Let T = N be the neighborhood functor and let (L△, δ) be the corresponding
concrete coalgebraic logic from Example 4.1.10, that is, L△ has a presentation
by one unary operation △ and no equations.

Recall that the natural transformation δ has components δX : L△(2X)→
2N (X) defined by

δX(□b)(N) = N(b),

in other words, δX(□b)(N) = 1 if and only if the subset b ∈ 2X is an element
of the collection of neighborhoods N .

Since the presentation of L doesn’t include any equations, it trivially
satisfies the conditions of Theorem 4.2.7. Therefore, the lifting (L′

△, δ
′) of
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the above logic to A can be described as follows. The functor L′ : A → A
has a presentation by unary operations △′

d for all d ∈ D+ with equations

△1τd(x) = △dx and T1(△dx) = △dx for all d ∈ D+.

The semantics δ′ can be described by

δ′X(△da)(N) = δX
(
△ τd(a)

)
(N) = N

(
τd(a)

)
,

which means that δ′X(△da) = 1 if and only if the subset {x ∈ X | a(x) ≥ d}
is an element of the collection of neighborhoods N . Therefore, it can easily
be shown by counter-example that △d1∨d2x = △d1x ∧△d2x does not hold in
Alg(L′

△), which means that the above presentation can not be simplified to
the one using a single unary operation via Theorem 4.2.7(2). At this point,
the question whether or not the presentation can be simplified to one which
only uses one unary operation in a different way remains open.

Since (L△, δ) is one-step complete and expressive for image-finite neigh-
borhood frames, we can again immediately conclude that the same is true
for (L′

△, δ
′) by Theorem 4.2.4. ■

Note that if we replace the functor N in the above example by its sub-
functor which only allows collections of neighborhoods which are closed un-
der finite intersections and supersets (that is, collections of neighborhoods
which are filters or empty), we know that there is a corresponding concrete
coalgebraic logic (L, δ) such that the presentation of L contains the equation
□(x ∧ y) = □x ∧□y. Thus, Corollary 4.2.8 applies in this case again.

In the following section, we aim to obtain similar results for the more
general case where D can be semi-primal but not primal. In this case, the
base category SetD also enters the picture, and we lift both functors T and
L in ‘parallel’.

4.3 Lifting coalgebraic logics to semi-primal

varieties

In this section, we show how to lift classical algebra-coalgebra dualities and
classical coalgebraic logics to the level of StoneD and SetD, respectively. From
now on, we again work under Assumption 2.0.1. The section may be seen as
an extended version of [KPT24a], co-authored by the author of this thesis.

This section is structured as follows. In Subsection 4.3.1, we show how
to lift algebra-coalgebra dualities from the classical case to their semi-primal
analogues (Theorem 4.3.4). In particular, we exemplify this with Jónsson-
Tarski duality (Theorem 4.3.11) and Došen duality (Theorem 4.3.14). In
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Subsection 4.3.2, we similarly show how to lift classical abstract coalgebraic
logics to the semi-primal level. We show that one-step completeness and
expressivity stay preserved under this process (Theorems 4.3.21 and 4.3.22,
respectively). Lastly, in Subsection 4.3.3, we show how to obtain axiomati-
zations of these lifted logics in particular cases and we discuss the case of
lifting classical modal logic (Example 4.3.27) and non-normal modal logic
(Example 4.3.28).

4.3.1 Lifting algebra-coalgebra dualities

In this subsection, we describe a canonical way to lift endofunctors on Stone
to ones one StoneD and, dually, to lift endofunctors on BA to ones on A.
In particular, if T : Stone → Stone and L : BA → BA are dual (in the sense
that L ∼= ΠTΣ), then their respective liftings T′ : StoneD → StoneD and
L′ : A → A are dual as well (in the sense that L′ ∼= Π′T′Σ′). For example, the
‘semi-primal version’ of Jónsson-Tarski duality which Maruyama established
directly in [Mar12] can also be obtained by lifting the classical Jónsson-Tarski
duality in this systematic way we describe here (Theorem 4.3.11). Other
dualities that can be lifted to the ‘semi-primal level’ include Došen duality
[Doš89] as framed in [BBdG22] by algebras and coalgebras (Theorem 4.3.14).

In order to lift endofunctors defined on Stone or BA, we will make use
of the subalgebra adjunctions from Subsection 2.2.4. An overview of the
functors involved in this process is given in Figure 4.3.

Stone BA

StoneD A

⊣ ⊢

Π

Σ

Π′

Σ′

VS CS PS SS

T

T′

L

L′

Figure 4.3: Lifting algebra-coalgebra dualities via subalgebra adjunctions.

In the following, we show that the subalgebra adjunctions can be used
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to reconstruct (up to isomorphism) an object (X,v) ∈ StoneD from the
information carried by all VSCS(X,v) as a coend (for the general theory of
ends and coends see, e.g., [ML97, pp. 222-227]).

More specifically, considering S(D) as a posetal category ordered by inclu-
sion, we define a coend diagram S(D)op × S(D)→ StoneD corresponding to
(X,v) as follows. A pair of subalgebras (S,T) gets assigned to VSCT(X,v)
and if S1 ≤ S2 and T1 ≤ T2, then the inclusion CT1(X,v) ↪→ CT2(X,v)
yields a well-defined morphism VS2CT1(X,v) ↪→ VS1CT2(X,v) in StoneD.

Proposition 4.3.1. Let (X,v) ∈ StoneD. Then (X,v) is isomorphic to the
coend of the diagram defined above, that is,

(X,v) ∼=
∫ S∈S(D)

VSCS(X,v).

Proof. The inclusion maps ιS : CS(X,v) ↪→ X are morphisms VSCS(X,v) ↪→
(X,v) because if x ∈ CS(X), then v(x) ≤ S and thus v(ι(x)) = v(x) ≤ S =
vS(x). Since the diagram only contains inclusion maps, clearly this defines
a cowedge.

Now assume that cS : VSCS(X1,v1)→ (X2,v2) is another cowedge. Then
the underlying map of cD : X1 → X2 yields a well-defined morphism from
(X1,v1) to (X2,v2). To see this, take x ∈ X1 and note that v2(cD(x)) ≤ S
whenever x ∈ CS(X1,v1), because the diagram

VDCS(X1,v1) VSCS(X1,v1)

VDCD(X1,v1) (X2,v2)

cS

cD

commutes. Therefore, we have v2(cD(x)) ≤
∧
{S | x ∈ CS(X1,v1)} = v1(x),

which finishes the proof.

By the dualities between CS and SS and VS and PS established in Sub-
section 2.2.4, we immediately get the following statement about dually re-
covering algebras A ∈ A as a certain ends .

Corollary 4.3.2. Let A ∈ A. Then A is isomorphic to the end of the
diagram dual to the coend diagram corresponding to Σ′(A), that is,

A ∼=
∫

S∈S(D)

PSSS(A).
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The presentations of Proposition 4.3.1 and Corollary 4.3.2 yield canonical
ways to lift functors from Stone to StoneD and from BA to A as follows.

Definition 4.3.3 (Lifting of Stone- or A-endofunctor). Let T : Stone→ Stone
and L : BA→ BA be endofunctors.

(1) The lifting of T to StoneD is the functor T′ : StoneD → StoneD defined
on objects by

T′(X,v) =

∫ S∈S(D)

VSTCS(X,v).

(2) The lifting of L to A is the functor L′ : A → A defined on objects by

L′(A) =

∫
S∈S(D)

PSLSS(A).

The definitions of T′ and L′ on morphisms are discussed in the next para-
graph.

Let f : (X1,v1) → (X2,v2) be a StoneD-morphism. Then we can de-
fine T′f by the universal property of the coend, once we define a cowedge
VSTCS(X1,v1)→ T′(X2,v2) as follows.

VS2TCS2(X1,v1) VS2TCS2(X2,v2)

VS2TCS1(X1,v1) VS2TCS1(X2,v2) T′(X2,v2)

VS1TCS1(X1,v1) VS1TCS1(X2,v2)

Here, we have S1 ≤ S2, all vertical arrows arise from inclusion mappings and
all horizontal arrows are defined by application of the corresponding functors
to f . The triangle on the right commutes because T′(X2,v2) is a cowedge
and the two smaller rectangles commute by functoriality of T.

We define L′ on morphisms in a similar manner by duality. Since the
definitions of T′ and L′ are completely dual, the following is obvious.

Theorem 4.3.4 (Lifting algebra-coalgebra dualities). If T : Stone → Stone
and L : BA→ BA are dual (that is, L ∼= ΠTΣ), then the corresponding liftings
T′ : StoneD → StoneD and L′ : A → A are dual as well (that is, L′ ∼= Π′T′Σ′).
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For example, the ‘semi-primal version’ of Jónsson-Tarski duality due to
Maruyama [Mar12] can be obtained from the (usual) Jónsson-Tarski dual-
ity by this method. To illustrate this, we first show that there is an easier
description of T′, given that T preserves mono- and epimorphisms. If T pre-
serves monomorphisms, then it also preserves finite intersections in the sense
of [Trn69, Proposition 2.1] (the proof therein still works for Stone instead
of Set, which is easy to check). It also preserves restrictions of morphisms
f : X → Y to X0 ⊆ X in the sense that T(f |X0

) = (Tf)|TX0
if we identify

TX0 with a subset of X. If T also preserves epimorphisms, then T preserves
images in the sense that T(f(X)) = Tf(TX) for every f : X → Y (since
Stone is a regular category in which all epimorphisms are regular).

Proposition 4.3.5. Let T : Stone → Stone preserve mono- and epimor-
phisms. Then the following functor T̂ : StoneD → StoneD is naturally iso-
morphic to the lifting T′. On objects (X,v) ∈ StoneD, the functor T̂ is
defined by

T̂(X,v) = (T(X), v̂),

where, for Z ∈ T(X), considering TCS(X,v) as subspace of T(X),

v̂(Z) =
∧
{S | Z ∈ TCS(X,v)}.

On morphisms, T̂ acts precisely like T.

Proof. First note that T̂ is well-defined on objects because CST̂(X,v) ∼=
TCS(X,v) and T preserves intersections as discussed in the paragraph before
the proposition. It is also well-defined on morphisms since, given a StoneD-
morphism f : (X1,v1)→ (X2,v2), we have

(Tf)
(
TCS(X1,v1)

)
= Tf

(
CS(X1,v)

)
⊆ TCS(X2,v2),

where in the first step we used that T preserves images and restrictions as
described above and in the second step we used that T preserves inclusions
up to isomorphisms and f(CS(X1,v1)) ⊆ CS(X2,v2), which holds because f
is a morphism in StoneD.

Next we show that T̂(X,v) with the inclusion maps iS : VSTCS(X,v) ↪→
(T(X), v̂) is a cowedge over the diagram defining T′. Since T preserves
monomorphisms, we only need to make sure that the iS really are StoneD-
morphisms. But this is easy to see, since for Z ∈ TCS(X,v) we have

v̂(Z) =
∧
{R ∈ S(D) | Z ∈ TCR(X,v)} ≤ S.

For universality, simply note that for every other cowedge given by a col-
lection cS : VSTCS(X,v) → (Y,w), the underlying map of cD : T(X) → Y
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also defines a morphism T̂(X,v)→ (Y,w), and this morphism witnesses the
universal property (due to an argument similar to the one in the proof of
Proposition 4.3.1).

The diagram after Definition 4.3.3 was used to define T′ on morphisms
f : (X1,v1)→ (X2,v2). Since the diagram

VSTCS(X1,v1) VSTCS(X2,v2)

T̂(X1,v1) T̂(X2,v2)

Tf |
CS(X1,v1)

Tf

commutes for every S ∈ S(D), the morphisms T′f and T̂f coincide by the
uniqueness clause of the universal property of the coend.

From now on, we will not distinguish between T̂ and T′ in our notation
if T preserves mono- and epimorphisms.

In particular, Proposition 4.3.5 applies in the (for us) important special
case where T is the dual of a functor L : BA → BA appearing in a concrete
coalgebraic logic, that is, the functor L has a presentation by operations and
equations. We prove this fact in the following.

Corollary 4.3.6. If L : BA→ BA has a presentation by operations and equa-
tions, then it preserves mono- and epimorphisms. Therefore, for T = ΣLΠ
the dual of L, the lifting T′ can be obtained as in Proposition 4.3.5.

Proof. The functor L has a presentation if and only if it preserves sifted col-
imits [KR12]. Since every filtered colimit is sifted, L is finitary and preserves
monomorphisms due to [KP10, Lemma 6.14].

If e : B → C is a (necessarily regular) epimorphism between Boolean
algebras, then C is isomorphic to a quotient of B by a congruence (namely,
the kernel of e). Such a quotient is a reflexive coequalizer, which is preserved
by L. Therefore, Le : L(B)→ L(C) is a coequalizer in BA, which implies that
Le is an epimorphism again.

Our next goal is to show that if L : BA→ BA has a finitary presentation
by operations and equations, the same is true for its lifting L′ (where for now,
we only focus on the existence of such a presentation). For this, we need the
following lemma.

Lemma 4.3.7. Let L : BA→ BA be a functor and let T = ΣLΠ be its dual.
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(1) If L is finitary ( i.e., preserves filtered colimits), then so is L′.

(2) If L preserves mono- and epimorphisms, then T′ preserves all equalizers
which TU preserves.

Proof. (1): The functor SS preserves all colimits because it is a left-adjoint, L
is finitary by assumption and it is shown as in the proof of [KPT24b, Theorem
4.11] that PS is finitary. Since, in addition, filtered colimits commute with
finite limits, this implies that L′ is finitary as well.

(2): Let f, g : (X1,v1) → (X2,v2) be two StoneD-morphisms. It is easy
to check that the equalizer of f and g is given by (E,w) where E ⊆ X1

is the equalizer of f and g in Stone and w is the restriction of v1 to E.
Now, assuming that T(E) is the equalizer of Tf and Tg in Stone, we show
that (T(E), ŵ) (in the notation of Proposition 4.3.5) is the corresponding
equalizer in StoneD. By definition, for Z ∈ T(E) we have

ŵ(Z) =
∧
{S | Z ∈ TCS(E,w)}

=
∧
{S | Z ∈ TCS(X,v1) ∩ T(E)}

=
∧
{S | Z ∈ TCS(X,v1)} = v̂1(Z),

where we used that T preserves finite intersections and that CS(E,w) =
CS(X,v1) ∩ E since w is the restriction of v1. Thus, ŵ is the restriction of
v̂1 to T(E), finishing the proof.

We can now easily conclude the following.

Corollary 4.3.8. If L : BA → BA has a finitary presentation by operations
and equations, then the same is true for the lifting L′ : A → A.

Proof. By [KR12, Theorem 4.7], we know that L′ has a presentation if and
only if it preserves sifted colimits. By [ARVL10, Theorem 7.7], we know
that L′ preserves sifted colimits if and only if it preserves filtered colimits
and reflexive coequalizers. Since L has a presentation, it preserves filtered
colimits and reflexive coequalizers. By part (1) of Lemma 4.3.7, we know
that L′ preserves filtered colimits and by part (2), we know that L′ preserves
reflexive coequalizers since T′ preserves coreflexive equalizers (because TU
preserves them as well).

Note that we showed that a presentation of L′ necessarily exists, however
our proof does not indicate what such a presentation actually ‘looks like’.

In Subsection 4.3.3, we describe some circumstances under which one can
directly obtain a presentation of L′ from a given presentation of L (similarly
to Subsection 4.2.2).
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To end this section, we discuss two examples of classical algebra-coalgebra
dualities which can be lifted in this way, namely Jónsson-Tarski duality
[JT51] and Došen duality [Doš89].

The following coalgebraic version of Jónsson-Tarski duality [JT51] be-
tween descriptive general frames and modal algebras is due to [KKV03]. Re-
call that the Vietoris functor V : Stone→ Stone was defined in Example 4.1.3
and the functor L□ : BA→ BA was defined in Example 4.1.7.

Theorem 4.3.9 (Jónsson-Tarski duality, coalgebraically [KKV03]). The two
functors V and L□ are Stone-duals of each other, that is, V ∼= ΣL□Π.

Since V satisfies the conditions of Proposition 4.3.5, we can give a more
explicit description of its lifting V ′ : StoneD → StoneD as follows.

Example 4.3.10 (Lifting of Vietoris functor). The category of coalgebras
Coalg(V ′) is isomorphic to (also see Example 4.3.18) the category of descrip-
tive general D-frames, which are triples (X,v, R) where

� (X,v) ∈ StoneD.

� (X,R) is a descriptive general frame.

� If x1Rx2 then v(x2) ≤ v(x1).

Note that the last item again is the compatibility condition for D-frames from
Definition 3.2.1. A morphism of descriptive general D-frames (X1,v1, R1)→
(X2,v2, R2) is a map f : X1 → X2 which is both a StoneD-morphism and a
bounded morphism.

By Proposition 4.3.5, it is easy to see that the lifting V ′ of V coincides
with the functor described by Maruyama in [Mar12, Section 4] (also see
Example 4.3.18 for the similar case of the powerset functor). ■

Since L□ has a presentation by operations and equations, due to Corol-
lary 4.3.8 we know that the same is true for L′

□. A concrete presentation
of this functor is provided later on in Subsection 4.3.3. Next, note that
Theorem 4.3.4 immediately yields the following.

Theorem 4.3.11 (Lifting Jónsson-Tarski duality). The two functors V ′ and
L′
□ are StoneD-duals of each other, that is, V ′ ∼= Σ′L′

□Π′.

Our second duality concerns Došen duality [Doš89] between descriptive
neighborhood frames and neighborhood algebras. As a algebra-coalgebra
duality it is due to [BBdG22]. Recall that the functor D : Stone→ Stone was
defined in Example 4.1.5 and L△ : BA→ BA was defined in Example 4.1.8.
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Theorem 4.3.12 (Došen duality, coalgebraically [BBdG22]). The two functors
D and L△ are Stone-duals of each other, that is, D ∼= ΣL△Π.

Again, we use Proposition 4.3.5 to find a more concrete description of
the lifting D′ : StoneD → StoneD (also see the Example 4.3.19 for the similar
case of the neighborhood functor).

Example 4.3.13 (Lifting of descriptive neighborhood functor). The coalgebras
for the functor D′ are descriptive neighborhood D-frames, that is, structures
of the form (X,v, N) where

� (X,v) ∈ StoneD.

� (X,N) is a descriptive neighborhood frame.

� If x ∈ CS(X,v), then there is a collection of clopens

NS(x) ⊆ P
(
CS(X,v)

)
such that for all Y ⊆ X

Y ∈ N(x)⇔ Y ∩ CS(X,v) ∈ NS(x).

holds.

Similar to Example 4.3.10, a morphism of descriptive neighborhood D-frames
is a map which is both a StoneD-morphism and a D-coalgebra morphism. ■

As before, we know due to Corollary 4.3.8 that L′
△ has a presentation

by operations and equations. However, outside of the primal case (recall
Theorem 4.2.7), we do not know such a concrete presentation as of yet.

The combination of Theorems 4.3.12 and 4.3.4 immediately yields the
following.

Theorem 4.3.14 (Lifting Došen duality). The two functors D′ and L′
△ are

StoneD-duals of each other, that is, D′ ∼= Σ′L′
△Π′.

In the following subsection, similarly to this subsection (and generalizing
Subsection 4.2.1), we describe how to lift classical abstract coalgebraic logics
to the semi-primal level.
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4.3.2 Lifting abstract coalgebraic logics: Semi-primal
case

In this subsection, we discuss how to lift classical abstract coalgebraic logics
(L, δ) (recall Definition 4.1.11) to many-valued abstract coalgebraic logics
(L′, δ′), where L′ is an endofunctor on the variety A. Compared to the primal
case, where this is more easily achived via the dual equivalence due to Hu’s
Theorem (as demonstrated in Subsection 4.2.1), here we follow a strategy
similar to the previous subsection.

We will discuss how to lift Set-endofunctors T to endofunctors T′ on SetD

(recall Definition 2.3.1). In order to lift abstract coalgebraic logics, we also
explain how to lift δ : LP⇒ PT to a natural transformation δ′ : L′P′ ⇒ P′T′.

Analogous to the case of Stone and StoneD and as mentioned in Sec-
tion 2.3, the subalgebra adjunctions also exist between Set and SetD. Slightly
abusing notation, we keep denoting the functors involved by VS : Set→ SetD

and CS : SetD → Set (see Figure 4.4).

Set BA

SetD A

⊣ ⊢

δ : LP⇒ PT

δ′ : L′P′ ⇒ P′T′

P

S

P′

S′

VS CS PS SS

T

T′

L

L′

Figure 4.4: Lifting coalgebraic logics via subalgebra adjunctions.

The functors S′ : A → SetD and P′ : SetD → A are defined similarly to Σ′

and Π′ from Section 2.1 and form a dual adjunction between SetD and A. In
the light of Figure 2.3, we can define S′ as (−)♭ ◦ Σ′ and P′ as ιc ◦ Π′.

Explicitly, this means the functor S′ : A → SetD is defined on objects
A ∈ A by

S′(A) =
(
A(A,D), im

)
,

where every homomorphism u : A → D gets assigned its image im(u) =
u(A) ≤ D. To a homomorphism h : A → A′ the functor S′ assigns the
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SetD-morphism S′h : A(A′,D)→ A(A,D) given by u 7→ u ◦ h.
The functor P′ : SetD → A is defined on objects by

P′(X, v) =
∏
x∈X

v(x).

To a morphism f : (X1, v1)→ (X2, v2), the functor P′ assigns the homomor-
phism α 7→ α ◦ f . These functors define a dual adjunction. The correspond-
ing natural transformations η′ : idA ⇒ P′S′ and ε′ : idSetD ⇒ S′P′ are given by
evaluations, that is, for for all A ∈ A and (X, v) ∈ SetD we have

η′A : A→
∏

u∈A(A,D)

im(u) ε′(X,v) : X → A
( ∏
x∈X

v(x),D
)

a 7→ eva x 7→ evx

where eva(u) = u(a) and evx(α) = α(x).
Of course, compared to the previous section, there is no longer a full dual

equivalence between the left- and right-hand sides of Figure 4.4 (except when
restricted to the finite level). Fortunately, the following useful relationships
still hold (this is similar to Lemma 4.2.2 in the primal case).

Lemma 4.3.15. The functors involved in Figure 4.4 and the natural trans-
formations ε, η, ε′, η′ satisfy the following properties.

(1) For all S ∈ S(D), there is a natural isomorphism ΘS : P′VS ⇒ PSP,
with components

ΘS
X(α)(s) = Ts(α),

where α ∈ P′VS(X) ∼= SX and Ts are the unary terms defined in The-
orem 1.1.12.

(2) For all S ∈ S(D), there is a natural isomorphism ΨS : PCS ⇒ SSP′

given by the identification of 2CS(X,v) with

SS

(∏
X

v(x)
) ∼= S

( ∏
CS(X,v)

v(x)
) ∼= ∏

CS(X,v)

S
(
v(x)

) ∼= 2CS(X,v).

In particular, for S = D, there is a natural isomorphism Ψ: PU⇒ SP′.

(3) There is a natural isomorphism Φ: US′ ⇒ SS given by restriction

ΦA : A(A,D)→ BA
(
S(A),2

)
u 7→ u|S(A).
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(4) For Ψ and Φ from (2) and (3), the identities εU = SΨ ◦ ΦP′ ◦ Uε′ and
Sη′ = ΨS′ ◦ PΦ ◦ ηS hold.

Proof. For part (1), showing that ΘX is a homomorphism is analogous to
Proposition 2.2.9. It is injective because α1 ̸= α2 means there is some x ∈ X
such that α1(x) ̸= α(x). Then, for s = α(x) we have Ts(α1) ̸= Ts(α2).

To see that ΘX is surjective, let ξ : S → 2X be in PSP(X). By definition
of the Boolean power this means that, in every component x ∈ X, there is a
unique sx ∈ S with ξ(sx)(x) = 1. Thus α(x) = sx is in the preimage of ξ.

For naturality, we need to show that the following diagram commutes for
any morphism f : Y → X.

P′VS(X) PSP(X)

P′VS(Y ) PSP(Y )

ΘX

P′VSf PSPf

ΘY

Given α ∈ P′VS(X) ∼= SX , on the one hand we have PSPf(θX(α)) = Pf ◦
ΘX(α), which sends s ∈ S to Pf(Ts(α)) = Ts(α ◦ f). On the other hand we
have ΘY (P′VSf(α)) = ΘY (α ◦ f) sends s to Ts(α ◦ f) as well. This finishes
the proof of part (1).

The equations in (2) follow from the results of Section 2.3, the fact that
S preserves limits and S(S) ∼= 2 holds for all S ∈ S(D). Naturality is easy
to check by definitions.

The proof of (3) is completely analogous to that of Proposition 2.2.4 and
the proof of (4) is completely analogous to that of Lemma 4.2.2(3).

Exactly like in Definition 4.3.3, we can use the subalgebra adjunctions to
lift an endofunctor T : Set→ Set to one T′ : SetD → SetD.

Definition 4.3.16 (Lifting Set-endofunctor). Let T : Set→ Set be a functor.
The lifting of T to SetD is the functor T′ : SetD → SetD defined on objects
by

T′(X, v) =

∫ S∈S(D)

VSTCS(X, v)

and on morphisms as discussed in the paragraph after Definition 4.3.3.

The canonical lifting T′ of T can again be described more concretely if
the functor T preserves mono- and epimorphisms. In particular, this is true
for Set-endofunctors which are standard (that is, inclusion-preserving), and
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up to what it does on the empty set, every Set-endofunctor is naturally
isomorphic to one which is standard [Trn69]. The proof of Proposition 4.3.5
can be adapted to obtain the following.

Proposition 4.3.17. Let T : Set → Set preserve mono- and epimorphisms.
Then, up to natural isomorphism, T′ is defined on objects by

T′(X, v) =
(
T(X), v̂

)
,

where, for Z ∈ T(X), considering TCS(X, v) as subspace of T(X),

v̂(Z) =
∧
{S | Z ∈ TCS(X, v)}.

On morphisms, T′ acts precisely like T.

An obvious question related to modal logic is what the lifting of the co-
variant powerset functor P : Set→ Set and its corresponding coalgebras look
like. As a matter of fact, they are exactly the D-frames from Definition 3.2.1.

Example 4.3.18 (Lifting of powerset functor). Since P is standard, by Propo-
sition 4.3.17 its lifting is given on objects by P ′(X, v) = (P(X), v̂), where,
for Y ⊆ X we have

v̂(Y ) =
∧
{S | Y ∈ PCS(X, v)} =

∨
{v(y) | y ∈ Y },

where the second equation holds because both terms describe the smallest
subalgebra S which satisfies v(y) ≤ S for all y ∈ Y .

We show that the category of D-frames with bounded D-morphisms is
isomorphic to Coalg(P ′). Given a P ′-coalgebra γ : (X, v) → P ′(X, v), we
define the corresponding Kripke D-frame (X, v,Rγ) by x1Rγx2 ⇔ x2 ∈ γ(x1).
The compatibility condition is satisfied because γ being a SetD-morphism
implies

v̂
(
γ(x)

)
=

∨
{v(x′) | x′ ∈ γ(x)} ≤ v(x).

Conversely, to every D-frame (X, v,R) we can associate the P ′-coalgebra
γR : (X, v) → P ′(X, v) given by γR(x) = R[x]. Again, the compatibility
condition is what is needed to assure that this is a morphism in SetD. ■

In the following, we give a concrete description of the category Coalg(N ′)
of coalgebras for the lifting N ′ of the neighborhood functor N (recall Exam-
ple 4.1.4) as well.
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Example 4.3.19 (Lifting of neighborhood functor). Since N is standard, by
Proposition 4.3.17 its lifting satisfies

CS
(
N ′(X, v)

)
= N ι

(
N (CS(X, v))

)
,

where ι : CS(X, v) ↪→ X is the natural inclusion. The map N ι sends NS ⊆
P(CS(X, v)) to N ⊆ P(X) defined by

Y ∈ N ⇔ Y ∩ CS(X, v) ∈ NS.

The coalgebras γ : (X, v)→ N ′(X, v) can therefore be identified with neigh-
borhood D-frames , which are triples (X, v,N) such that (X,N) is a neighbor-
hood frame, (X, v) ∈ SetD and whenever x ∈ CS(X,v), there is a collection
of subsets NS(x) ⊆ P(CS(X,v)) such that for all Y ⊆ X

Y ∈ N(x)⇔ Y ∩ CS(X,v) ∈ NS(x)

holds.
Morphisms in Coalg(N ′) are maps which simultaneously are morphisms

between neighborhood frames and morphisms in SetD. ■

We now describe how to lift a classical abstract coalgebraic logic (L, δ)
for T : Set→ Set to a many-valued one (L′, δ′) for T′ : SetD → SetD. Since by
now we have a way to lift T (by Definition 4.3.16) and L (by Definition 4.3.3),
we only need to build from the classical one-step semantics δ : LP⇒ PT the
many-valued one-step semantics, that is, a natural transformation δ′ : L′P′ ⇒
P′T′.

By definition we have

L′P′(X, v) =

∫
S∈S(D)

PSLSSP′(X, v)

and by Lemma 4.3.15(2), there is a natural isomorphism

PSLSSP′ ∼= PSLPCS.

Furthermore, we have

P′T′(X, v) = P′( ∫ S∈S(D)

VSTCS(X, v)
) ∼= ∫

S∈S(D)

P′VSTCS(X, v)

since P′ is right-adjoint as a functor SetopD → A and due to Lemma 4.3.15(1)
we know P′VSTCS ∼= PSPTCS. Because δ is natural, for every (X, v) ∈ SetD

we can define a wedge

L′P′(X, v) PSLPCS(X, v) PSPTCS(X, v) P′VSTCS(X, v)
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where the first arrow is the corresponding limit morphism up to the first
natural isomorphism mentioned above, the second arrow is PSδCS(X,v) and
the last arrow is the second natural isomorphism mentioned above. Thus the
universal property of the end P′T′(X, v) yields a morphism

δ′(X,v) : L′P′(X, v)→ P′T′(X, v),

which in fact defines a natural transformation L′P′ ⇒ P′T′, by naturality of
δ and of all isomorphisms involved in the definition of δ′. The procedure to
obtain δ′ from δ is summarized again in Figure 4.5. Now we have everything

L′P′(X, v) =
∫

S(D)
PSLSSP′(X, v)

P′T′(X, v) =
∫

S(D)
P′VSTCS(X, v)

PSLSSP′(X, v)

PSLPCS(X, v)

PSPTCS(X, v)

P′VSTCS(X, v)

∃!δ′(X,v)

limit

limit

∼=

PSδCS

∼=

wedge

Figure 4.5: How to obtain δ′ from δ.

at hand to define the lifting of a classical abstract coalgebraic logic to the
semi-primal level.

Definition 4.3.20 (Lifting of a coalgebraic logic). Let (L, δ) be a classical
abstract coalgebraic logic for T : Set → Set. The lifting of (L, δ) to A is the
abstract coalgebraic logic (L′, δ′) for T′, where L′ and T′ are the liftings of
L and T to A and SetD, respectively, and δ′ is the natural transformation
defined in the previous paragraph.

This definition is a direct generalization of Definition 4.2.3 from primal
algebras to semi-primal algebras D.

In the remainder of this subsection, we show that under the assumption
that L preserves mono- and epimorphisms (in particular, if the coalgebraic
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logic is concrete), one-step completeness and expressivity of a classical ab-
stract coalgebraic logic are preserved under this lifting (generalizing Theo-
rem 4.2.4 from the primal case). Afterwards, in Subsection 4.3.3, we deal
with concrete coalgebraic logics, in particular we discuss how to lift axioma-
tizations (i.e., presentations of functors) as well.

First, we deal with the preservation of one-step completeness (Defini-
tion 4.1.13) under the lifting of Definition 4.3.20.

Theorem 4.3.21 (Inheritance of one-step completeness). Let (L, δ) be a clas-
sical abstract coalgebraic logic for a functor T : Set→ Set such that L : BA→
BA and T preserve mono- and epimorphisms. If (L, δ) is one-step complete,
then so is its lifting (L′, δ′).

Proof. By Definition 4.1.13, we have to show that if δ is a component-wise
monomorphism, then so is δ′. It suffices to show that Sδ′ = δU holds up to
natural isomorphism, since S is faithful and thus reflects monomorphisms.
For all (X, v) ∈ SetD, by our definition of δ′ (in the special case where S = D),
the following diagram commutes.

L′P′(X, v) PLSP′(X, v) PLPU(X, v)

P′T′(X, v) P′VDTU(X, v) PPTU(X, v)

f

δ′
(X,v)

∼=

PδX

g

∼=

Here, f and g are defined via the corresponding limit morphisms. We now
apply S to this diagram and use the fact that SP ∼= idBA to get the following
commutative diagram.

SL′P′(X, v) SPLSP′(X, v) LPU(X, v)

SP′T′(X, v) SP′VDTU(X, v) PTU(X, v)

Sf

Sδ′
(X,v)

∼=

δX

Sg

∼=

To conclude our proof, it remains to be shown that Sf and Sg are isomor-
phisms.

The fact that Sf commutes follows by duality from Proposition 4.3.5,
where it is shown that the cowedge morphism corresponding to S = D of the
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(Stone) dual of L′ is the identity on the underlying space, thus applying the
forgetful functor (the Stone dual of S) yields an isomorphism.

Similarly, by Proposition 4.3.17 (we also use the notation used there),
again we know that the cowedge morphism VDTU(X, v) → T′(X, v) is the
identity map as a (notably non-identity) morphism (T(X), vD)→ (T(X), v̂).
The homomorphism g is obtained by applying P′ to this morphism, and it is
easy to see that this is the natural inclusion g :

∏
Z∈T(X) v̂(Z) ↪→

∏
Z∈T(X) D.

Applying S to this natural inclusion clearly yields (up to identifying 2 with
the subset {0, 1} ⊆ D) the identity 2T(X) → 2T(X). Thus Sg is also an
isomorphism, which concludes the proof.

Similarly, we show that expressivity (Definition 4.1.15) is preserved under
the lifting to the semi-primal level as follows.

Theorem 4.3.22 (Inheritance of expressivity). Let (L, δ) be a classical abstract
coalgebraic logic for a functor T : Set → Set such that L : BA → BA and T
preserve mono- and epimorphisms. If (L, δ) is expressive, then so is its lifting
(L′, δ′).

Proof. In light of Definition 4.1.15, we note that by duality it can be seen that
Alg(L′) has an initial object if Alg(L) has one (endow the terminal coalgebra
of the dual of L with the ‘bottom’ evaluation vE which always assigns the
smallest subalgebra E ⊆ D). Furthermore, SetD has epi-mono factorizations
for essentially the same reason that Set does.

We need to show that if the adjoint-transpose δ† is a component-wise
monomorphism, then so is the adjoint-transpose (δ′)†. This works similarly
to the proof in the primal case (Theorem 4.2.4). It suffices to show that
U(δ′)† = δ†S holds up to natural isomorphism, since U is fully faithful and
thus reflects monomorphisms. In other words, we want to show that the
following diagram commutes.

UT′S′ US′P′T′S′ US′L′P′S′ S′L′

TSS SPTSS SLPSS SLS

Uε′T′S′ US′δ′S′ US′L′η′

εTSS SδSS SLηS

D1 D2 D3

Here, the upper edge of the (entire) diagram is U(δ′)† and the lower edge
is δ†S. All vertical arrows are natural isomorphisms obtained via the nat-
ural isomorphisms Ψ: PU ⇒ SP′, Φ: US′ ⇒ SS from Lemma 4.3.15, the
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identity UT′ = TU (which clearly holds by Proposition 4.3.17) and natural
isomorphism SL′ ∼= L′S (which exists by the dual of Proposition 4.3.5).

The diagram D1 commutes, because by applying the first equation of
Lemma 4.3.15(4), we obtain

SPTΦ ◦ SΨT′S′ ◦ ΦP′T′S′ ◦ Uε′T′S′ =

SPTΦ ◦ (SΨ ◦ ΦP′ ◦ Uε′)T′S′ =

SPTΦ ◦ εUT′S′,

which coincides with εTSS ◦ TΦ.
The diagram D3 commutes for similar reasons since, applying the second

equation of Lemma 4.3.15(4), we can compute

SLηS ◦ SLPΦ ◦ SLΨS′ ◦ ΦL′P′S′ =

SL(ΨS′ ◦ PΦ ◦ ηS) ◦ ΦL′P′S′ =

SLSη′ ◦ ΦL′P′S′,

which coincides with ΦL′ ◦ S′L′η′.
Finally, to see that the diagram D2 commutes, one uses Sδ′ = δU (up to

natural isomorphisms), as shown in the proof of Theorem 4.3.21.

While (L′, δ′) is a coalgebraic logic for the lifting T′ of T, it also directly
yields a coalgebraic logic for T itself. Indeed, with the exception of [HT13],
all results on many-valued modal logic interpret formulas over Kripke frames
(i.e., P-coalgebras) rather than D-frames (i.e., P ′-coalgebras). This is eas-
ily dealt with, since from (L′, δ′) we can always obtain a coalgebraic logic
(L′, δD) for T by composing with the adjunction VD ⊣ U. That is, we sim-
ply define δD : L′P′VD → P′VDT to be δ′VD (which is well-defined because
T′VD = VDT). In the case T = P , this essentially means that we identify
a Kripke frame (W,R) with the corresponding D-frame (W, vD, R) (which
from a logical perspective means that models can have arbitrary valuations
Val : W × Prop → D). It is obvious by definition that one-step complete-
ness of (L′, δ′) implies one-step completeness of (L′, δD). Furthermore, the
fact that (δD)† = U(δ′)† yields the analogous result for expressivity. Thus,
together with Theorems 4.3.21 and 4.3.22, we showed the following.

Corollary 4.3.23. Let (L, δ) be a classical abstract coalgebraic logic for T as
in Theorem 4.3.21, let (L′, δ′) be its lifting and let δD = δ′VD. Then (L′, δD)
is an abstract coalgebraic logic for T, which is one-step complete if (L, δ) is
one-step complete and expressive if (L, δ) is expressive.
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In this subsection, we showed that both one-step completeness and ex-
pressivity of classical coalgebraic logics are preserved under the lifting to the
many-valued level. On the level of abstract coalgebraic logics this is sat-
isfying, but from a more ‘practical’ perspective these results only become
interesting once we discuss concrete coalgebraic logics and provide an axiom-
atization of the lifted logic. This is the content of the next section, where we
also explicitly show how our results apply to classical modal logic (Kripke
semantics) and to neighborhood semantics.

4.3.3 Lifting concrete coalgebraic logics: Semi-primal
case

In this subsection, we deal with liftings of classical concrete coalgebraic logics.
Most notably, we generalize Corollary 4.2.8 to the semi-primal case, that is,
we provide a method which allows us to find a presentation of L′ : A → A,
given a presentation of L : BA→ BA in certain cases. We also show how our
tools may successfully be used in some sample applications.

But first, a note on completeness in the case of concrete coalgebraic logics.
Assume that L : BA → BA has a presentation by operations and equations.
By Corollary 4.3.8, we know that its lifting L′ : A → A has a presenta-
tion by operations and equations as well. Furthermore, we know that one-
step completeness of a classical abstract coalgebraic logic (L, δ) transfers to
the lifted logic (L′, δ′) by Theorem 4.3.21. As discussed in Theorem 4.1.14,
for classical concrete coalgebraic logics (L, δ), one-step completeness implies
completeness with respect to the semantics determined by the initial alge-
bra [KKP04, KP10]. The proof of this fact (as in Theorem 4.1.14) can be
easily adapted to work for (L′, δ′) as well, after one notes that L′ preserves
monomorphisms (because L preserves monomorphisms, SL′ ∼= LS and S
preserves and reflects monomorphisms). For semi-primal FLew-algebras, a
similar result has been shown in [LL23].

Corollary 4.3.24 (Semi-primal one-step completeness ⇒ completeness). Let
(L′, δ′) be a concrete coalgebraic logic for T′ : Set→ Set such that L′ preserves
monomorphisms. Then one-step completeness implies completeness. In par-
ticular, this holds if (L′, δ′) is a lifting of a classical coalgebraic logic as in
Theorem 4.3.21.

Proof. The proof is analogous to the proof of Theorem 4.1.14. The only
difference is that the initial algebra sequence is now given by iterating L′ on
E, the smallest subalgebra of D. Since E contains all constants from the
signature of D, modal D-formulas of depth n can then be identified with
elements of (L′)n(E).
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This means that, as soon as we find a presentation of the lifted functor L′

occurring in the lifting (L′, δ′) of the classical concrete logic (L, δ), we get the
many-valued completeness result directly from the corresponding classical
one. In the following, we show that it is sometimes possible to come up with
a presentation of L′ in a straightforward way. For this, we make use of the
algebraic structure of D.

First we note that Lemmas 4.2.5 and 4.2.6 still hold in the semi-primal
case, having the exact same proof. Similarly to Corollary 4.2.8, we now
show hot to axiomatize Alg(L′) given that L has a presentation by a unary
meet-preserving operation.

Theorem 4.3.25. Let L : BA→ BA have a presentation by one unary oper-
ation □ and equations which all hold in D if □ is replaced by any τd, d ∈ D+,
including the equation □(x ∧ y) = □x ∧ □y. Then L′ has a presentation by
one unary operation □′ and the following equations.

� □′ satisfies all equations which the original □ satisfies,

� □′τd(x) = τd(□′x) for all d ∈ D+.

Proof. Let Lτ : A → A be the endofunctor presented by the operation □′ and
the equations from the statement. Since Lτ and L′ are both finitary and the
functors P′, S′ restrict to a dual equivalence between the full subcategories
Aω and SetωD consisting of the corresponding finite members, it suffices to
show

S′LτP′ ∼= S′L′P′

on the finite level, and from now on we only consider the restrictions of
functors to this finite level. Let T′ and T be the duals of L′ and L, respec-
tively. Since S′L′P′ ∼= T′ holds, we can equivalently show S′LτP′ ∼= T′. By
Definition 4.3.20 and Proposition 4.3.17, the functor T′ is completely charac-
terized by CST′ ∼= TCS for all S ∈ S(D) (note that, in particular this includes
UT′ ∼= TU). Thus, altogether it suffices to show

CSS′LτP′ ∼= SLPCS for all S ∈ S(D).

By definition of the functors involved, we want to find a bijection between the
sets A(Lτ (

∏
X v(x)),S) and BA(L(2CS(X,v)),2) which is natural in (X, v) ∈

SetωD. By definition of Lτ , the former set is naturally isomorphic to the
collection of all functions

f : {□′a | a ∈
∏
x∈X

v(x)} → S satisfying the equations of Lτ .
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Similarly, the latter set is naturally isomorphic to the collection of all func-
tions

g : {□b | b ∈ 2CS(X,v)} → 2 satisfying the equations of L.

Given f as above, we assign to it gf defined by gf (□b) = f(□′b0), where
b0(x) = b(x) for x ∈ CS(X, v) and b0(x) = 0 otherwise. The map gf is
well-defined since T1(f(□′b0)) = f(□′T1(b

0)) = f(□′b0), so f(□′b0) ∈ {0, 1}.
Furthermore, gf satisfies the equations of L because they are included in the
equations of Lτ , which f satisfies.

Conversely, given g as above we assign to it fg defined by

fg(□
′a) =

∨
{d | g

(
□τd(a

♭)
)

= 1},

where a♭ is the restriction of a to CS(X, v). Due to

g
(
□τ(d1∨d2)(a

♭)
)

= g
(
□(τd1(a

♭) ∧ τd2(a♭)
)

= g
(
□τd1(a

♭)
)
∧ g

(
□τd2(a

♭)
)
,

the condition of Lemma 4.2.5 is satisfied here. Therefore, τd(fg(□′a)) =
g(□τd(a♭)). On the other hand, we use τc ◦ τd = τd and compute

fg
(
□′τd(a)

)
=

∨
{c | g

(
□τc(τd(a

♭))
)

= 1}

=
∨
{c | g

(
□τd(a

♭)
)

= 1}

= g
(
□τd(a

♭)
)
.

Thus, we showed that fg satisfies the equations □′(τd(x)) = τd(□x) for all
d ∈ D+. The reason that fg satisfies the remaining equations of Lτ , i.e., the
equations of L, is that these equations are satisfied by all τd and preserved
by g. For example, we see that fg preserves meets by computing

fg
(
□′(a1 ∧ a2)

)
=

∨
{d | g

(
□τd(a

♭
1 ∧ a♭2)

)
= 1}

and thus τd(fg(□′(a1∧a2))) = g(□τd(a♭1∧a♭2)), which is equal to g(□τd(a♭1))∧
g(□τd(a♭2)) because both τd and g preserve meets. On the other hand, we
compute

τd
(
fg(□

′a1) ∧ fg(□′a2)
)

= τd
(
fg(□

′a1)
)
∧ τd

(
fg(□

′a2)
)

= g
(
□τd(a

♭
1)
)
∧ g

(
□τd(a

♭
2)
)
.

Thus, we showed that τd(fg(□′(a1 ∧ a2))) = τd(fg(□′a1)∧ fg(□′a2)) holds for
all d ∈ D+, which implies fg(□′(a1 ∧ a2)) = fg(□′a1) ∧ fg(□′a2) as desired.



158 CHAPTER 4. MANY-VALUED COALGEBRAIC LOGIC

Naturality of the bijection g 7→ g(·) is easy to check by definition, so we
are left to show that the two assignments f 7→ gf and g 7→ fg are mutually
inverse. To show gfg = g, we simply compute

gfg(□b) = fg(□
′b0) =

∨
{d | g

(
□τd((b

0)♭)
)

= 1}

=
∨
{d | g(□b) = 1}

= g(□b),

where we used (b0)♭ = b which is clear by the definitions and τd(b) = b because
b ∈ 2CS(X,v). Showing that fgf = f is more involved. We first compute

fgf (□′a) =
∨
{d | gf

(
□τd(a

♭)
)

= 1}

=
∨
{d | f

(
□′τd((a

♭)0)
)

= 1}

=
∨
{d | τd

(
f(□′(a♭)0

)
= 1} = f

(
□′(a♭)0

)
.

This means we have to show that f(□′a) = f(□′ã) always holds for ã(x) =
a(x) on CS(X, v) and ã(x) = 0 on X\CS(X, v). Clearly this holds if f is
constant, so assume that f is not constant. It suffices to show f(□′α) = 1
for

α(x) =

{
1 if x ∈ CS(X, v)

0 if x /∈ CS(X, v),

because this implies f(□′ã) = f(□′(a ∧ α)) = f(□′a) ∧ f(□′α) = f(□′a).
In order to show that f(□′α) = 1, we show that f(□′cx) = 1 holds for all
x ∈ X\CS(X, v), where

cx(y) =

{
1 if y ̸= x

0 if y = x,

which is sufficient because α =
∧
{cx | x ∈ X\CS(X, v)} (note that this is

a finite meet because X is finite). So let x ∈ X\CS(X, v) and choose some
d ∈ D\v(x). Let s be the minimal element of S strictly above d (which exists
because d ̸= 1). Let cdx be defined by

cdx(y) =

{
1 if y ̸= x

d if y = x,
.

Now τd(f(□′cdx)) = f(□′τd(c
d
x)) = f(□′1) = 1 (since otherwise f(□′1) = 0

and the fact that f is order-preserving would imply that f is constant 0).
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Since f(□′cdx) ∈ S and f(□′cdx) ≥ d, due to our choice of s we have f(□′cdx) ≥
s as well. This implies

1 = τs
(
f(□′cdx)

)
= f

(
□′τs(c

d
x)
)

= f(□′cx)

as desired, finishing the proof.

With the presentation of this theorem, the corresponding natural trans-
formation δ′ : L′P′ ⇒ P′T′ can be obtained from δ component-wise via

δ′(X,v) : L′( ∏
x∈X

v(x)
)
→

∏
Z∈TX

v̂(Z)

□′a 7→
(
Z 7→

∨
{d | δ

(
□τd(a)

)
(Z) = 1}

)
.

This means that in this case we have a full and explicit description of the
lifted concrete coalgebraic logic (L′, δ′).

Similar to the primal case (Subsection 4.2.2), the applicability of The-
orem 4.3.25 depends on the specific choice of presentation of L. For ex-
ample, while it does apply to the functor L□ presented by □1 = 1 and
□(x∧ y) = □x∧□y, it does not apply to the (naturally isomorphic) functor
L♢ presented by ♢0 = 0 and ♢(x ∨ y) = ♢x ∨ ♢y. However, not surpris-
ingly, in this example the order-dual version of Theorem 4.3.25 applies. Let
D− := D\{1} and recall that for d ∈ D− we define

ηd(x) =

{
0 if x ≤ d

1 if x ̸≤ d.

The following is proved completely analogous to Theorem 4.3.25.

Theorem 4.3.26. Let L : BA → BA preserve mono- and epimorphisms and
have a presentation by one unary operation ♢ and equations which all hold
in D if ♢ is replaced by any ηd, d ∈ D−, including the equation ♢(x ∨ y) =
♢x ∨ ♢y. Then L′ has a presentation by one unary operation ♢′ and the
following equations.

� ♢′ satisfies all equations which the original ♢ satisfies,

� ♢′ηd(x) = ηd(♢′x) for all d ∈ D−.

Of course, Theorems 4.3.25 and 4.3.26 do not exhaust all possible presen-
tations a functor L may have, and as of yet we know no systematic method to
directly lift presentations that don’t fall within the scope of these theorems.
Nevertheless, these theorems already cover some ground, most notably in-
cluding classical modal logic. In the following, we show how our results apply,
among others, to this case.
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Example 4.3.27 (Lifting classical modal logic). As in Example 4.1.9, let
T = P be the covariant powerset functor and L□ : BA → BA be the functor
presented by a unary operation □ and equations □1 = 1 and □(x ∧ y) =
□x ∧□y. The natural transformation δ : LP⇒ PT is given on W ∈ Set by

□Y 7→ {Z ⊆ W | Z ⊆ Y } for Y ⊆ W.

It is well-known that the classical coalgebraic logic (L, δ) thus defined is (one-
step) complete for P and expressive if we replace P by the finite powerset
functor Pω.

Now let P ′ be the lifting of P to SetD. As described in Example 4.3.18, the
category of coalgebras Coalg(P ′) is isomorphic to the category of D-frames
(W, v,R) where (W, v) ∈ SetD is compatible with the accessibility relation in
the sense that w1Rw2 ⇒ v(w2) ≤ v(w1).

Let (L′
□, δ

′) be the lifting of (L□, δ) to A. By Theorem 4.3.25, we know
that L′

□ has a presentation by one unary operation □′ and equations

□′1 = 1, □′(x ∧ y) = □′x ∧□′y, □′τd(x) = τd(□
′x), for all d ∈ D+.

The natural transformation δ′ : L′P′ ⇒ P′P ′ has components

δ′(X,v)(□
′a)(Z) =

∨
{d | δX

(
□τd(a)

)
(Z) = 1}.

Since we have the chain of equivalences

δX
(
□τd(a)

)
(Z) = 1⇔ ∀z ∈ Z : τd(a)(z) = 1

⇔ ∀z ∈ Z : a(z) ≥ d

⇔
∧
z∈Z

a(z) ≥ d⇔ τd
( ∧
z∈Z

a(z)
)

= 1,

we can simplify this to∨
{d | δX

(
□τd(a)

)
(Z) = 1} =

∨
{d | τd

( ∧
z∈Z

a(z)
)

= 1} =
∧
z∈Z

a(z).

Thus, δ′ yields the conventional semantics of a many-valued box-modality
via meets, as described in Section 3.1.

From Theorem 4.3.21 and Corollary 4.3.23 we get that (L′, δ′) and (L′, δD)
are one-step complete since (L, δ) is one-step complete. By Corollary 4.3.24
this implies completeness for D-frames and frames alike. Such a complete-
ness results has been proven directly in the case where D =  Ln is a finite
 Lukasiewicz chain in [BEGR11, HT13] and, although only for (L′, δD), in the
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case where D is a Heyting algebra expanded with the unary operations Td
in [Mar09].

Replacing P by Pω, from Theorem 4.3.22 we get that (L′, δ′) and (L′, δD)
are expressive, that is, they satisfy the Hennessy-Milner property. In the
case where D =  Ln with semantics δD, this has been shown in [MM18] (see
also [BD16] for a coalgebraic treatment via predicate liftings). For D-frames
and one-step semantics δ′, this corresponds to Theorem 3.2.9.

Of course, it is also possible to use Theorem 4.3.26 instead to get the
analogous completeness and expressivity result for the many-valued ♢′ sat-
isfying ♢′0 = 0, ♢′(x ∨ y) = ♢′x ∨ ♢′y and ♢′ηd(x) = ηd(♢′x) for all d ∈ D−.
Here, as usual, a formula ♢′φ is interpreted on D-frames or frames as a join.
Since L□ and L♢ are naturally isomorphic, the same is true for L′

□ and L′
♢.

Indeed, this strongly suggests that □′ and ♢′ are inter-definable as well, even
in the absence of a De Morgan negation. ■

As second example, we consider the lifting of non-normal modal logic over
neighborhood frames from Example 4.1.10.

Example 4.3.28 (Lifting neighborhood semantics). In this example, the the-
ory of Subsection 4.3.2 of lifting abstract coalgebraic logics still applies but
obtaining an axiomatization via Theorem 4.2.7 or 4.2.10 is not possible.

Let L△ : BA→ BA be the functor from Example 4.1.8 which has a presen-
tation by one unary operation△ and no (that is, the empty set of) equations.
Let δ be as in Example 4.1.10. The concrete coalgebraic logic (L△, δ) for N
is again complete, and expressive if we replace N by an appropriate Nω.

Therefore, the lifting (L′
△, δ

′) of (L△, δ) to A is a complete (or expressive)
abstract coalgebraic logic for N ′ (or N ′

ω, respectively).
Furthermore, by Theorem 4.3.8 we know that L′ does have a finitary

presentation by operations and equations. However, as of yet we do not
know a concrete presentation of L′ in the case where D is semi-primal but
not primal (for the primal case, recall Theorem 4.2.7).

However, considering the filter functor M : Set → Set, that is, the sub-
functor ofN which only allows collections of neighborhoods which are (empty
or non-empty) filters (i.e., closed under finite intersections and supersets),
Theorem 4.2.7 does apply again.

In this case, L : BA → BA can be presented by one unary operation □
and the equation □(x ∧ y) = □x ∧ □y. Then the concrete coalgebraic logic
(L, δ) for M is well-known to be complete. It is expressive if M is replaced
by the functor Mω corresponding to (image-)finite filter frames [HKP09].

Let (L′, δ′) be the lifting of (L, δ) to A. By Theorem 4.2.7, we get a
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presentation of L′ by one unary operation □′ and equations

□′(x ∧ y) = □′x ∧□′y, □′τd(a) = τd(□a) for all d ∈ D+.

The corresponding semantics δ′(X,v) : L′P′(X, v)→ P′M′(X, v) are given by

δ′(X,v)(□
′a)(N) =

∨
{d | δX

(
□τd(a)

)
(N) = 1} =

∨
{d | τd(a) ∈ N}.

This can be interpreted as follows. Given a neighborhood model (W,N,Val)
where Val : W × Prop→ D, for a formula φ ∈ DW we have

Val(w,□′φ) =
∨
{d | τd(φ) ∈ N(w)}.

By Theorem 4.3.21 and Corollary 4.3.24, we know that (L′, δ′) is complete for
M′- andM-coalgebras. ReplacingM byMω we also get the corresponding
expressivity results by Theorem 4.3.22. ■

4.3.4 Goldblatt-Thomason revisited

In this subsection, we re-investigate the results of Subsection 3.3.2 coalge-
braically. In particular, we generalize the many-valued Goldblatt-Thomason
Theorem for D-frames (Theorem 3.3.24) and frames (Corollary 3.3.25) to
definability for classes of T′-coalgebras and T-coalgebras (using the notation
from the previous subsections). This subsection heavily relies on [KR07],
where coalgebraic Goldblatt-Thomason theorems are discussed in some gen-
erality.

Throughout this subsection, we assume that (L, δ) is a classical concrete
coalgebraic logic for a standard functor T : Set→ Set. Furthermore, (L′, δ′) is
the lifting to A for T′ : SetD → SetD and (L′, δD) is the corresponding many-
valued coalgebraic logic for T (recall the discussion before Corollary 4.3.23).
Furthermore, let L(I) → I be the initial L-algebra and L′(I ′) → I ′ be the
initial L′-algebra.

Definition 4.3.29 (Definability for coalgebras). Let C ⊆ Coalg(T) be a class
of T-coalgebras and let C ⊆ Coalg(T′) be a class of T′-coalgebras.

(1) C is (L, δ)-definable if there is some Φ ⊆ I such that

γ : X → T(X) ∈ C ⇔ [[φ]] = X for all φ ∈ Φ.

(2) C is (L′, δD)-definable if there is some Φ′ ⊆ I ′ such that

γ : X → T(X) ∈ C ⇔ [[φ]](x) = 1 for all φ ∈ Φ′, x ∈ X.
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(3) Similarly, C ′ is (L′, δ′)-definable if there is some Φ′ ⊆ I ′ such that

γ : (X, v)→ T′(X, v) ∈ C ′ ⇔ [[φ]](x) = 1 for all φ ∈ Φ′, x ∈ X.

Note that, in the above, the definition of [[·]] depends on the coalgebraic logic
in question (recall the discussion before Definition 4.1.12).

In the coalgebraic setting, we replace disjoint unions, generated subframes
and bounded morphic images (recall Definition 3.3.17) by coproducts, sub-
coalgebras and coalgebra morphic images. For the Set-based case, these
notions can, for example, be found in [Gum99, Section 4]. We generalize
them to the SetD-based case in order to fit our purposes.

Definition 4.3.30 (Constructions on T′-coalgebras). Let the morphisms
γ : (X, v) → T′(X, v), γ′ : (X ′, v′) → T′(X ′, v′) be T′-coalgebras and let
{γi : (Xi, vi)→ T′(Xi, vi)}i∈I be an indexed family of T′-coalgebras.

(1) The coproduct of {γi}i∈I is given by the unique morphism∐
γi :

∐
(Xi, vi)→ T′(∐(Xi, vi)

)
obtained by the universal property of the coproduct (in SetD) from

(Xi, vi)
∐

(Xi, vi)

T′(Xi, vi) T′(∐(Xi, vi)
)

ei

γi
∐
γi

T′ei

where ei are the coproduct morphisms.

(2) We say that γ is a subcoalgebra of γ′ if X ⊆ X ′ and the embedding
ι : (X, v) ↪→ (X ′, v′) is a regular monomorphism in SetD and a T′-
coalgebra morphism γ → γ′.

(3) We say that γ is a coalgebra morphic image of γ′ if there is a surjective
coalgebra morphism f : γ′ → γ (i.e., a coalgebra morphism which is an
epimorphism (X ′, v′)→ (X, v) in SetD).

We rely on the following theorem of [KR07] which, as mentioned in that
paper, is general enough to cover both (L, δ) and (L′, δ′).
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Theorem 4.3.31 ([KR07, Theorem 3.15]). Assume there exists a natural
transformation λ : TS⇒ SL such that, whenever B = limi∈I Bi is a cofiltered
limit of finite Boolean algebras in BA with limit morphisms pi : B→ Bi, the
following diagram

TS(B) SL(B)

TS(Bi) SL(Bi)

λB

TSpi

∼=

SLpi

commutes. Then a class C ⊆ Coalg(T) is (L, δ)-definable if and only if C is
closed under coproducts, subcoalgebras, quotients and ultrafilter extensions,
and C reflects ultrafilter extensions.

Here, the ultrafilter extension of a coalgebra γ : X → T(X) is obtained
by first using δ to transform it into a L-algebra as described in the discussion
after Definition 4.1.11 and then using λ in a similar manner to turn this
L-algebra back into a coalgebra, which we will denote by Ce(γ). Similarly,
the canonical extension Ce(γ′) of a T′-coalgebra γ′ is defined if a natural
transformation λ′ : T′S′ ⇒ S′L′ with the analogous property exists.

Furthermore, the analogue of Theorem 4.3.31 holds for (L′, δ′)-definability,
given that such a λ′ exists (since the theorem is proved in sufficient generality
in [KR07]). In the following, we show that such a λ′ exists whenever a λ as
in Theorem 4.3.31 exists. The way to obtain λ′ from λ is similar to obtaining
δ′ from δ (recall the discussion after Example 4.3.19). In order to carry
this out, we need some more natural isomorphisms similar to the ones from
Lemma 4.3.15.

Proposition 4.3.32. Suppose that λ as in Theorem 4.3.31 exists. Then there
exists a λ′ : T′S′ ⇒ S′L′ such that whenever A = limi∈I Ai is a cofiltered limit
of finite algebra in A with limit morphisms p′i : A→ Ai, the diagram

T′S′(A) S′L′(A)

T′S′(Ai) S′L′(Ai)

λ′A

T′S′p′i

∼=

S′L′p′i

commutes.
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Proof. First we sketch how to obtain λ′ from λ, then we show that this λ′

has the desired property.
By definition we have

T′S′(A) =

∫ S∈S(D)

VSTCSS′(A)

and for every S ∈ S(D) there is a natural isomorphism

VSTCSS′ ∼= VSTSSS,

defined as in the ‘topological case’ discussed in Subsection 2.2.4 (since S and
S′ completely coincide with Σ and Σ′ up to ‘forgetting topology’). Further-
more, we have

S′L′(A) = S′( ∫
S∈S(D)

PSLSS(A)
) ∼= ∫ S∈S(D)

S′PSLSS(A)

because S′ is left-adjoint as a functor A → SetopD and for the same reasons
as above we again know that S′PSLSS

∼= VSSLSS essentially from Subsec-
tion 2.2.4. Because λ is natural, for every A ∈ A we can define a cowedge

VSTCSS′(A) VSTSSS(A) VSSLSS(A) S′L′(A)

where the first arrow is the first natural isomorphism mentioned above, the
second arrow is VSλSS(A) and the third arrow is the corresponding coend
morphism up to the other natural isomorphism mentioned above. The uni-
versal property of the coend T′S′(A) yields a unique morphism

λ′A : T′S′(A)→ S′L′(A),

which in fact defines a natural transformation T′S′ ⇒ S′L′, by naturality of
λ and of all isomorphisms involved in the definition of λ′. The procedure
to obtain λ′ from λ is summarized again in Figure 4.6. Now we show that
this λ′ has the desired property. Suppose towards contradiction that it does
not have this property. Then there is cofiltered limit A = limi∈I Ai as in
the statement such that the property is falsified by some p′i : A → Ai. It
suffices to show Uλ′A = λS(A) up to natural isomorphism, because due to
the fact that S preserves limits and is injective on morphisms, we then have
S(A) = limi∈I Ai and Sp′i witnesses that λ does also not have the property,
a contradiction. To see Uλ′A = λS(A), apply U to the diagram in Figure 4.6
instatiated with S = D and use UVD ∼= idSet and UT′ ∼= TU.
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T′S′(A) =
∫ S(D)

VSTCSS′(A)

S′L′(A) =
∫ S(D)

S′PSLSS(A)

VSTCSS′(A)

VSTSSS(A)

VSSLSS(A)

S′PSLSS(A)

∃!λ′A

colimit

colimit

∼=

VSλSS

∼=

cowedge

Figure 4.6: How to obtain λ′ from λ.

Therefore, we know that whenever Theorem 4.3.31 can be applied to the
classical coalgebraic logic (L, δ), its many-valued analogue can be applied to
(L′, δ′). To end this subsection, we relate this to the ‘intermediate’ (L, δD)-
definability, that is, many-valued definability for classes of T-coalgebras. In
particular, we aim to generalize Corollary 3.3.25. As it turns out, all we need
for this is the following fact relating the canonical extension of a T′-coalgebra
to the ultrafilter extension of its underlying T-coalgebra.

Lemma 4.3.33. Let λ′ be obtained from λ as described in the proof of Propo-
sition 4.3.32 and let γ′ ∈ Coalg(T ′). Then there is an isomorphism

U
(
Ce(γ′)

) ∼= Ue
(
U(γ′)

)
in the category Coalg(T) (where Ce denotes the canonical extension obtained
from δ′ and λ′ and Ue denotes the ultrafilter extension obtained from δ and
λ).

Proof. Say γ′ : (X, v) → T′(X, v) and abbreviate X := (X, v). The proof
is subsumed by the diagram depicted in Figure 4.7. In this large diagram,
following the top-most edge yields U

(
Ce(γ′)

)
and following the bottom-most

edge yields Ue(Uγ′). All vertical arrows are natural isomorphisms previously
discussed. The diagrams D1, D2, D4 and D8 clearly commute because therein
we always apply the same natural isomorphism vertically. The combined
diagram of D3 and D6 corresponds to Uλ′ = λS as discussed in the proof of
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US′P′(X) US′P′T′(X) US′L′P′(X) UT′S′P′(X)

SSP′(X) SSP′T′(X) SSL′P′(X) TUS′P′(X)

SPU(X) SPUT′(X) SLSP′(X) TSSP′(X)

SPTU(X) SLPU(X) TSPU(X)

US′P′γ′ US′δ′X
Uλ′

P′(X)

SPUγ′

SδU(X) λPU(X)

D1 D2 D3

D4 D5 D6

D7 D8

Figure 4.7: Canonical extension and ultrafilter extension.

Proposition 4.3.32 and the combined diagram of D5 and D7 corresponds to
Sδ′ = δU as discussed in the proof of Theorem 4.3.21.

From this, we now get the following analogue of Corollary 3.3.25, showing
that, for T-coalgebras, D-valued definability coincides with classical defin-
ability.

Corollary 4.3.34. Suppose that λ as in Theorem 4.3.31 exists and let C ⊆
Coalg(T) be an elementary class of T-coalgebras. Then the following are
equivalent.

(i) C is (L, δ)-definable.

(ii) C is (L′, δD)-definable.

(iii) C is closed under coproducts, subcoalgebras and coalgebra morphic im-
ages and reflects ultrafilter extensions.

Proof. The equivalence (i)⇔(iii) is Theorem 4.3.31 and (ii)⇒(iii) is straight-
forward as in [KR07]. We prove the remaining implication (iii)⇒(ii).

We define a class C ′ of T′-coalgebras via

C ′ = {γ′ ∈ Coalg(T′) | Uγ′ ∈ C}.
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We show that C ′ is (L′, δ′)-definable, by showing that it is closed under co-
products, subcoalgebras, coalgebra morphic images and it reflects canonical
extensions. Closure under coproducs follows from the corresponding closure
property of C because

U
(∐

γ′i
)

=
∐

U(γ′i) ∈ C

holds whenever {γ′i} ⊆ C ′. Closure under subcoalgebras and coalgebra mor-
phic images is (even more) straightforward by definition and the correspond-
ing closure properties of C.

Lastly, suppose that γ′ is any T′-coalgebra which satisfies Ce(γ′) ∈ C ′.
Then, by definition of C ′ and Lemma 4.3.33 we find

Ue(Uγ′) ∼= U
(
Ce(γ′)

)
∈ C ′

and, therefore, Uγ′ ∈ C because C is closed under ultrafilter extensions. In
return, this again yields γ′ ∈ C ′ as desired.

Therefore, C ′ is (L′, δ′)-definable by some set Φ ⊆ I ′, and that same subset
witnesses that C is (L′, δD)-definable, finishing the proof.

With this, we end the main part of Chapter 4. In the following concluding
section, we give an outlook of potential future research related to this chapter.

4.4 Conclusion of Chapter 4

We provided a general method to lift classical algebra-coalgebra dualities and
coalgebraic logics to the semi-primal level. More specifically, we showed how
to get from a classical abstract coalgebraic logic (L, δ) to a D-valued abstract
coalgebraic logic (L′, δ′) in the sense that L′ is defined on A. We also showed
that (L′, δ′) inherits many properties from (L, δ) with regards to complete-
ness, expressivity and definability. Furthermore, L′ has a presentation by
operations and equations if L has one, and we partially answered how such
a presentation of L′ can be obtained directly from a presentation of L. In
particular, we showed how all of this applies to the lifting of classical modal
logic. In the following, we offer some more ideas for future related research.

In Subsection 4.3.1, we described how to lift classical algebra-coalgebra
dualities building on Stone duality. Recently, in the two papers [BCM22,
BBdG22], classical algebra-coalgebra dualities building on ‘Tarski duality’
between Set and CABA were studied as well. In particular, in [BCM22] the
duality between Kripke frames and complete atomic modal algebras with □
preserving arbitrary meets (which the authors refer to as ‘Thomason duality’)
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was established as algebra-coalgebra duality between the covariant powerset
functor P : Set → Set and a functor which we call cL□ : CABA → CABA,
which can also be defined similarly to L□ but using a proper class of equa-
tions (assuring preservation of meets of arbitrary cardinality), see [BBdG22,
Example 3.12]. Looking at this in the context of Section 2.3 and Subsec-
tion 4.3.1, it seems likely that such dualities can also be lifted to algebra-
coalgebra dualities building on the discrete semi-primal duality between SetD

and CAA (recall Definition 2.3.9), as indicated in Figure 4.8.

Set CABA

SetD CAA

⊣ ⊢

cΠ

cΣ

cΠ′

cΣ′

VS CS PS SS

T

T′

cL

cL′

Figure 4.8: Lifting discrete algebra-coalgebra dualities.

Here, the way to lift T is the same as discussed in Subsection 4.3.2 and
the way to lift cL to cL′ is dual to this (i.e., via ends as in Definition 4.3.3).
We conjecture that the category of algebras for the functor cL′

□ is isomorphic
to the category of complete modal A-algebras ⟨A,□⟩, where A ∈ CAA and
□ satisfies the axioms

□1 = 1, □
(∧
i∈I

xi
)

=
∧
i∈I

□xi, □τd(x) = τd(□x), for all d ∈ D+.

This also relates to canonical extensions of modal algebras.
In this chapter, we dealt with D-valued coalgebraic logics, using the ab-

stract approach to coalgebraic logic. In the future, it would also be interesting
to stuy these coalgebraic logics using the relation lifting approach [Mos99]
and the predicate lifting approach [Pat03a]. Little prior work exists on these
approaches in a many-valued setting (few examples are [BKPV13] following
the relation lifting approach and [BD16, LL23] following the predicate lifting
approach).
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The relation lifting approach is, roughly speaking, based on a technique
to lift a binary relation B ⊆ X × Y to a relation B̂ ⊆ T(X) × T(Y ). The
set of formulas of the T-coalgebraic logic is closed under ∇α whenever α ∈
T(Form) and the semantics of this cover modality ∇ are given on a coalgebra
γ : X → T(X) by

x |= ∇α if and only if γ(x)|̂=α.

A D-valued relation lifting now has to lift a D-valued relation B ⊆ X×Y →
D to one B̂ ⊆ T(X) × T(Y ) → D. In order to do this, dissect B into
|D+|-many binary relations Bd ⊆ X × Y with xBdy ⇔ B(x, y) ≥ d and
define

B̂(V,W ) =
∨
{d ∈ D | V B̂dW}.

In other words, we define the many-valued relation lifting from the classical
one in a way similarly to Subsection 4.3.3. Semantically we then define

|=(x,∇α) = |̂=(γ(x), α).

In the case where D is linearly ordered and T = P , from this we retrieve for
Φ ⊆ Form the definition

|= (x,∇Φ) =
∧

x′∈γ(x)

∨
φ∈Φ

|= (x′, φ) ∧
∧
φ∈Φ

∨
x′∈γ(x)

|= (x′, φ)

as expected. In [KKV12] a proof system for the classical cover modality is
established, essentially as a concrete coalgebraic logic M : BA→ BA. Adapt-
ing the proof of Theorem 4.2.7 in the case where D is linear and primal, one
can show that the lifted functor M′ : A → A and the corresponding logic
can be described by the axioms (∇1)-(∇3) from [KKV12] and the additional
axiom

τd(∇α) = ∇(Tτd)(α) for all d ∈ D+.

The details of this claim, as well as the generalization to non-linear and
non-primal algebras is left for future work.

The predicate lifting approach to coalgebraic logic identifies two-valued
modalities for T : Set → Set with natural transformations 2(·) ⇒ 2(·) ◦ T.
By the Yoneda Lemma, these can be identified with maps T(2) → 2. For
example, in the case where T = P is the powerset functor, there are 16
such maps, and all of them can be obtained as Boolean combinations of
‘□’ and ‘♢’ corresponding to the characteristic functions of {∅, {1}} and
{{0, 1}, {1}}, respectively. In the D-valued case, predicate liftings are natural
transformations D(·) ⇒ D(·) ◦T. In the case where |D| = 3 and T = P , there
are 323 = 6561 possible predicate liftings (that is, modalities). Is is still
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possible to obtain all of them as combinations (using operations from D)
of ‘□’ and ‘♢’ which are identified with

∧
and

∨
as maps P(D) → D,

respectively?
The relationship between the three approaches to coalgebraic logic in the

classical case has been described in [KL12]. After carrying out the ‘program’
above, one could also paint the ‘complete picture’ for the semi-primal case.

The last open question we pose here is the following. Theorems 4.3.25 and
4.3.26 only deal with presentations of L by a single unary operation, though
the proof allows a straightforward generalization to presentations by a single
n-ary operation. The case of presentations by more than one operation and
mutual interplay seems more involved. For example, is it possible to lift
the presentation of the probabilistic logic for the distribution functor from
[CP04] to the semi-primal level?
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Chapter 5

Many-valued positive modal
logic

One could say that denial is already related to the logical place that is
determined by the proposition that is denied.
The denying proposition determines a logical place other than does the
proposition denied.

– Ludwig Wittgenstein
(1921)1

In this chapter, we study positive modal logic over finite MV-chains, which
may be seen as the negation-free and implication-free reduct of many-valued
modal logic over finite MV-chains. To this end, we first establish natural
dualities for the varieties PMVn generated by the finite positive MV-chains
P Ln. We also show that there is an adjunction between PMVn and DL given
by the constructions of the distributive skeletons and Priestley powers. We
then use these results to study positive modal logic over finite MV-chains
algebraically, providing an algebraic completeness result. Along the way,
we also introduce ordered D-frames and argue why, from the point of view
of canonicity and definability, these provide ‘appropriate’ semantics for our
many-valued positive modal logic.

The chapter is structured as follows. In Section 5.1, we introduce and
prove some basic facts about the varieties PMVn (Subsection 5.1.2), before
we establish our natural dualities for them (Subsection 5.1.3). In Section 5.2,
we further study these dualities, in particular we study the relationship to
Priestley duality (Subsection 5.2.2). In Section 5.3, we move on to study
modal PMVn-algebras as algebraic counterparts of P Ln-valued modal logics

1German original and English translation in [Wit21, Proposition 4.0641, p.74/75]

173
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(Subsection 5.3.3). We also provide some richer semantics for this logic, over a
category of ordered frames with local constraints (Subsection 5.3.2) and argue
why they are adequate from the point of view of canonicity (Subsection 5.3.4).
Lastly, in the concluding Section 5.4, we sketch how to further generalize some
of our results to ‘strongly lattice-semi-primal algebras’ (Subsection 5.4.1) and
positive coalgebraic logic over lattice-primal varieties (Subsection 5.4.2).

The quasi-variety of positive MV-algebras was introduced and axioma-
tized in [AJKV22]. Positive modal logic has been introduced in [Dun95], the
idea of its semantics on ordered frames is due to [CJ97, CJ99]. The first
part of this chapter may be seen as extended version of the author’s [Poi23]
and the second part may be seen as extended version of the author’s [Poi24].
To the best of the author’s knowledge, the latter is the first instance of a
many-valued positive modal logic in the literature.

In the first part of this chapter, we draw heavily upon the theory of
natural dualities. The standard reference is the book [CD98], in addition
we also recommend [Dav15] for a good overview. In the second part of
this chapter, we assume that the reader is (somewhat) familiar with positive
modal logic, in particular with the papers [Dun95, CJ97, CJ99].

5.1 Natural dualities for varieties generated

by finite PMV-chains

In this section, we provide a simple natural duality for the varieties gener-
ated by the negation- and implication- free reduct of a finite MV-chain. We
proceed to study these varieties through the dual equivalence thus obtained.
In particular, we explore the relationship between this natural duality and
Priestley duality in terms of distributive skeletons and Priestley powers.

The section is structured as follows. In Subsection 5.1.1, we give an
overview of the most important concepts from the theory of natural dualities
for our purposes. In Subsection 5.1.2, we introduce the varieties PMVn of
positive MVn-algebras and prove some basic facts about them. Lastly, in
Subsection 5.1.3, we develop our natural dualities for the varieties PMVn.

5.1.1 Introduction to natural duality theory

The theory of natural dualities provides a common framework to develop dual
equivalences between quasi-varieties of algebras and categories of structured
Stone spaces. In particular, the theory encompasses and generalizes Stone
duality for Boolean algebras and Priestley duality for distributive lattices.
In this subsection, we give a selective overview of this theory. For more
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information, we refer the reader to the book [CD98], which we often cite
throughout Section 5.1.

Let M be a finite algebra (with underlying set M) and let Q = ISP(M)
be the quasi-variety it generates. An alter ego of M is a discrete topological
structure (also with underlying set M) of the form

M̃ = (M,G,H,R, Tdis),

where G is a collection of (total) homomorphisms Mn →M (possibly nullary,
which corresponds to constants), H is a collection of partial homomorphisms,
that is, homomorphisms from a subalgebra of Mn to M and R is a collection
of algebraic relations, that is, subalgebras R ⊆Mn. Lastly, Tdis is the discrete
topology on M .

The topological quasi-variety X = IScP+(M̃) generated by M̃ consists of
structured Stone spaces

X = (X,GX,HX,RX, T ),

of the same type as M̃ which are isomorphic to a closed substructure of a non-
empty product of M̃. The category X with structure-preserving continuous
maps as morphisms is often described using the Preservation Theorem [CD98,
Theorem 1.4.3] and the Separation Theorem [CD98, Theorem 1.4.3].

By the Preduality Theorem [CD98, Theorem 1.5.2], there exists a dual ad-
junction between Q and X given by the contravariant hom-functors D : Q →
X and E : X → Q defined by

D(A) = Q(A,M) and E(X) = X (X, M̃)

for all A ∈ Q and X ∈ X . The natural transformations e : 1Q → ED and
ε : 1X → DE corresponding to this adjunction are given by evaluations

eA(a)(u) = u(a) for all A ∈ Q, u ∈ D(A) and a ∈ A,
εX(x)(α) = α(x) for all X ∈ X , α ∈ E(X) and x ∈ X.

If e is a natural isomorphism, we say that M̃ yields a duality for Q (this is
also known as dual representation). If ε is a natural isomorphism as well, we

say that M̃ yields a full duality for Q (meaning that D and E establish a dual
equivalence). In fact, in this thesis we exclusively deal with strong dualities
[CD98, Chapter 3], which are full dualities with the additional property that

M̃ is injective in X .
In particular, for lattice-based algebras, strong dualities can always be

obtained via the following NU Strong Duality Corollary [CD98, Corollary
3.3.9].



176 CHAPTER 5. MANY-VALUED POSITIVE MODAL LOGIC

Corollary 5.1.1 (NU Strong Duality Corollary [CD98]). Let M have a ma-
jority term, and let all subalgebras of M be subdirectly irreducible. Then

M̃ =
(
M,K,P1,S(M×M), Tdis

)
,

yields a strong duality on A, where K is the union of trivial ( i.e., one-
element) subalgebras of M, the set P1 consists of all unary partial homomor-
phisms M→M and S(M×M) consists of all binary algebraic operations.

While this corollary narrows down the structure needed to obtain a strong
duality, this M̃ is usually still more complicated than it necessarily has to
be. This is where (strong) entailment comes into play. We say that another

alter ego M̃′ = (M,G ′,H′,R′, Tdis) strongly entails M̃ if whenever M̃ yields a

strong duality on A, the same is true for M̃′. Similarly, we say that members
of G ′ ∪ H′ ∪ R′ strongly entail members of G ∪ H ∪ R. In the following,
we give a list of admissible constructs for strong entailment relevant for this
section (see [CD98, Chapter 9] for a complete list of admissible constructs
for entailment).

1. Any set of relations strongly entails the full product M2, the diagonal
∆M = {(m,m) | m ∈M} of M and the identity idM on M.

2. Any binary relation R strongly entails its converse R−1 = {(b, a) |
(a, b) ∈ R} and π1(R ∩∆M).

3. Relations S,R ⊆Mn strongly entail their intersection S ∩R.

4. Arbitrary relations S and R entail their product S×R.

5. M̃′ strongly entails M̃ if it is obtained from M̃ by deleting a partial
operation h ∈ H which has an extension in G and adding its domain
to R as unary relation.

We say that M̃ yields an optimal strong duality if G ∪H∪R is not strongly
entailed by any of its proper subsets.

We illustrate the concepts introduced in this subsection by explaining
how to obtain the dualities for MVn from Section 2.1 as natural dualities
(also recall Remark 2.1.3). These natural dualities for MVn have also been
explored in [Nie01]. The following example is a specific instance of the proof
of the Semi-Primal Strong Duality Theorem [CD98, Theorem 3.3.14].

Example 5.1.2 (Strong duality for MVn). Let n ≥ 1. The discrete structure

 ̃Ln =
(
{0, 1

n
, . . . n−1

n
, 1},S( Ln), Tdis

)
,

where members of S( Ln) are understood as unary relations, yields a strong
duality on MVn.
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Proof. By Corollary 5.1.1, the structure(
{0, 1

n
, . . . n−1

n
, 1}, K, P1, S( Ln ×  Ln), Tdis

)
yields a strong duality on MVn (where K is the union of one-element subalge-
bras and P1 is the collection of all unary partial homomorphisms). Since  Ln

is based on a bounded lattice, it has no one-element subalgebras, therefore
K = ∅. Furthermore, the only homomorphism  Lk →  Ln defined on a subal-
gebra  Lk ⊆  Ln is the natural embedding of  Lk. Using the strong entailment
constructs (1) and (5) above, it can be replaced by its domain  Lk ∈ S( Ln).
Every subalgebra R ∈ S( Ln ×  Ln) is simply a product of subalgebras of  Ln.
Therefore, by (4) above, they are strongly entailed by S( Ln) as well.

It follows from [CD98, Theorem 9.2.6] that modifying the structure from
the above example to only include the meet-irreducible members of the lattice
S( Ln) yields an optimal strong duality (also see [CD98, Theorem 8.3.2]).

In the subsections that follow, we aim to come up with a similarly simple
natural duality for varieties generated by positive MV-chains.

5.1.2 Positive MV-chains

Following the recent paper [AJKV22], we use the term positive MV-algebra or
PMV-algebra to refer to a negation-free (and implication-free) subreduct of
an MV-algebra. In particular, we focus on finite positive MV-chains defined
as follows.

Definition 5.1.3 (Finite positive MV-chain). Let n ≥ 1 be a natural number.
The (n+ 1)-element positive MV-chain is given by

P Ln = ⟨{0, 1
n
, . . . n−1

n
, 1},∧,∨,⊙,⊕, 0, 1⟩,

understood as a reduct of  Ln. We write PMVn for the variety HSP(P Ln) gen-
erated by P Ln, and we refer to members of PMVn as positive MVn-algebras
or PMVn-algebras .

Our first result about P Ln is that its subalgebras are the same as the
subalgebras of  Ln and, therefore (recall the discussion after Definition 1.2.3),
the subalgebra-lattice S(P Ln) is isomorphic to the bounded lattice of diviors
of n.

Proposition 5.1.4. The subalgebras of P Ln are exactly given by the subuni-
verses

P Lk
∼= {0, ℓn , . . . ,

(k−1)ℓ
n

, 1},
where n = k · ℓ.
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Proof. Let L ⊆ P Ln be an arbitrary subalgebra and let ℓ
n

be the unique
minimal element of L which is not zero. If ℓ = n, then L = P L1 holds,
so assume ℓ < n. Note that this implies ℓ

n
≤ 1

2
, since otherwise ℓ

n
⊙ ℓ

n

would be an element of L greater than zero but strictly smaller than ℓ
n
,

contradicting our choice of ℓ. Furthermore, ℓ needs to be a divisor of n, since
otherwise we can find natural numbers x ≥ 1 and 0 < r < ℓ with n = xℓ+ r.
But then xℓ

n
⊙ ℓ

n
= r

n
is a member of L above zero but strictly below ℓ

n
,

again contradicting our choice of ℓ. Thus we showed that ℓ divides n and
therefore, by closure of L under ⊕, we showed that P Lk as in the proposition
is contained in L.

Suppose towards contradiction that there is some s
n
∈ L\P Lk. Then ℓ < s

holds by the above assumption and we can find natural numbers k > x > 1
and 0 < r < ℓ such that s = xℓ+ r. This is equivalent to

r + n = s− xℓ+ n = s+ (k − x)ℓ.

Therefore, we conclude that r
n

= s
n
⊙ (k−x)ℓ

n
is in L, once more contradicting

minimality in our choice of ℓ.

The unary operations τd are still term-definable in P Ln, since they can
be defined in  Ln from expressions of the form x ⊙ x and x ⊕ x exclusively.
This fact, shown in [Ost88], will be of high importance in many proofs later
on.

Lemma 5.1.5 ([Ost88, pp. 344-345]). For every d ∈ P Ln, the unary opera-
tion τd :  Ln →  Ln given by

τd(x) =

{
1 if d ≤ x,

0 otherwise

is term-definable in P Ln.

Our first goal is to show that the variety PMVn coincides with the quasi-
variety ISP(P Ln) generated by P Ln. For this, we essentially only have to
show the following.

Lemma 5.1.6. Every subalgebra P Lk ⊆ P Ln (including P Ln itself) is sim-
ple.

Proof. Let θ be a congruence relation on P Lk and let c, d ∈ P Lk be distinct
elements with (c, d) ∈ θ. We show that θ is the trivial congruence identifying
all members of P Lk. Without loss of generality, we assume c < d. Since τd
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from Lemma 5.1.5 is term-definable in P Ln, we have (0, 1) = (τd(c), τd(d)) ∈
θ and (1, 0) ∈ θ by symmetry. Now, for arbitrary x, y ∈ P Lk, we have

(x, y) =
(
(1, 0) ∧ (x, x)

)
∨
(
(0, 1) ∧ (y, y)

)
∈ θ,

which implies θ = P L2
k.

Since PMVn is congruence distributive (because P Ln is lattice-based and
thus has a majority term), a standard application of Jónsson’s Lemma [Jó67]
yields the following (see, e.g., [CD98, Theorem 1.3.6]).

Corollary 5.1.7. PMVn = ISP(P Ln).

This allows us to study the variety PMVn via the theory of natural dual-
ities in what follows.

5.1.3 The natural dualities

This subsection is dedicated to finding a simple alter-ego P̃ Ln of P Ln which
yields a ‘useful’ [CD98, Chapter 6] strong duality on PMVn. Since P Ln has
a bounded lattice reduct, it has a majority term and no trivial subalgebras.
Furthermore, by Lemma 5.1.6 we know that every subalgebra of P Ln is
subdirectly irreducible. Therefore, we may use Corollary 5.1.1 (i.e., the NU
Strong Duality Corollary [CD98, Corollary 3.3.9]) as our starting point. This
states that (

{0, 1
n
, . . . , n−1

n
, 1}, P1,S(P Ln ×P Ln), Tdis

)
, (5.1)

yields a strong duality for PMVn, where P1 is the set of all unary partial
homomorphisms P Ln → P Ln. In the following we show that, as for  Ln, the
only partial homomorphisms of this kind are the identities of subalgebras.

Lemma 5.1.8. Let P Lk ⊆ P Ln be a subalgebra. Then the only homomor-
phism P Lk → P Ln is the identity on P Lk (followed by inclusion).

Proof. Let h : P Lk → P Ln be a homomorphism. Suppose there are some
s ∈ P Lk and d ∈ P Ln such that h(s) = d and s ̸= d. Recall that τd and
τs from Lemma 5.1.5 are term-definable and thus preserved by h. If s < d
then 1 = τd(h(s)) = h(τd(s)) = h(0) = 0 yields a contradiction. If d < s
then 1 = h(τs(s)) = τs(h(s)) = τs(d) = 0 also yields a contradiction. Thus
no such elements s and d can exist and we showed that h(s) = s holds for
all s ∈ P Lk.
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Therefore, as in Example 5.1.2, the collection P1 of unary partial homo-
morphisms is strongly entailed by the collection of unary algebraic relations
S(P Ln). Now we take a closer look at the binary algebraic relations in
S(P Ln × P Ln). Contrary to  Ln, the algebra P Ln × P Ln has subalgebras
which are not direct products of subalgebras of P Ln. For example, since all
operations of P Ln are order-preserving, the relation ≤ itself and its converse
≥ are clearly subalgebras of P Ln × P Ln. In the following, we show that
every other subalgebra of P Ln which is not a direct product of subalgebras
is contained in one of these.

Lemma 5.1.9. Every subalgebra R ⊆ P Ln × P Ln which is not a direct
product of subalgebras of P Ln is a subalgebra of ≤ or of ≥.

Proof. Suppose that R is neither a subset of ≤ nor of ≥. We show that this
implies that R is a direct product of subalgebras of P Ln. Since R is not a
subset of ≤, there is (d1, c1) ∈ R with d1 > c1. Similarly, there is (c2, d2) ∈ R
with c2 < d2. This implies that (1, 0) = τd1(d1, c1) and (0, 1) = τd2(c2, d2) are
both in R. As in the proof of Lemma 5.1.6, with this we can show that R is
the full direct product of its two projections pr1(R) and pr2(R).

Since every binary relation strongly entails its converse and all products
of subalgebras of P Ln are strongly entailed by S(P Ln), it follows that the
structure (

{0, 1
n
, . . . , n−1

n
, 1},S(P Ln) ∪ S(≤), Tdis

)
(5.2)

yields a strong duality for PMVn, since it strongly entails the structure from
Equation (5.1).

While the structure given in Equation (5.2) is already much simpler than
that in Equation (5.1), it is still far from optimal. Therefore, we keep on
studying S(≤) in order to further simplify this alter ego.

A somewhat special role is played by the subalgebra of the order ◁ ∈ S(≤)
given by

◁ = {(x, y) | x = 0 or y = 1}.

It is easy to see that this is a subalgebra, since 0 ∧ x = 0 ⊙ x = 0 and
1 ∨ x = 1⊕ x = 1 for all x ∈ P Ln. Unfortunately, except for the case n = 2,
this is not the only non-diagonal proper subalgebra of the order relation.
However, it is minimal among those subalgebras in the following sense.

Lemma 5.1.10. Let R ⊆ P Ln×P Ln be a subalgebra of the order ≤, which
is not the diagonal of a subalgebra of P Ln, and S = pr1(R)× pr2(R). Then
◁|S ⊆ R ⊆ ≤|S.



5.1. NAT. DUAL. FOR VARIETIES GEN. BY FIN. PMV-CHAINS 181

Proof. Since R is not a diagonal, there is a pair (x, y) ∈ R with x ̸= y,
implying x < y. Therefore, τy(x, y) = (0, 1) ∈ R as well. Now, for any
(x′, y′) ∈ R we find that

(0, y′) = (x′, y′) ∧ (0, 1) and (x′, 1) = (x′, y′) ∨ (0, 1)

are also members of R, finishing the proof.

Since diagonals of subalgebras are already strongly entailed by S(P Ln),
the above tells us that we only need to consider subalgebras in-between (re-
strictions of) ◁ and ≤. In order to describe these subalgebras, the following
‘closure’ downwards in the first and upwards in the second component will
be crucial.

Definition 5.1.11. Let S = P Lk × P Lk′ be a product of subalgebras of
P Ln. Let (x, y) ∈ S with x ≤ y. We denote by C(x,y),S the following subset
of S and ≤.

C(x,y),S = {(x′, y′) ∈ S | x′ ≤ x and y ≤ y′}.

If S = P Ln ×P Ln, we simply use C(x,y) instead of C(x,y),S.

For example, Figure 5.1 depicts the subsets C( 2
6
, 3
6
) and C( 2

6
, 3
6
),S for S =

P L3 ×P L2 as subsets of P L6 ×P L6.
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Figure 5.1: The sets C( 2
6
, 3
6
) and C( 2

6
, 3
6
),P L3×P L2

in the case n = 6.

In the next lemma, we show that non-diagonal subalgebras of the order
are closed under these subsets in the following sense.

Lemma 5.1.12. Let R ⊆ P Ln ×P Ln be a subalgebra of the order ≤ which
is not the diagonal of a subalgebra of P Ln, and S = pr1(R) × pr2(R). If
(x, y) ∈ R, then C(x,y),S ⊆ R as well.

Proof. By Lemma 5.1.10, we know that ◁|S ⊆ R holds. Now let (x, y) ∈ R,
and say (x′, y′) ∈ S satisfies x′ ≤ x and y ≤ y′. Then (x′, y) = (x, y) ∧ (x′, 1)
is in R and, thus, (x′, y′) = (x′, y) ∨ (0, y′) is also in R.
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Therefore, clearly every R as in the above lemma is a union of sets of the
form C(x,y),S. However, not all unions of sets of this form necessarily yield
subalgebras. In the following, we identify exactly those unions which do give
rise to subalgebras of P Ln ×P Ln.

Proposition 5.1.13. Let S = P Lk × P Lk′ be a product of subalgebras of
P Ln.

(1) Let R ⊆ P Ln × P Ln be a subalgebra of ≤, which is not the diagonal
of a subalgebra of P Ln, with pr1(R) × pr2(R) = S. Then R can be
expressed as

R =
k⋃
i=0

C( i
k
,yi),S

where yi is the minimal element of P Lk′ with ( i
k
, yi) ∈ R (in particular,

y0 = 0 and yk = 1).

(2) Let y0, . . . , yk be an increasing sequence of elements of P Lk′ with y0 =
0, yk = 1 and i

k
≤ yi for all i = 1, . . . , k − 1. Then

R =
k⋃
i=0

C( i
k
,yi),S

is a subalgebra of S if and only if the conditions

( i
k
, yi)⊙ ( j

k
, yj) ∈ R and ( i

k
, yi)⊕ ( j

k
, yj) ∈ R

hold for all i, j ∈ {1, . . . , k − 1}.
Proof. (1): By Lemma 5.1.12, we have

⋃k
i=0C( i

k
,yi),S

⊆ R. Conversely, if

( i
k
, y) is in R, then yi ≤ y by minimality of yi and therefore ( i

k
, y) ∈ C( i

k
,yi),S

.

(2): Clearly these conditions are necessary for R to be a subalgebra.
We show that they are also sufficient. So, supposing these condition hold,
we want to show that R is indeed a subalgebra. First note that ◁|S =
C(0,0),S ∪ C(1,1),S ⊆ R, in particular this implies that both constants (0, 0)
and (1, 1) are contained in R. Now let (x, y) and (x′, y′) be two elements of
R, say (x, y) ∈ C( i

k
,yi),S

and (x′, y′) ∈ C( j
k
,yj),S

. Furthermore, without loss of

generality we assume i ≤ j.
We first establish the closure under the lattice operations. To show closure

under meets, we note that

(x, y) ∧ (x′, y′) =


(x, y) if x ≤ x′, y ≤ y′,

(x′, y′) if x′ ≤ x, y′ ≤ y,

(x′, y) if x′ ≤ x, y ≤ y′,

(x, y′) if x ≤ x′, y′ ≤ y.
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In the first two cases the meet is obviously still in R. In the third case the
two inequalities x′ ≤ x ≤ i

k
and yi ≤ y imply (x′, y) ∈ C( i

k
,yi),S

. In the

fourth and final case the two inequalities x ≤ x′ ≤ j
k

and yj ≤ y′ imply
(x, y′) ∈ C( j

k
,yj),S

. Closure under joins is established analogously since

(x, y) ∨ (x′, y′) =


(x, y) if x′ ≤ x, y′ ≤ y,

(x′, y′) if x ≤ x′, y ≤ y′,

(x′, y) if x ≤ x′, y′ ≤ y,

(x, y′) if x′ ≤ x, y ≤ y′.

Note that in the third case we get (x′, y) ∈ C( j
k
,yj),S

and in the fourth case

we get (x, y′) ∈ C( i
k
,yi),S

.

Now let ∗ ∈ {⊙,⊕}, and note that (x, y) ∈ C( i
k
,yi),S

and (x′, y′) ∈ C( j
k
,yj),S

together with monotonicity of ∗ imply

x ∗ x′ ≤ i
k
∗ j
k

and yi ∗ yj ≤ y ∗ y′.

However, by assumption we have ( i
k
∗ j
k
, yi ∗ yj) ∈ R, say it is contained in

C(h
k
,yh),S

. Thus

x ∗ x′ ≤ i
k
∗ j
k
≤ h

k
and yh ≤ yi ∗ yj ≤ y ∗ y′

immediately implies that (x, y)∗(x′, y′) is also contained in C(h
k
,yh),S

, finishing

the proof.

For example, in Figure 5.2, on the left hand side the union

C(0,0) ∪ C( 1
6
, 2
6
) ∪ C( 2

6
, 3
6
) ∪ C( 3

6
, 5
6
) ∪ C( 4

6
,1) ∪ C( 5

6
,1) ∪ C(1,1)

inside P L6 ×P L6 is depicted. By Proposition 5.1.13, we can easily confirm
that this is a subalgebra by checking that the ‘corner elements’ (1

6
, 2
6
), (2

6
, 3
6
)

and (3
6
, 5
6
) are closed under the operations ⊙ and ⊕. On the right hand side

of Figure 5.2, the union

C(0,0) ∪ C( 1
6
, 2
6
) ∪ C( 2

6
, 3
6
) ∪ C( 3

6
,1) ∪ C( 4

6
,1) ∪ C( 5

6
,1) ∪ C(1,1)

is depicted. This is not a subalgebra because (1
6
, 2
6
) ⊕ (2

6
, 3
6
) = (3

6
, 5
6
) is not

contained in this union.
Now that we have a good grasp on the subalgebras of P Ln×P Ln thanks to

Proposition 5.1.13, we aim to show that, ultimately, only subdirect products
R ⊆ P Ln ×P Ln (meaning pr1(R) = pr2(R) = P Ln) will be relevant for the
natural duality. By Lemma 5.1.10, this is equivalent to saying that only the
following relations will be relevant to the natural duality.
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Figure 5.2: Only the subset on the left is a subalgebra of P L6 ×P L6.

Definition 5.1.14 (Set of relations Sn). We define Sn ⊆ S(P Ln×P Ln) to be
the collection of all subalgebras R ⊆ P Ln ×P Ln which satisfy ◁ ⊆ R ⊆ ≤.

It is clear by definition that Sn is a bounded sublattice of S(P Ln×P Ln)
with lower bound ◁ and upper bound ≤.

In the next two (somewhat technical) lemmas, we show that the set of
relations Sn strongly entails S(≤) and S(P Ln). The first lemma shows that
relations R ∈ S(≤) with pr1(R)×pr2(R) ̸= P Ln×P Ln are strongly entailed
by S(P Ln) and Sn.

Lemma 5.1.15. Let R ⊆ P Ln×P Ln be a subalgebra of the order ≤, which
is not the diagonal of a subalgebra of P Ln, and let S = pr1(R) × pr2(R) =
P Lk × P Lk′ for some divisors k, k′ of n. Then there exists a subalgebra
R ∈ Sn with R = R ∩ S.

Proof. By Proposition 5.1.13(1), we know that R can be expressed as union

R =
k⋃
i=0

C( i
k
,yi),S

where yi is the minimal element of P Lk′ with ( i
k
, yi) ∈ R. Let n = k · ℓ. We

define R by

R =
n⋃
j=0

C( j
n
,ŷj)

where we stipulate ŷ0 = 0 and

ŷj =



y1 if 1 ≤ j ≤ ℓ,

y2 if ℓ+ 1 ≤ j ≤ 2ℓ,
...

...

yk−1 if (k − 2)ℓ+ 1 ≤ j ≤ (k − 1)ℓ,

yk = 1 if (k − 1)ℓ+ 1 ≤ j ≤ n.
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We show that R is a subalgebra of P Ln ×P Ln using Proposition 5.1.13(2).
That is, for any j1, j2 ∈ {1, . . . , n − 1}, we want to show that ( j1

n
, ŷj1) ∗

( j2
n
, ŷj2) ∈ R holds for the MV-operations ∗ ∈ {⊙,⊕}.
Let i1, i2 ∈ {1, . . . , k} be the unique elements satisfying

(i1 − 1)ℓ < j1 ≤ i1ℓ and (i2 − 1)ℓ < j2 ≤ i2ℓ,

which by definition means ŷj1 = yi1 and ŷj2 = yi2 . Since R is a subalgebra,
we know that ( i1

k
, yi1) ∗ ( i2

k
, yi2) ∈ R, say it is in C(h

k
,yh),S

. Now because
j1
n
≤ i1ℓ

n
= i1

k
and similarly for j2, i2, we have

j1
n
∗ j2
n
≤ i1
k
∗ i2
k
≤ h

k
=
hℓ

n

and furthermore
yh ≤ yi1 ∗ yi2 = ŷj1 ∗ ŷj2 .

Because ŷhℓ = yh, this shows that ( j1
n
, ŷj1)∗ ( j2

n
, ŷj2) ∈ C(hℓ

n
,ŷhℓ)
⊆ R, finishing

the proof.

Our second lemma shows that the collection S(P Ln) itself is already
strongly entailed by Sn.

Lemma 5.1.16. For every P Lk ∈ S(P Ln), there exists a R ∈ Sn such that
R ∩ ∆P Ln = ∆P Lk

(where ∆A denotes the diagonal of the corresponding
algebra A).

Proof. Let n = k · ℓ and P Lk be given as in Proposition 5.1.4. We define R
by

R =
n⋃
i=0

C( i
n
,yi)

where we stipulate y0 = 0 and

yi =



ℓ
n

if 1 ≤ j ≤ ℓ,
2ℓ
n

if ℓ+ 1 ≤ j ≤ 2ℓ,
...

...
(k−1)ℓ
n

if (k − 2)ℓ+ 1 ≤ j ≤ (k − 1)ℓ,

1 if (k − 1)ℓ+ 1 ≤ j ≤ n.

By definition, it is clear that R ∩ ∆P Ln = ∆P Lk
, so we only have to show

that R is a subalgebra. For this, we again use Proposition 5.1.13(2). Let
i1, i2 ∈ {1, . . . , n− 1} and let j1, j2 be the unique elements of {1, . . . , k} with

(j1 − 1)ℓ < i1 ≤ j1ℓ and (j2 − 1)ℓ < i2 ≤ j2ℓ,
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which means that yi1 = j1ℓ
n

and yi2 = j2ℓ
n

. Furthermore, let j1ℓ
n
∗ j2ℓ

n
= hℓ

n

(note that such an h exists because P Lk is a subalgebra). Then

i1
n
∗ i2
n
≤ j1ℓ

n
∗ j2ℓ
n

=
hℓ

n

implies
( i1
n
, yi2) ∗ ( i2

n
, yi2) ∈ C(hℓ

n
,hℓ
n
) ⊆ R,

which finishes the proof.

With the above two lemmas at hand, we are ready to state and easily
prove the main theorem of this subsection.

Theorem 5.1.17 (Natural duality for PMVn). Let n ≥ 1. The discrete rela-
tional structure

P̃ Ln =
(
{0, 1

n
, . . . , n−1

n
, 1},Sn, Tdis

)
yields a strong duality for PMVn.

Proof. By the discussion after Lemma 5.1.9, we know that the structure given
in Equation (5.2), that is ({0, 1

n
, . . . , n−1

n
, 1},S(P Ln) ∪ S(≤), Tdis), yields a

strong duality for PMVn. By Lemma 5.1.15, we know that every R ∈ S(≤)
is an intersection of (and thus strongly entailed by) a product of subalgebras
of P Ln and a relation from Sn. By Lemma 5.1.16, subalgebras of P Ln are
strongly entailed by Sn as well.

In light of Proposition 5.1.13, it is fairly straightforward to find the lattice
Sn in a systematic way. Indeed, in [Poi23, Appendix A] we provide an easy
algorithm to compute this lattice. Also note that, to obtain an optimal duality
(see [CD98, Chapters 8 and 9]), we could simplify the above structure further
by only including meet-irreducible elements of Sn (this follows from [CD98,
Theorem 9.2.6]). However, since it won’t make a significant difference in this
thesis, we keep working with the alter ego from Theorem 5.1.17.

Definition 5.1.18. For all n ≥ 1, let Xn = IScP+(P̃ Ln) denote the topo-
logical quasi-variety generated by the structure from Theorem 5.1.17. Fur-
thermore, let Dn : PMVn → Xn and En : Xn → PMVn be the hom-functors
establishing the corresponding dual equivalence.

Note that the dualities between PMVn and Xn can be seen as many-
valued generalizations of Priestley duality, which is recovered in the case
where n = 1.

In the following, we collect some consequences of Theorem 5.1.17 which
can be immediately derived from the general theory of natural dualities.
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Corollary 5.1.19 (Consequences of the duality). The categories PMVn and
Xn have the following properties.

(1) P Ln is injective in PMVn and P̃ Ln is injective in Xn.

(2) The injectives in PMVn are exactly the Boolean powers P Ln[B], where
B is a non-trivial complete Boolean algebra.

(3) PMVn has the amalgamation property.

(4) A morphism φ : X1 → X2 in Xn is an embedding (a surjection) if
and only if En(φ) is a surjection (an embedding). A homomorphism
h : A1 → A2 in PMVn is an embedding (a surjection) if and only if
Dn(h) is a surjection (an embedding).

(5) The congruence lattice of A ∈ PMVn is dually isomorphic to the lattice
of closed substructures of Dn(A).

(6) Coproducts in Xn are given by direct union ( i.e., the duality is loga-
rithmic).

Proof. The second part of statement (1) follows from the definition of strong
duality, the first part follows from [CD98, Lemma 3.2.10] and the fact that

P̃ Ln is a total structure. Statement (2) follows from [CD98, Theorem 5.5.15]
because all relations R ∈ Sn avoid binary products. Statement (3) follows
from [CD98, Lemma 5.3.4]. Statement (4) follows from (1) and [CD98, Lem-
mas 3.2.6 and 3.2.8]. Statement (5) follows from [CD98, Theorem 3.2.1].
Lastly, statement (6) follows from [CD98, Theorem 6.3.3].

This corollary already demonstrates how useful the dualities developed in
this subsection are. In the next section, we investigate the dualities further
to derive more results about the varieties PMVn.

5.2 Further exploration of the dualities

In this section, we delve deeper into various aspects of the natural dualities
established in Subsection 5.1.3. The section is structured as follows. In Sub-
section 5.2.1, we give a more explicit description of X2, the dual category
of PMV2 generated by the three-element positive MV-chain P L2. In Subsec-
tion 5.2.2, we discuss an adjunction between DL and PMVn given by distribu-
tive skeletons (Definition 5.2.3) and Priestley powers (Definition 5.2.5). In
Subsection 5.2.3, we make use of these results to describe the algebraically
and existentially closed members of PMVn, respectively (Theorem 5.2.11).
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Lastly, we axiomatize the discrete category corresponding to Xn under the
additional assumption that n is prime in Subsection 5.2.4.

5.2.1 The dual category for the three-element chain.

Among  Lukasiewicz finitely-valued logics, arguably the most popular (and
historically the first one considered [ Luk20]) is the three-valued logic corre-
sponding to the variety MV2 generated by the three-element MV-chain  L2.
In this section, we focus on the variety PMV2 generated by the positive three-
element MV-chain P L2. More specifically, we provide an explicit description
of the category X2 dual to PMV2.

Theorem 5.2.1 (Axiomatization of X2). A structured Stone space X =
(X,◁X,≤X, T ) with binary relations ◁X and ≤X closed in X2 is a mem-
ber of X2 if and only if it satisfies the following axioms.

(a) x◁X y ⇒ x ≤X y.

(b) (X,≤X, T ) is a Priestley space, that is, ≤X is a partial order and if
x ̸≤X y, then there exists a clopen upset U containing x but not y.

(c) If x ⋪X y but x ≤X y, then there exist a clopen upset U and a clopen
downset D with the following properties

� x /∈ D and y /∈ U ,

� For all z, z′ ∈ X, if z ◁X z′ then z ∈ D or z′ ∈ U .

Proof. First we show that every member X = (X,◁X,≤X, T ) of X2 satisfies
conditions (a)-(c). The formula (a) is quasi-atomic and holds in P Ln, there-
fore, by the Preservation Theorem [CD98, Theorem 1.4.3], it also holds for
all members of X2.

To see condition (b), stating that (X,≤X, T ) is a Priestley space, assume
that x ̸≤X y. By the Separation Theorem [CD98, Theorem 1.4.4], there

exists a X2-morphism φ : X → P̃ L2 with φ(x) > φ(y). If φ(x) = 1, choose
U = φ−1({1}) and if φ(x) = 1

2
, choose U = φ−1({1

2
}) ∪ φ−1({1}). In both

cases, U is a clopen (because P L2 carries the discrete topology and φ is
continuous) upset (because φ is order-preserving) which contains x but not
y.

To see (c), assume x ⋪X y but x ≤X y. Then, again by the Separation

Theorem, there exists a morphism φ : X → P̃ L2 with φ(x) ⋪ φ(y) but
φ(x) ≤ φ(y). Since ◁ = ≤\{(1

2
, 1
2
)}, this implies φ(x) = φ(y) = 1

2
. The

clopen upset U = φ−1({1}) and the clopen downset D = φ−1({0}) satisfy
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the two subconditions of (c), the first one since φ(x) = φ(y) = 1
2

and the
second one since z ◁ Xz′ and φ(z) = φ(z′) = 1

2
would yield a contradiction

φ(z) ⋪ φ(z′) to φ being a morphism.
For the converse, assuming that X = (X,◁X,≤X, T ) satisfies (a)-(c), we

want to show that it is a member of X2. We apply the Separation Theorem
again.

Suppose x ̸≤X y. Using that (X,≤X, T ) is a Priestley space, we can find
a clopen upset U which contains x but not y. We define a continuous map
φ : X → {0, 1

2
, 1} by φ(z) = 1 if z ∈ U and f(z) = 0 otherwise. This clearly

is order-preserving, and it also preserves ◁, because ◁ is a subset of ≤ by
(a) and, in P̃ L2 the relations ◁ and ≤ coincide on the subset {0, 1}. Clearly
this morphism satisfies φ(x) ̸≤ φ(y).

In particular, the above covers the case where x ̸= y and the case where
x ⋪X y and x ̸≤X y hold. Now assume x ⋪X y but x ≤X y. Take a clopen
upset U and a clopen downset D as given in (c). Replacing U by the clopen
upset U ′ := U\D, the properties of (c) are still satisfied, since z ◁X z′ and
z /∈ D imply z′ ∈ U , and z′ ∈ D would yield the contradiction z ∈ D, so
z′ ∈ U ′. Let the continuous map φ : X → {0, 1

2
, 1} be defined via

φ(z) =


0 if z ∈ D,
1 if z ∈ U ′,
1
2

if z ∈ X\(D ∪ U ′).

This is a well-defined continuous map since D, U ′ and X\(D ∪ C) form a
clopen partition of X. Furthermore, since x /∈ D (which implies y /∈ D)
and y /∈ U (which implies x /∈ U) implies φ(x) = φ(y) = 1

2
(i.e., φ(x) ⋪

φ(y) as desired), it remains to be shown that φ preserves ≤ and ◁. Order-
preservation follows immediately from the fact that U is an upset and D is a
downset. Now suppose z ◁X z′. Then z ∈ D, which implies φ(z) = 0 holds,
or z′ ∈ U ′, which implies φ(z′) = 1 holds. In both cases, φ(z) ◁ φ(z′) is
assured.

In the next subsection, we give a similar but more ‘implicit’ axiomati-
zation of the categories Xn for n > 2 as well. Since (as we’ve already seen
in the case n = 2) all structures X ∈ Xn have underlying Priestley spaces,
we then proceed to explore various functors relating our natural dualities to
Priestley duality.

5.2.2 The relationship to Priestley duality

We continue to denote the functors establishing the duality from Theo-
rem 5.1.17 by Dn : PMVn → Xn and En : Xn → PMVn (Definition 5.1.18).
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In particular, for n = 1 this coincides with Priestley duality between the va-
riety of bounded distributive lattices DL = PMV1 and the category of Priest-
ley spaces Priest = X1. In this case, we simply use D : DL → Priest and
E : Priest→ DL instead of D1 and E1.

Similarly to what we described in Section 2.2 (and slightly abusing no-
tation), in this subsection, we show that there are functors S : PMVn → DL
taking the distributive skeleton and P : DL→ PMVn taking a Priestley power
with S being left-adjoint to P. Later on in this chapter, the main property
of the distributive skeleton becomes quite useful, for example to prove an
algebraic completeness theorem for positive modal logic over P Ln (see Sub-
section 5.3.3).

While, in theory, the Separation Theorem [CD98, Theorem 1.4.3] always
gives an ‘implicit’ description of a topological quasi-variety generated by
an alter-ego, the reader can imagine that for n > 2, it gets increasingly
complicated to come up with more ‘explicit’ descriptions of the categories Xn
like the one in Theorem 5.2.1. Therefore, in these cases we content ourselves
with the following.

Proposition 5.2.2. A structured Stone space X = (X, (RX | R ∈ Sn), T )
with closed binary relations RX is a member of Xn if and only if it satisfies
the following:

(a) xRX
1 y ⇒ xRX

2 y for all R1 ⊆ R2 in Sn.

(b) (X,≤X, T ) is a Priestley space.

(c) For all R ∈ Sn\{≤}, if (x, y) /∈ RX, then there is a structure-preserving

continuous map φ : X→ P̃ Ln with
(
φ(x), φ(y)

)
/∈ R.

Proof. Every member X of Xn satisfies the quasi-atomic formulas from (a).
Furthermore, both (b) and (c) are immediate consequences of the Separation
Theorem. To see that (X,≤X, T ) is a Priestley space, assume x ̸≤X y. By the

Separation Theorem there is a morphism φ : X → P̃ Ln with φ(x) ̸≤ φ(y).
Let φ(x) = i

n
. Then U = φ−1({ 1

n
}) ∪ φ−1({ i+1

n
}) ∪ · · · ∪ φ−1({n−1

n
}) ∪

φ−1({1}) is a clopen upset which contains x but not y. The converse is also
a straightforward application of the Separation Theorem.

Therefore, for every n there is a well-defined forgetful functor U : Xn →
Priest sending an object of Xn to its underlying Priestley space and a Xn-
morphism to itself. In the following, we show that the dual of U is given by
the distributive skeleton functor S : PMVn → DL. It is defined very similarly
to the Boolean skeleton functor MVn → BA from Subsection 2.2.2. The
distributive skeleton of a PMVn algebra is defined completely analogous to
the Boolean skeleton of an MVn algebra (see, e.g., [CDM00, Section 1.5].
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Definition 5.2.3 (Distributive Skeleton). Let A ∈ PMVn be a positive MVn-
algebra. The distributive skeleton of A is the bounded distributive lattice

S(A) = ⟨S(A),∧,∨, 0, 1⟩

defined on the carrier set S(A) = {a ∈ A | a ⊕ a = a}, with the operations
∧,∨ and constants 0, 1 inherited from A.

To turn this into a functor S : PMVn → DL, for a homomorphism h : A→
A′ between PMVn-algebras, similarly to Subsection 2.2.2, let Sh : S(A) →
S(A′) be the homomorphism defined via restriction Sh = h|S(A). The func-
tor thus arising is called the distributive skeleton functor .

Theorem 5.2.4 (S is dual to U). The distributive skeleton functor S is dual
to the forgetful functor U : Xn → Priest, that is, DS is naturally isomorphic
to UDn.

Proof. By definition, natural in the choice of A ∈ PMVn, we want to find an
order-preserving homeomorphism

ΦA :
(
PMVn(A,P Ln),≤

)
→

(
DL(S(A),2),≤

)
,

where 2 denotes the two-element distributive lattice. We claim that

ΦA(u) = u|S(A)

has the desired properties.
To see that ΦA is injective, suppose that u ̸= u′ are two distinct homomor-

phisms A→ P Ln. Let a ∈ A be such that u(a) ̸= u′(a), without loss of gen-
erality say u(a) < u′(a). Then, for d = u′(a), we have u(τd(a)) = τd(u(a)) = 0
and u′(τd(a)) = τd(u

′(a)) = 1. Since τd(a) ∈ S(A) holds, this shows that
Φ(u) ̸= Φ(u′).

Now we show that Φ is surjective. Let p : S(A)→ 2 be a homomorphism.
We construct a homomorphism up : A → P Ln with ΦA(up) = p. Given
a ∈ A, define

up(a) =
∨
{d | p

(
τd(a)

)
= 1}.

Clearly up preserves 0 and 1. Now let a1, a2 ∈ A, let up(a1) = d1 and up(a2) =
d2. We want to show that, for ∗ ∈ {∧,∨,⊙,⊕}, up(a1∗a2) = d1∗d2. In other
words, we want to show that p(τd1∗d2(a1 ∗ a2)) = 1 and p(τd′(a1 ∗ a2)) = 0 for
all d′ > d1 ∗ d2. Since ∗ is order-preserving we know that P Ln satisfies

τd1(x1) ∧ τd2(x2) ≤ τd1∗d2(x1 ∗ x2).
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Since this can be expressed as an equation, it also holds in A. Therefore, we
get

1 = p
(
τd1(a1) ∗ τd2(a2)

)
≤ p

(
τd1∗d2(a1 ∗ a2)

)
.

Now let d′ > d1 ∗ d2. Then, since d1 ∗ d2 ̸= 1, we can choose minimal d′1 > d1
and d′2 ≥ d2 with d′1 ∗ d′2 ≥ d′. By minimality, P Ln satisfies the equation
corresponding to

τd1(x1) ∧ τd2(x2) ∧ τd′(x1 ∗ x2) ≤ τd′1(x1),

which is therefore also satisfied in A. But now, if we assume that p(τd′(a1 ∗
a2)) = 1, then

1 = p(τd1(a1) ∧ τd2(a2) ∧ τd′(a1 ∗ a2)) ≤ p(τd′1(a1))

implies p(τd′1(a1)) = 1, which is a contradiction to up(a1) = d1. Therefore,
up is a homomorphism. The restriction of up to S(A) is equal to p because
a ∈ S(A) is equivalent to τd(a) = a for all d ∈ P Ln\{0}.

Thus we showed that ΦA is bijective. It is also continuous (and therefore
a homeomorphism) since a subbasis of the topology on D1S(A) is given
by the sets of the form [a : e] = {p : S(A) → 2 | p(a) = e} where a
ranges over S(A) and e ranges over 2. The preimage Φ−1([a : e]) is exactly
the corresponding subbase element [a : e] = {h : A → P Ln | h(a) = e}
of the topology on UDn(A). The fact that ΦA is order-preserving follows
directly from its definition, so it only remains to show that Φ defines a natural
transformation UDn ⇒ D1S. Let h : A→ A′ be a homomorphism. We need
to show that the square

PMVn(A′,P Ln) DL(S(A′),2)

PMVn(A,P Ln) DL(S(A′),2)

ΦA′

UDnh D1Sh

ΦA

commutes. By definition, for a homomorphism u : A′ → P Ln we have

ΦA ◦ UDnh(u) = ΦA(u ◦ h) = (u ◦ h)|S(A)

and
D1Sh ◦ ΦA′(u) = D1Sh(u|SA′) = u|S(A′) ◦ h|S(A)

which makes it easy to see that these two coincide, finishing the proof.
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In the following we show that, similarly to what we showed in Subsec-
tion 2.2.3, the distributive skeleton functor has a right-adjoint which takes
Priestley powers defined as follows.

Definition 5.2.5 (Priestley power). Let L ∈ DL be a distributive lattice and
let M be a finite ordered algebra. The Priestley power , M[L], is given by
the collection

M[L] = Priest
(
D(L), (M,≤, Tdis)

)
of continuous order-preserving maps from the dual of L to the discrete Priest-
ley space (M,≤, Tdis).

A more constructive defintion of Priestley powers, similarly to the one of
Boolean powers in Definition 2.2.6, is given and shown to be equivalent to
the above definition in [Len86] (where they are called distributive extensions).
We also emphasize that our notion of Priestley power differs from the one
introduced in [Jip09].

Similarly to the Boolean power (but with the constraint that all opera-
tions of M need to be order-preserving), we get the following.

Lemma 5.2.6. Let M be a finite ordered algebra, all of whose operations are
order-preserving. Then, for every distributive lattice L ∈ DL, the Priestley
power M[L] with component-wise operations is a subalgebra of MD(L).

Proof. Let f be an n-ary operation of M and let α1, . . . , αn ∈ M[L]. We
need to show that α : D(L) → M defined by α(x) = f(α1(x), . . . , αn(x)) is
continuous and order-preserving. Order-preservation is easy, since if x ≤ y
we know that αi(x) ≤ αi(y) for all i and since f is order-preserving we have

α(x) = f
(
α1(x), . . . , αn(x)

)
≤ f

(
α1(y), . . . , αn(y)

)
≤ α(y).

To see that α is continuous, we show that α−1({m}) is clopen for every
m ∈ M . Let N ⊆ Mn be the finite set of all tuples (m1, . . . ,mn) with
f(m1, . . . ,mn) = m. Then we have

α−1({m}) =
⋃

(m1,...,mn)∈N

α−1
1 ({m1}) ∩ · · · ∩ α−1

n ({mn}),

which is clopen because N is finite and all αi are continuous.

Therefore, it is easily seen that the following Priestly power functor sim-
ilar to the Boolean power functor from Definition 2.2.7 is well-defined.
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Definition 5.2.7. We define the Priestley power functor P : DL→ PMVn as
follows. For a distributive lattice L ∈ DL, let P(L) = P Ln[L] be the Priestley
power, and for a homomorphism h : L1 → L2 let Ph : P(L1) → P(L2) be
defined by α 7→ α ◦ Dh.

We now show by duality that this functor is right-adjoint to the distribu-
tive skeleton functor from Definition 5.2.3.

Theorem 5.2.8. The Priestley power functor P : DL → PMVn is right-
adjoint to the distributive skeleton functor S : PMVn → DL.

Proof. Our proof strategy consists of the following two steps. We first define
a functor P : Priest → Xn and show that it is left-adjoint to the forgetful
functor Un. Then we show that P is the dual of P. By Theorem 5.2.4 and
the uniqueness of an adjoint up to natural isomorphism, the theorem follows.

Xn
En

--
II

P ⊣ U

		

PMVn
Dn

mm
II

P S⊢

		
Priest

E
-- DL

D

mm

Let P : Priest→ Xn be defined as follows. For a Priestley space (X,≤) , define
P(X,≤) to be the structured topological space (X,≤, (RX = ∅ | R ∈ Sn\{≤
})), which is a well-defined member of Xn by Proposition 5.2.2. Furthermore,
define Pφ = φ on morphisms. It is easy to see that P is left-adjoint to U,
since for every Priestley space (X,≤) and structure Y ∈ Xn, by definition
of P, morphisms in Xn(P(X,≤),Y) clearly coincide with continuous order-
preserving maps X → Y , that is, morphisms in Priest((X,≤),U(Y)).

We now show that P is dual to P, more specifically, we show that there
is a natural isomorphism EnP ∼= PE. For this we simply note that, for a
Priestley space (X,≤), we have the following natural isomorphisms

EnP(X,≤) = Xn
(
P(X,≤), P̃Ln

) ∼=
∼= Priest

(
(X,≤),U(P̃ Ln)

) ∼=
∼= Priest

(
DE(X,≤),U(P̃ Ln)

)
= PE(X,≤),

where we used P ⊣ U established above and the definition of the Priestley
power P(L) = Priest(D(L),U(P̃ Ln)). This finishes the proof.

One simple consequence of (the proof of) this theorem is the following.
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Corollary 5.2.9. Every algebra A ∈ PMVn is a subalgebra of a Priestley
power. More specifically, there is an embedding A ↪→ PS(A).

Proof. Let P be the dual of P as in the proof of Theorem 5.2.8. It is easy
to see that the counit of the adjunction P ⊣ U is the identity map idx as a
morphism PU(X) → X on every component. Therefore, it is a component-
wise epimorphism in Xn. Dually, this implies that the unit of the adjunction
S ⊣ P is a component-wise monomorphism, and therefore yields an embed-
ding A ↪→ PS(A) for every PMVn-algebra A ∈ PMVn as desired.

In the next subsection, we describe the algebraically and existentially
closed members of PMVn via their duals. For this, Boolean powers (rather
than Priestley powers) play an essential role. However, since Boolean powers
arise as special cases of Priestley powers, the results of this subsection still
prove useful towards this end.

5.2.3 Algebraically and existentially closed algebras

A standard application of natural dualities is the classification of algebraically
closed and existentially closed algebras via their duals (see, e.g., [CD98, Sec-
tions 5.3 and 5.4]). In this subsection, we give full classifications of the al-
gebraically closed and existentially closed members of PMVn via Boolean
powers. Note that, for a complemented bounded distributive lattice B,
the Priestley power P Ln[B] from Definition 5.2.5 coincides with the usual

Boolean power P Ln[B]. Since the structure P̃ Ln is total, we can use the
AC-EC Theorem [CD98, Theorem 5.3.5] to characterize algebraically and
existentially closed members of PMVn.

Before we state this theorem, we recall that X ∈ Xn has the dual finite
homomorphism property (FHP)∗ if, for all finite Y,Z ∈ Xn and surjective
morphisms φ : X→ Z, ψ : Y → Z, there exists a morphism λ : X→ Y such
that φ = ψ ◦ λ.

X Z

Y

φ

∃λ
ψ (FHP)∗

The dual finite embedding property (FEP)∗ is similar, the only difference
being that λ is also required to be surjective.

Theorem 5.2.10 (AC-EC-Theorem [CD98, Theorem 5.3.5]). For every alge-
bra A ∈ PMVn, the following hold.

(1) A is algebraically closed if and only if Dn(A) has the dual finite homo-
morphism property (FHP)∗.



196 CHAPTER 5. MANY-VALUED POSITIVE MODAL LOGIC

(2) A is existentially closed if and only if Dn(A) has the finite embedding
property (FEP)∗.

We now show that algebraically and existentially closed members of PMVn

stem from Boolean algebras in the following sense.

Theorem 5.2.11 (Algebraically & existentially closed PMVn-algebras). For
every algebra A ∈ PMVn the following hold.

(1) A is algebraically closed if and only if A is isomorphic to a Boolean
power P Ln[B], where B ∈ BA is an arbitrary Boolean algebra.

(2) A is existentially closed if and only if A is isomorphic to a Boolean
power P Ln[B], where B ∈ BA is an atomless Boolean algebra.

Proof. By (the proof of) Theorem 5.2.8, we know that the duals of Boolean
powers P Ln[B] in Xn are exactly the structures isomorphic to some X ∈ Xn
where ≤X is the discrete order and RX is empty for all other R ∈ Sn. We
first show by contrapositive that if X has the finite homomorphism property,
then it needs to be of this form.

Let X ∈ Xn not be of the form described above. If ≤ is not discrete,
there are distinct x, y ∈ X with x < y. Let U be an upset of X containing
y but not x. Define Z ∈ Xn to consist of two points {a, b} with order a < b
(and all other relations empty), and let Y consist of two points {a′, b′} with
the discrete order (and all other relations empty). Let φ : X → Z be the
morphism sending U to b and X\U to a. Let ψ : Y → Z be the morphism
sending a′ to a and b′ to b. Now if there was a morphism λ witnessing (FHP)∗,
it would have to satisfy λ(x) = a′ and λ(y) = b′. However, this is impossible
since this would mean x ≤ y and λ(x) ̸≤ λ(y), contradicting that λ needs to
be order-preserving.

Now assume that X has the discrete order-relation and there is some
other relation RX which is non-empty. Choose R minimal in Sn such that
there is some x ∈ X with xRXx. Define Z ∈ Xn to consist of one point {a}
with aRXa and let Y consist of one point {a′} with a′ ≤Y a′ and all other
RY empty. Let φ : X → Z and ψ : Y → Z be the unique morphisms. The
unique map λ : X → Z is not a morphism because otherwise xRXx would
imply a′Ra′. Therefore X does not satisfy (FHP)∗.

Thus we showed that if A is algebraically closed, then it is isomorphic to
some Boolean power P Ln[B]. For the converse of (1), one has to show that
every X ∈ Xn with discrete order and all other relations empty has the finite
homomorphism property. For (2), one has to show such an X has the finite
embedding property if and only if ≤ has no isolated points. However, this
is easy, since both of these can be proven completely analogous to [CD98,
Theorem 5.4.1].
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In particular, for n = 1 we recover the known description of algebraically
closed and existentially closed distributive lattices as complemented distribu-
tive lattices and atomless complemented distributive lattices, respectively
[Sch79].

5.2.4 The discrete dual category

At the beginning of Subsection 5.2.2, we noted that it seems difficult to come
up with ‘explicit’ descriptions of Xn with increasing n. In this subsection,
we show that, at least for n prime, this difficulty is due to the topological
aspects of the duality. More specifically, we give a fairly simple explicit
characterization of the discrete dual category X dis

n corresponding to Xn in
this case.

Discrete natural dualities (or rather, natural dualities where the algebras
carry the additional topological structure) have been extensively studied,
for example, in [Dav06, DHP12]. For our purposes, an important result is
[Dav06, Lemma 3.4]. Roughly speaking, it states that a collection of quasi-
atomic formulas fully characterises the discrete dual category of X whenever
it fully characterises the category of finite members of X . In our case, this
collection of quasi-atomic formula is the following.

Definition 5.2.12 (The category X dis
n ). For n prime, we define a category

X dis
n as follows. The objects are (exclusively binary) relational structures

(X, (RX | R ∈ Sn)), satisfying the following conditions.

(a) (X,≤X) is a poset.

(b) xRX
1 y ⇒ xRX

2 y for all R1 ⊆ R2 in Sn.

(c) x≤Xx′RXy′≤Xy ⇒ xRXy for all R ∈ Sn.

(d) xRXx⇒ x◁X x for all R ∈ Sn\{≤}.

The main result of this subsection is that X dis
n is indeed the discrete

category corresponding to Xn.

Theorem 5.2.13. Let n be a prime number. Then X dis
n is the discrete coun-

terpart of Xn.

Proof. Using [Dav06, Lemma 3.4], we only have to show that the finite mem-
bers of X dis

n coincide with the finite members of Xn. All finite members of

Xn are in X dis
n because (a)-(d) are quasi-atomic formulas satisfied by P̃ Ln (in

particular, (d) is satisfied because P Ln only has P L1 as subalgebra).
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Conversely, by Proposition 5.2.2, we only need to show that for (X, (RX |
R ∈ Sn)) finite, whenever (x1, x2) /∈ RX there is a structure-preserving map

φ : X → P̃ Ln with (φ(x1), φ(x2)) /∈ R. To see this, we choose some

(a, b) ∈
⋂
{R′ | R ⊊ R′}\R.

Note that such an element exists, since (as described in the paragraph after
Theorem 5.1.17 we can assume that) R is meet-irreducible in S(≤), and⋂
{R′ ∈ Sn | R ⊊ R′}\R = ∅ would imply that R is a meet. Now define

φ : X→ P Ln via

φ(z) =


1 if x1 < z ̸≤ x2,

b if x1 < z ≤ x2,

a if z = x1,

0 otherwise.

We show that φ is structure-preserving, starting with order-preservation. Let
z1≤Xz2. If φ(z1) = a, then z1 = x1 and x1 ≤ z2 implies φ(z2) ∈ {1, b, a}. If
φ(z1) = b, then x1 < z1 ≤ x2 implies φ(z2) ∈ {1, b} and if φ(z1) = 1 then
x1 < z1 and z1 ̸≤ x2 imply that x1 < z2 and z2 ̸≤ x2 as well, so φ(z2) = 1. In
any case, φ(z1) ≤ φ(z2) holds. We now show that φ also preserves the other
remaining relations.

Let S ∈ Sn\{≤} and suppose z1S
Xz2. Note that if x1 ≤ z1 ≤ z2 ≤ x2,

then z1 ̸= z2, since otherwise due to (d) we have z1◁X z1 and due to (b) and
(c) we have

x1 ≤X z1 ◁
X z2 ≤X x2 ⇒ x1 ◁

X x2 ⇒ x1R
Xx2,

a contradiction to our initial assumption. Thus, if R ⊊ S, then (a, b) ∈ S
ensures (φ(z1), φ(z2)) ∈ S.

If, on the other hand, S ⊆ R. Then (φ(z1), φ(z2)) = (a, b) would mean

z1 = x1 and x1 < z2 ≤ x2.

But this implies
z1 = x1S

Xz2 ≤ x2,

which in turn implies x1S
Xx2 by (c) and thus x1R

Xx2 by (b), again contra-
dicting our initial assumption. This finishes the proof.

In order to prove something similar for arbitrary n ∈ N, it seems like (d)
in Definition 5.2.12 needs to be replaced by a more sophisticated collection
of axioms, taking reflexivity with respect to other relations into account.

In the next section, we study modal extensions of PMVn algebras, gen-
eralizing two-valued positive modal logic over DL to many-valued positive
modal logic over PMVn.
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5.3 Many-valued positive modal logic

In this section, we introduce and study the positive (i.e., the negation-free
and implication-free) fragment of many-valued modal logic over MVn as
introduced in Chapter 3. We introduce richer relational semantics based
on partially ordered sets with local constraints on admissible valuations
(Definitions 5.3.4 and 5.3.6) and study this logic algebraically via the va-
rieties of modal PMVn-algebras (Definition 5.3.8). Utilizing the results from
the previous sections, we prove an algebraic completeness theorem (Theo-
rem 5.3.14). Furthermore, we illustrate how the richer relational seman-
tics presented in this thesis are ‘better-behaved’ with respect to the positive
many-valued modal logic than Kripke (or other intermediate) semantics are
(Subsection 5.3.4). This section may be seen as extended version of the
author’s [Poi24].

Our terminology and notation in this section sometimes digress from the
ones used in previous chapters. For example, we refer to Kripke frames as
‘Set-frames ’, and to their ordered versions [CJ97] as ‘Pos-frames ’. We also
use ‘Setn’ instead of Set Ln for simplicity, and instead of  Ln-frames we now
say ‘Setn-frames ’, in order to distinguish it from their ordered counterparts,
which we accordingly call ‘Posn-frames ’.

The section is structured as follows. In Subsection 5.3.1, we give an intro-
duction to (classical) positive modal logic. In Subsection 5.3.2, we introduce
its P Ln-valued analogue, together with its richer semantics over the category
Posn. In Subsection 5.3.3, we study this logic algebraically. Lastly, in Subsec-
tion 5.3.4 we give an example of a consequence pair which is only canonical
with respect to the semantics over Posn-frames.

5.3.1 Introduction to positive modal logic

Positive modal logic (with truth-constants), introduced by Dunn [Dun95], is
the {∧,∨, 0, 1,□,♢}-fragment of classical modal logic. Algebraically speak-
ing, removing the negation from the language amounts to replacing the un-
derlying variety BA of Boolean algebras by the variety DL of bounded dis-
tributive lattices. Since □ and ♢ are then no longer inter-definable, their
interplay is instead described by Dunn’s positivity-axioms , that is, the ax-
ioms (P1)-(P2) in the following.

Definition 5.3.1 (Modal distributive lattice). A modal (bounded) distributive
lattice is an algebra ⟨D,□,♢⟩, where D ∈ DL is a bounded distributive lattice
and □,♢ : D → D are unary operations satisfying the equations
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(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(P1) □(x ∨ y) ≤ □x ∨ ♢y,

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(P2) □x ∧ ♢y ≤ ♢(x ∧ y).

We denote the variety of modal distributive lattices by mDL.

The exact relationship between the variety mDL and positive modal logic
was described by Jansana in [Jan02].

While Dunn [Dun95] only considered the usual relational semantics on
Kripke-frames (from now on, we use the term Set-frame instead of Kripke
frame to avoid confusion), Celani and Jansana [CJ97] proposed some ‘better-
behaved’ semantics based on the category of quasi-orders, which we now
recall. For a slight increase in simplicity, in this thesis we work with the
category Pos of posets instead of quasi-orders.

Given a poset (X,≤), we use ≤EM to denote the Egli-Milner lifting of ≤
to the powerset P(X), defined for A,B ⊆ X by

A ≤EM B ⇔

{
∀a ∈ A : ∃b ∈ B : a ≤ b and

∀b ∈ B : ∃a ∈ A : a ≤ b.

With this convention, we may paraphrase [CJ97, Definition 4.1] as follows.

Definition 5.3.2 (Pos-frame & -model). A Pos-frame is a structure (X,≤
, R), where (X,≤) is a poset and R ⊆ X2 is a binary relation which satisfies
that R[x] := {x′ ∈ X | xRx′} is always convex and for all x, y ∈ X it holds
that

x ≤ y ⇒ R[x] ≤EM R[y].

Fixing a countable set Prop of propositional variables, a Pos-model is a struc-
ture (X,≤, R,Val) consisting of a Pos-frame together with a Pos-valuation
Val : X × Prop→ {0, 1}, which satisfies

x ≤ y ⇒ Val(x, p) ≤ Val(y, p)

for all x, y ∈ X and p ∈ Prop.

The condition on Pos-frames ensures that the extension of Val to all for-
mulas φ built from Prop and connectives in {∧,∨, 0, 1,□,♢} also has the
property that Val(−, φ) is always order-preserving.

As pointed out in [CJ97], one considerable advantage these Pos-based se-
mantics have over Set-based semantics comes to light in the study of canon-
icity. For example, the two consequence pairs

□p ⊢ p and p ⊢ ♢p
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both define the class of reflexive Set-frames but are not mutually inter-
derivable in positive modal logic. In the richer semantics, however, both
these formulas are canonical and correspond to the classes of Pos-frames
(X,≤, R) where

R□ := R ◦ ≤ and R♢ := R ◦ ≤−1

are reflexive, respectively [CJ97, Sections 5,7]. The advantages of Pos-based
semantics over Set-based ones also become apparent in the study of positive
modal logic via duality theory [CJ99] and coalgebras [Pal04, BKV13, DK17].
In particular, the latter fully embraces this view and proposes positive coal-
gebraic logic as the logic of ordered transition systems.

5.3.2 Positive modal logic over finite MV-chains

We work in the language L□♢
PMV = {⊙,⊕,∧,∨, 0, 1,□,♢}, that is, the sig-

nature of PMV together with two unary operation symbols □ and ♢. We
define the set Form□♢

PMV of modal PMV-formulas inductively from a countable
collection Prop of propositional variables and the connectives in L□♢

PMV.
Similarly to what is discussed in Subsection 3.2.1 and the previous subsec-

tion, we consider ‘expanded’ relational semantics on frames with additional
structure. For these frames we choose the following base-category, which
arises as a blend of Pos and Setn.

Definition 5.3.3 (The category Posn). We define the category Posn as fol-
lows. The objects of Posn are structures of the form (X,≤, v), such that
(X,≤) is a poset and (X, v) ∈ Setn, that is, v : X → S(P Ln).

A morphism f : (X1,≤1, v1) → (X2,≤2, v2) in Posn is both an order-
preserving map f : (X1,≤1)→ (X2,≤2) and a Setn-morphism, meaning that
v2(f(x)) ⊆ v1(x) holds for all x ∈ X1.

Note that we can really consider the reduct (X, v) of an object of Posn
as a member of Setn, since the subuniverses of P Ln coincide with the ones
of  Ln, as shown in Proposition 5.1.4. Similar to Section 5.1, we also think of
P Ln itself as a member of Posn which we denote by

P̃ Ln =
(
{0, 1

n
, . . . , n−1

n
, 1},≤, ⟨·⟩),

where ≤ is the the usual chain-order and ⟨ℓ⟩ takes the subalgebra of P Ln

generated by {ℓ}.
Members of Posn endowed with a compatible accessibility relation consti-

tute our semantics for positive modal logic over finite MV-chains.
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Definition 5.3.4 (Posn-frame). A Posn-frame is a structure of the form

F = (X,≤, v, R),

where (X,≤, v) ∈ Posn and R ⊆ X2 is a binary relation such that for every
x ∈ X the set R[x] is convex and the following two compatibility conditions
are satisfied:

� For all x, y ∈ X it holds that

x ≤ y ⇒ R[x] ≤EM R[y].

� Whenever x, y ∈ X satisfy y ∈ R[x], there exist y′, y′′ ∈ R[x] with

y′ ≤ y ≤ y′′ and v(y′), v(y′′) ⊆ v(x).

Here, in the first condition the subscript EM denotes the Egli-Milner
lifting of ≤ to P(X) as defined in the paragraph before Definition 5.3.2.

As shown in the following, Posn-frames generalize Setn-frames and Pos-
frames (thus, in particular, they generalize Set-frames as well).

Example 5.3.5 (Special Posn-frames). The following are special examples of
Posn-frames.

(1) Every Pos-frame (X,≤, R) as in Definition 5.3.2 can be identified with
the Posn-frame (X,≤, vP Ln , R), where vP Ln are the ‘trivial constraints’
vP Ln(x) = P Ln for all x ∈ X.

(2) Every Setn-frame (X, v,R) as in Definition 3.2.1 can be identified with
the Posn-frame (X,≤dis, v, R), where ≤dis is the discrete order on X.

(3) In particular, combining (1) and (2), every Set-frame (X,R) can be
identified with the Posn-frame (X,≤dis, vP Ln , R). ■

Not surprisingly, the corresponding Posn-models are also defined as a
blend of Pos-models and Setn-models.

Definition 5.3.6 (Posn-model). A Posn-model is a structure of the form

M = (X,≤, v, R,Val),

where (X,≤, v, R) is a Posn-frame and the Posn-valuation Val : X × Prop→
P Ln satisfies the following two conditions:

� If x ≤ y, then Val(x, p) ≤ Val(y, p) for all p ∈ Prop.
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� Val(x, p) ∈ v(x) for all x ∈ X and p ∈ Prop.

For example, every Pos-model, Setn-model or Set-model can be seen as a
Posn-model analogous to Example 5.3.5.

Given a Posn-model (X,≤, v, R,Val), as before we inductively extend its
Posn-valuation to a map

Val : X × Form□♢
PMV → P Ln,

which is defined in the obvious way for the PMV-connectives and for formulas
of shape □φ or ♢φ via

Val(x,□φ) =
∧
{Val(x′, φ) | xRx′} and Val(x,♢φ) =

∨
{Val(x′, φ) | xRx′}.

The two conditions on Posn-models of Definition 5.3.6 are equivalent to the
fact that Val(−, p) : (X,≤, v) → P̃ Ln always is a morphism in Posn (where
we identify P Ln with a member of Posn as described after Definition 5.3.3).
In the following, we show that the compatibility conditions required of Posn-
frames (Definition 5.3.4) assure that this property extends to Val(−, φ) for
every modal formula φ ∈ Form□♢

PMV.

Proposition 5.3.7. Let (X,≤, v, R,Val) be a Posn-model. Then for every
modal PMV-formula φ ∈ Form□♢

PMV the following two conditions hold.

� If x ≤ y then Val(x, φ) ≤ Val(y, φ) for all x, y ∈ X.

� Val(x, φ) ∈ v(x) for all x ∈ X.

Proof. We proceed by induction on the formula φ. The case φ = p ∈ Prop
is covered by Definition 5.3.6. If φ = ψ1 ∗ ψ2 with ∗ ∈ {⊙,⊕,∧,∨} being a
PMV-connective, the first condition holds because all of these connectives are
order-preserving and the second one holds because v(x) always is a subalgebra
of P Ln.

This leaves us with the case φ = □ψ (the case φ = ♢ψ being analogous).
To prove condition one, suppose that Val(y, φ) < 1. Then there exists some
y′ ∈ R[y] with Val(y, φ) = Val(y′, ψ). Since R[x] ≤EM R[y], there exists
some x′ ∈ R[x] with x′ ≤ y′ and therefore, by the inductive hypothesis,
Val(x′, ψ) ≤ Val(y′, ψ). This yields

Val(x,□ψ) =
∧
{Val(x̃, ψ) | xRx̃} ≤ Val(x′, ψ) ≤ Val(y′, ψ) = Val(y,□ψ)

as desired.
To prove condition two, suppose towards contradiction that Val(x,□ψ) /∈

v(x). Since 1 ∈ v(x), there needs to exist some y ∈ R[x] with Val(x, φ) =
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Val(y, ψ). By Definition 5.3.4, there is some y′ ∈ R[x] with y′ ≤ y and
v(y′) ⊆ v(x). By inductive hypothesis we have Val(y′, ψ) ̸= Val(y, ψ) (since
otherwise Val(y′, ψ) /∈ v(y′) ⊆ v(x)). This yields

Val(y′, ψ) < Val(y, ψ) = Val(x,□ψ) =
∧
{Val(ỹ, ψ) | xRỹ},

a contradiction to xRy′.

We say that a modal PMV-formula φ ∈ Form□♢
PMV is true at x ∈ X in a

Posn-model (X,≤, v, R,Val) if Val(x, φ) = 1. As usual, we say that φ is valid
in a Posn-frame if it is satisfied at every state in every model based on that
frame. We denote by Λ□♢

PMVn
the set of all modal PMV-formulas which are

valid in every Posn-frame. More generally, similar to [Dun95], we consider
consequence pairs ψ ⊢ φ and say that such a consequence pair is valid in a
Posn-frame if Val(x, ψ) = 1 implies Val(x, φ) = 1 in every Posn-model based
on that frame. We say the consequence pair is valid if it is valid in all Posn-
frames. In this case, we write ψ |=n φ. The valid formulas φ ∈ Λ□♢

PMVn
are

thus precisely the ones for which 1 |=n φ holds.

5.3.3 Algebraic framework

In this subsection, we study the logic introduced in the previous section by
algebraic means. The corresponding variety of modal PMVn-algebras arises
as a combination of the axioms of modal distributive lattices (see Defini-
tion 5.3.1) and modal MVn-algebras (see Definition 3.3.1) as follows.

Definition 5.3.8 (Modal PMVn-algebra). A modal PMVn-algebra, or simply
mPMVn-algebra, is an algebra ⟨A,□,♢⟩, where A ∈ PMVn is a positive
MVn-algebra and □,♢ : A→ A are unary operations satisfying the equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B3) τd(□x) = □τd(x),

(P1) □(x ∨ y) ≤ □x ∨ ♢y,

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D3) τd(♢x) = ♢τd(x),

(P2) □x ∧ ♢y ≤ ♢(x ∧ y).

We denote the variety of modal PMVn-algebras by mPMVn.

Similar to Example 3.3.10, the following alternative axiomatization of
mPMVn might be considered more ‘pleasing’ in its usage of the signature
of PMV. Nevertheless, Definition 5.3.8 is usually more convenient for our
purposes.
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Fact. An algebra ⟨A,□,♢⟩ with A ∈ PMVn is a modal PMVn-algebra if and
only if it satisfies the following equations

(B1) □1 = 1,

(B2) □(x ∧ y) = □x ∧□y,

(B⊕) □(x⊕ x) = □x⊕□x,

(B⊙) □(x⊙ x) = □x⊙□x,

(P1) □(x ∨ y) ≤ □x ∨ ♢y,

(D1) ♢0 = 0,

(D2) ♢(x ∨ y) = ♢x ∨ ♢y,

(D⊕) ♢(x⊕ x) = ♢x⊕ ♢x,

(D⊙) ♢(x⊙ x) = ♢x⊙ ♢x,

(P2) □x ∧ ♢y ≤ ♢(x ∧ y).

The proof of this fact is completely analogous to the proof in Exam-
ple 3.3.10.

Next, similarly to Definition 3.3.3, we explain how to obtain Posn-frames
from mPMVn-algebras.

Definition 5.3.9 (Canonical frame of a mPMVn-algebra). Let ⟨A,□,♢⟩ be
a modal PMVn-algebra. The canonical Posn-frame of ⟨A,□,♢⟩ is the Posn-
frame

⟨A,□,♢⟩+ :=
(
PMVn(A,P Ln),≤pw, im, Rm

)
,

where ≤pw is the point-wise order, im takes a homomorphism u to its image
im(u) = u(A) ⊆ P Ln and the binary relation Rm is defined via

uRmu′ ⇔ ∀a ∈ A : u(□a) ≤ u′(a) ≤ u(♢a).

This definition is justified, since in the following we show that canonical
frames of mPMVn-algebras really are Posn-frames.

Proposition 5.3.10. Let ⟨A,□,♢⟩ be a modal PMVn-algebra. Then its
canonical frame ⟨A,□,♢⟩+ is a Posn-frame.

Proof. It is clear by definition that (PMVn(A,P Ln),≤pw, im) is an object of
the category Posn. We need to show that Rm satisfies the two compatibility
conditions from Definition 5.3.4.

To verify condition one, first suppose that u,w ∈ PMVn(A,P Ln) are
homomorphisms for which u ≤pw w and wRmw′ hold. Then we need to
find u′ which satisfies uRmu′ ≤ w′. We define a filter F ⊆ S(A) on the
distributive skeleton of A (recall Definition 5.2.3) by

F = {b ∈ S(A) | u(□b) = 1}
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and an ideal J ⊆ S(A) generated by the set

{b ∈ S(A) | w′(b) = 0 or u(♢b) = 0}.

If b ∈ J , there are b′, b′′ ∈ S(A) with b ≤ b′ ∨ b′′, w′(b′) = 0 and u(♢b′′) = 0.
We then compute

u(□b) ≤ u
(
□(b′ ∨ b′′)

)
≤ u(□b′) ∨ u(♢b′′) (P1)

≤ w(□b′) ∨ u(♢b′′) (u ≤pw w)

≤ w′(b′) ∨ u(♢b′′) = 0. (wRmw′)

Therefore, b /∈ J and we showed that F and J are disjoint. There is a prime
filter U ′ extending F with U ′ ∩ J = ∅, and by Theorem 5.2.4 there is a
homomorphism u′ : A→ P Ln which extends (the characteristic function of)
U ′.

We show that u′ has the desired properties. To see that u′(a) ≤ w′(a), in
case w′(a) ̸= 1 we can use ℓ = w′(a) + 1

n
and find τℓ(a) ∈ J , which yields

τℓ
(
u′(a)

)
= u′

(
τℓ(a)

)
= 0,

that is, u′(a) < ℓ as desired. The argument for u′(a) ≤ u(♢a) is similar,
using (D3), and for u(□a) ≤ u′(a) using the construction of F and (B3).

For the second half of condition one, assuming that u ≤pw w and uRmu′

hold, we want to find w′ with wRmw′ and u′ ≤pw w′. This time, let F ⊆ S(A)
be the filter generated by

{b ∈ S(A) | u′(b) = 1 or w(□b) = 1},

and let J ⊆ S(A) be the ideal

J = {b ∈ S(A) | w(♢b) = 0}.

Given b ∈ F , we have b ≥ b′ ∧ b′′ for some b′, b′′ ∈ S(A) which satisfy
u′(b′) = w(□b′′) = 1. We compute

w(♢b) ≥ w
(
♢(b′ ∧ b′′)

)
≥ w(♢b′) ∧ w(□b′′) (P2)

≥ u(♢b′) ∧ w(□b′′) (u ≤pw w)

≥ u′(b′) ∧ w(□b′′) = 1. (uRmu′)

Therefore, b /∈ J and we showed that J and F are disjoint. The filter F can
be extended to a prime filter W ′ ⊆ S(A) which is disjoint from J , and by
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Theorem 5.2.4, there is a homomorphism w′ : A → P Ln which restricts to
(the characteristic function of) W ′ on S(A).

To see that w′ has the desired properties,

u′(a) ≤ w′(a)

follows from τℓ(a) ∈ F with ℓ = u′(a) and similarly we get w(□a) ≤ w′(a).
To see that w′(a) ≤ w(♢a) holds, suppose w(♢a) ̸= 1 and set ℓ = w(♢a) + 1

n
.

Then τℓ(a) ∈ J implies 0 = w′(τℓ(a)) = τℓ(w
′(a)), which means w′(a) ≤

w(♢a) by our choice of ℓ.
We now verify condition two of Definiton 5.3.4, using an argument similar

to [HT13, Lemma 7.4]. Let u ∈ PMVn(A,P Ln) with im(u) = P Lk and
let uRmw. Suppose towards contradiction that there is no w′ ≤pw w with
uRmw′ and im(w′) ≤ P Lk. Choose w̃ ∈ Rm[u] and a ∈ A such that w̃ ≤pw w
and w̃(a) = 1

m
∈ P Ln\P Lk is the minimal value obtained by a member

of Rm[u] below w. By the duality for PMVn established in Section 5.1, we
can think of (PMVn(A,P Ln),≤pw) as Priestley space in which the subsets
PMVn(A,P Lk) and Rm[u] are closed. The algebra A can be identified with
the collection of structure-preserving continuous maps PMVn(A,P Ln) →
P̃ Ln via the isomorphism a 7→ eva. Now consider the closed sets

F = Rm[u] ∩ PMVn(A,P Lk) and G = Rm[u] ∩ w̃↓.

We have F↑ ∩ G↓ = ∅, since otherwise there would be w′ ∈ Rm[u] ∩
PMVn(A,P Lk) with w′ ≤pw w̃ ≤pw w, contradicting our initial assump-
tion. Therefore, there exists a clopen down-set Ω which contains G and is
disjoint from F . Now we define the element

a′ = a|Ω ∪ 1|PMVn(A,P Ln)\Ω,

which is a well-defined member of A since Ω is downwards closed. Now by
Lemma 5.3.11 below we find

u(□a′) =
∧
{v(a′) | v ∈ Rm[u]} =

∧
{v(a) | v ∈ Rm[u] ∩ Ω} = w̃(a),

which yields a contradiction to im(u) = P Lk, since w̃(a) /∈ P Lk.
The proof of the second half of condition two is similar. Take u ∈

PMVn(A,P Ln) with im(u) = P Lk and uRmw and suppose towards contra-
diction that there is no w ≤pw w′′ with uRmw′′ and im(w′′) ⊆ P Lk. Choose
w̃ ∈ Rm[u] ∩ w↑ and a ∈ A such that w̃(a) = m−1

m
is the maximal value

obtained by a member of R[u] above w. Separate the closed sets

F = Rm[u] ∩ w̃↑ and G = Rm[u] ∩ PMVn(A,P Lk),
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by a clopen upset Ω ⊇ F and take

a′ = a|Ω ∪ 0|PMVn(A,P Ln)\Ω,

which is a well-defined member of A since Ω is upwards closed. Then, using
Lemma 5.3.11, we compute

u(♢a′) =
∨
{v(a′) | v ∈ Rm[u]} =

∨
{v(a) | v ∈ Rm[u] ∩ Ω} = w̃(a),

which yields u(♢a′) = m−1
m

/∈ P Lk, a contradiction to our assumption im(u) =
P Lk.

In order to obtain an algebraic completeness result, the following truth
lemma will be the most important ingredient.

Lemma 5.3.11 (Truth Lemma). Let ⟨A,□,♢⟩ be a mPMVn-algebra. Then,
in the canonical frame ⟨A,□,♢⟩+, it holds that

u(□a) =
∧
{u′(a) | uRmu′} and u(♢a) =

∨
{u′(a) | uRmu′}

for all u ∈ PMVn(A,P Ln) and a ∈ A.

Proof. We start with the first equation. It is clear by definition that u(□a) ≤∧
{u′(a) | uRmu′} holds. Suppose towards contradiction that this inequality

is strict, say

u(□a) <
∧
{u′(a) | uRmu′} =: d

holds for some a ∈ A. We define a filter F and an ideal J on the distributive
skeleton S(A) as follows. Set

F = {b ∈ S(A) | u(□b) = 1},

which is a filter due to axioms (B1) and (B2) and let J ⊆ S(A) be the ideal
generated by the set

{τd(a) ∨ b′ ∈ S(A) | u(♢b′) = 0}.

If b ∈ J , then b ≤ τd(a) ∨ b′1 ∨ · · · ∨ b′n for some b′1, . . . b
′
n with u(♢b′i) = 0 for

all i = 1, . . . , n. Then we use the fact that u is a homomorphism and the
properties of modal PMVn-algebras to find

u(□b) ≤ u
(
□(τd(a) ∨ (b′1 ∨ · · · ∨ b′n))

)
(B2)

≤ u
(
□τd(a) ∨ ♢(b′1 ∨ · · · ∨ b′n)

)
(P1)

= u
(
□τd(a)

)
∨ u(♢b′1 ∨ · · · ∨ ♢b′n) (D2)

= τd
(
u(□a)

)
∨ u(♢b′1) ∨ · · · ∨ u(♢b′n) = 0. (B3)
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Therefore, u(□b) = 0, which implies b /∈ F . So we showed that F and J are
disjoint. By the prime ideal theorem for distributive lattices, we can find a
prime filter W ⊆ S(A) with F ⊆ W and W ∩ J = ∅. By Theorem 5.2.4,
there is a homomorphism w : A→ P Ln which restricts to (the characteristic
function of) W on S(A).

We now show that uRmw holds. Indeed, take a′ ∈ A and set u(□a′) = ℓ.
Then

τℓ
(
w(a′)

)
= w

(
τℓ(a

′)
)

= 1

because u(□τℓ(a′)) = τℓ(u(□a′)) = 1 implies τℓ(a
′) ∈ F . Therefore, we have

u(□a′) ≤ w(a′) for all a′ ∈ A.

Similarly, if u(♢a′) ̸= 1, set ℓ = u(♢a′) + 1
n

and find

τℓ
(
w(a′)

)
= w

(
τℓ(a

′)
)

= 0

because τℓ(a
′) ≤ τd(a) ∨ τℓ(a′) ∈ J implies τℓ(a

′) ∈ J . Therefore, we have
w(a′) < u(♢a′) + 1

n
, which implies

w(a′) ≤ u(♢a′) for all a′ ∈ A

as desired.
So we showed that uRmw holds. However, note that τd(a) ∈ J implies

that
τd
(
w(a)

)
= w

(
τd(a)

)
= 0,

which by our choice of d means w(a) <
∧
{v(a) | uRmv}, a contradiction.

This finishes the proof of the first equation.
The proof of the second equation is similar. Suppose towards contradic-

tion that ∨
{u′(a) | uRmu′} < u(♢a)

holds for some a ∈ A. Set d :=
∨
{u′(a) | uRmu′}+ 1

n
. Define a filter F and

an ideal J of S(A) as follows. Let

J = {b ∈ S(A) | u(♢b) = 0},

which is an ideal due to axioms (D1)-(D2) and let F be the filter generated
by the set

{τd(a) ∧ b′ | u(□b′) = 1}.
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If b ∈ F , then τd(a) ∧ b′1 ∧ · · · ∧ b′n ≤ b for some b′1, . . . b
′
n with u(□b′i) = 1 for

all i = 1, . . . , n. We compute

u(♢b) ≥ u
(
♢(τd(a) ∧ (b′1 ∧ · · · ∧ b′n))

)
(D2)

≥ u
(
♢τd(a) ∧□(b′1 ∧ · · · ∧ b′n)

)
(P2)

= u
(
♢τd(a)

)
∧ u(□b′1 ∧ · · · ∧□b′n) (B2)

= τd
(
u(♢a)

)
∧ u(□b′1) ∧ · · · ∧ u(□b′n) = 1. (D3)

Therefore, u(♢b) = 1, which implies b /∈ J and we showed that F and J
are disjoint. As before, we can find a homomorphism w : A → P Ln with
w(F ) = {1} and w(J) = {0}.

We show that uRmw holds. Given a′ ∈ A, let ℓ = u(□a′). Then τℓ(a
′) ≥

τd(a) ∧ τℓ(a′) ∈ F implies w(τℓ(a
′)) = 1 and thus we showed

u(□a′) ≤ w(a′) for all a ∈ A.

Conversely, if u(♢a′) ̸= 1, take ℓ = u(♢a′) + 1
n
. Then u(♢τℓ(a′)) = 0 yields

τℓ(a
′) ∈ J and thus w(τℓ(a

′)) = 0. This means w(a′) < u(♢a) + 1
n
. Thus we

showed
w(a′) ≤ u(♢a′) for all a′ ∈ A,

and altogether that uRmw holds.
However, since τd(a) ∈ F holds, we have τd(w(a)) = w(τd(a)) = 1, which

by our choice means
∨
{u′(a) | uRmu′} < w(a), a contradiction to uRmw.

In the converse direction to Definition 5.3.9, we now explain how to obtain
mPMVn-algebras from Posn-frames (similarly to Definition 3.3.20).

Definition 5.3.12 (Complex algebra of a Posn-frame). Let F = (X,≤, v, R)
be a Posn-frame. The complex mPMVn-algebra of F is the mPMVn-algebra

F+ := ⟨P̃ L
F

n,□R,♢R⟩,

where P̃ L
F

n consists of all Posn-morphisms (X,≤, v)→ P̃ Ln with point-wise
PMVn-operations and

(□Rα)(x) =
∧
xRx′

α(x′) and (♢Rα)(x) =
∨
xRx′

α(x′).

It is easy to check that this really is a mPMVn-algebra.

Every mPMVn-algebra can be embedded in the complex algebra of its
canonical frame and vice versa.
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Theorem 5.3.13 (Representations). Let A be a mPMVn-algebra and let F be
a Posn-frame.

(1) There is an embedding A ↪→ (A+)+ via evaluations a 7→ eva.

(2) There is an embedding F ↪→ (F+)+ via evaluations x 7→ evx.

Proof. The ‘non-modal parts’ of (1) and (2) are both consequences of the
dualities established in Section 5.1.

For the ‘modal part’ of (1), we need to show that □Rmeva = ev□a and
♢Rmeva = ev♢a. This follows from a direct computation

□Rmeva(u) =
∧
uRmv

eva(v) =
∧
uRmv

v(a) = u(□a) = ev□a,

where we used Lemma 5.3.11. The other equation is shown completely anal-
ogous.

For the ‘modal part’ of (2), we need to show

xRx′ ⇔ evxR
mevx′ .

The direction ‘⇒’ is immediate by definition since

evxR
mevx′ ⇔ evx(□Rα) ≤ evx′(α) ≤ evx(♢Rα)

⇔
∧
xRy

α(y) ≤ α(x′) ≤
∨
xRy

α(y),

and the latter clearly holds for all α if xRx′.
For the direction ‘⇐’, suppose x′ /∈ R[x]. Then R[x] ∩ x′↑ = ∅ or

R[x] ∩ x′↓ = ∅ needs to hold (since otherwise xRx′ holds by convexity of

R[x]). In the former case, define α : F→ P̃ Ln by α(y) = 0 if y ∈ R[x]↓ and
α(y) = 1 otherwise. Then

evx′(α) = α(x′) = 1 but evx(♢Rα) =
∨
xRy

α(y) = 0

shows evx′ /∈ Rm[evx]. In the other case a similar argument works with
α(y) = 1 if y ∈ R[x]↑ and α(y) = 0 otherwise.

We are now ready to state the main result of this subsection. In the
presence of the prior results of this subsection (in particular Lemma 5.3.11),
the proof is fairly routine.

Theorem 5.3.14 (Algebraic Completeness). Let ψ, φ ∈ Form□♢
PMV.
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(1) ψ |=n φ if and only if mPMVn |= ψ ≤ φ.

(2) In particular, φ ∈ Λ□♢
PMVn

if and only if mPMVn |= φ ≈ 1.

Proof. Let ⟨F,□,♢⟩ = FreemPMVn(Prop) be the free mPMVn-algebra gener-
ated by the countable set of propositional variables Prop. The canonical Posn-
model is based on its canonical frame ⟨F,□,♢⟩+ together with the canonical
Posn-valuation defined by

Valc(u, p) = u
(
[p]

)
,

where [p] denotes the equivalence class of p. By Proposition 5.3.10, we know
that ⟨F,□,♢⟩+ really is a Posn-frame. Furthermore, we can easily check that
the canonical Posn-model really is a Posn-model (Definition 5.3.6) since

� If u ≤pw v, then Valc(u, p) = u([p]) ≤ v([p]) = Valc(v, p).

� Valc(u, p) = u([p]) ∈ im(u).

Using the Truth Lemma (Lemma 5.3.11), it is easy to verify that the property

Valc(u, φ) = u
(
[φ]

)
extends to all modal PMV-formulas φ ∈ Form□♢

PMV.
Now suppose that mPMVn ̸|= ψ ≤ φ. Then in particular [ψ] ≤ [φ]

does not hold in F. Thus, there exists a homomorphism u : F → P Ln with
u([ψ]) = 1 and u([φ]) = 0. This means that Valc(u, [ψ]) = 1 and Valc(u, [φ]) =
0, witnessing that ψ ̸|=n φ in the canonical Posn-model.

For the minimal P Ln-valued modal logic, the additional structure of Posn-
frames (over that of Set-frames) is irrelevant (which is shown similarly to
Proposition 3.2.3). However, in the next section we study a consequence
pair which is only canonical with respect to the semantics over Posn.

5.3.4 A case study in canonicity

In this subsection, we give an example of a consequence pair which is canon-
ical with respect to the semantics over Posn-frames but isn’t with respect to
either of the semantics over Pos-frames or Setn-frames.

From now on, for simplicity we assume that n is a prime number, which
implies S(P Ln) = {P Ln,P L1}. We consider the consequence pairs

□(x⊕ x) ⊢ □x and ♢(x⊕ x) ⊢ ♢x.
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As shown in [HT13, Example 8.28], over MVn (i.e., with negation) the for-
mula □(x ⊕ x) → □x is canonical and defines the class of Setn-frames in
which ‘all successors are crisp’. In particular, this means that the formula
♢(x⊕ x)→ ♢x which defines the same class of Setn-frames is derivable from
the corresponding axiomatic extension of modal logic over MVn. In this sec-
tion, we show that in modal logic over PMVn this is not the case any more. In
the following, we identify the classes of Posn-frames which are defined by the
above consequence pairs. As it turns out, the former consequence pair de-
fines Posn-frames in which ‘every successor has a crisp successor of the same
element below ’ while the latter one defines the ones in which ‘every successor
has a crisp successor of the same element above’. Note that a Posn-frame
(X,≤, v, R) can be identified with a first-order structure where v is described
by unary relations for all P Lk ∈ S(P Ln).

Proposition 5.3.15. Let F = (X,≤, v, R) be a Posn-frame.

(1) The consequence pair □(p ⊕ p) ⊢ □p is valid in F if and only if F
satisfies

∀x∀y :
(
xRy → ∃y′ : (xRy′ ∧ y′ ≤ y ∧ v(y′) = P L1)

)
.

(2) The consequence pair ♢(p⊕ p) ⊢ ♢p is valid in F if and only if F
satisfies

∀x∀y :
(
xRy → ∃y′′ : (xRy′′ ∧ y ≤ y′′ ∧ v(y′′) = P L1)

)
.

Proof. Starting with the proof of (1), assume that F satisfies the first-order
condition in the statement and let (X,≤, v, R,Val) be an arbitrary Posn-
model based on F which satisfies Val(x,□(p⊕ p)) = 1 and R[x] ̸= ∅ (oth-
erwise, the consequence pair is trivially satisfied at x). If y ∈ R[x], there is
some y′ ∈ R[x]∩ y↓ with v(y′) = P L1. Then it must hold that Val(y′, p) = 1
(since otherwise Val(y′, p) = 0 implies Val(x,□(p ⊕ p)) = 0). Since y′ ≤ y,
this now implies Val(y, p) = 1 as well. Since y was an arbitrary successor of
x, we get that Val(x,□p) = 1 as desired.

For the converse, assume that F does not satisfy the first-order formula
of the statement. In other words, there are xRy such that no xRy′ with
y′ ≤ y satisfies v(y′) = P L1. Then choose some ℓ ∈ P Ln with 1

2
≤ ℓ < 1 and

consider any Posn-valuation which satisfies

Val(w, p) =

{
ℓ if xRw and w ≤ y

1 if xRw and w ̸≤ y.
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The Posn-model thus arising witnesses Val(x,□(p⊕ p)) = 1 but Val(x,□p) =
ℓ, which shows that the consequence pair is not valid in F.

To prove statement (2) of the proposition, first suppose that F satisfies the
first-order formula in the statement, and suppose (X,≤, v, R,Val) is a Posn-
model based on F with Val(x,♢(p⊕p)) = 1. Then there exists some successor
y ∈ R[x] with Val(y, p) ≥ 1

2
. By our assumption, there exists another suc-

cessor y′′ ∈ R[x] with y ≤ y′′ and v(y′′) = P L1. Since Val(y, p) ̸= 0 and y′′

is crisp, we necessarily have Val(y′′, p) = 1, which implies Val(x,♢p) = 1 as
desired.

For the converse, assume that the F does not satisfy the first-order con-
dition in the statement. Then there exist some xRy such that all y′ ∈ R[x]
with y ≤ y′ satisfy v(y′) = P Ln. Now pick some ℓ ∈ P Ln with 1

2
≤ ℓ < 1

and consider any valuation which satisfies

Val(y′, p) =

{
ℓ if xRy′ and y ≤ y′

0 if xRy′ and y ̸≤ y′.

The Posn-model thus arising witnesses Val(x,♢(p⊕p)) = 1 but Val(x,♢p) = ℓ,
which shows that the consequence pair is not valid in F.

The assumption that n is prime really is needed for the above. For exam-
ple, the Pos6-frame depicted in Figure 5.3, consisting of x with v(x) = P L6

and R[x] = {xi | i ∈ N} with (xi) being a decreasing sequence with v(xi) al-
ternating between P L3 (for odd i) and P L2 (for even i) has no crisp states and
still satisfies □(p⊕p) ⊢ □p. The latter holds because whenever Val(xi, p) ̸= 1
for some i, then Val(xi+4, p) = 0. However, if n is not prime, then Proposi-
tion 5.3.15 can simply be adapted with the condition that ‘every successor
state y has a successor state y′ of the same element below such that v(y) and
v(y′) correspond correspond to coprime divisors of n’.

x
P L6

x1
P L3

≥ x2
P L2

≥ x3
P L3

≥ x4
P L2

≥ . . .

Figure 5.3: A Pos6-frame satisfying □(p⊕ p) ⊢ □p without crisp states.

To conclude this subsection, we show that the consequence pair □(p⊕p) ⊢
□p is canonical with respect to Posn-frames. Together with the results from
the previous subsection, this is a consequence of the following proposition.
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Proposition 5.3.16. Let ⟨A,□,♢⟩ be a modal PMVn-algebra which satisfies
the equation □(x ⊕ x) ≤ □x. Then the canonical frame ⟨A,□,♢⟩+ satisfies
the first-order condition from Proposition 5.3.15.

Proof. The idea is similar to the proof of part two of Proposition 5.3.10.
Suppose towards contradiction that there are u, u′ ∈ PMVn(A,P Ln) with
uRmu′ and Rm[u] ∩ PMVn(A,P L1) ∩ u′↓ = ∅. Consider the closed sets

F = Rm[u] ∩ PMVn(A,P L1) and G = Rm[u] ∩ u′↓.

As in the proof of Proposition 5.3.10, we can separate these sets by a clopen
downset Ω ⊇ G with Ω ∩ F = ∅. Thus, from a ∈ A with u′(a) = 1

n
(which

exists because im(u′) = P Ln), we can construct a witness for u(□a′) =
u′(a) = 1

n
, which yields u(□(a′ ⊕ a′)) > u(□a′), contradicting the initial

assumption that □(a′ ⊕ a′) ≤ □a′ holds in A.

Together with Proposition 5.3.15 and the algebraic treatment from Sub-
section 5.3.3, this immediately implies that the consequence pair ♢(p⊕ p) ⊢
♢p is not derivable in the corresponding axiomatic extension. While the se-
mantics over Posn reflect this situation adequately, the semantics restricted
to Set, Setn or Pos all fail to do so.

5.4 Conclusion of Chapter 5

In the first part of this chapter, we developed a logarithmic optimal natural
duality for the variety PMVn of positive MVn-algebras, generated by P Ln,
the negation-free reduct of the finite MV-chain  Ln. We explored the rela-
tionship between this duality and Priestley duality, showing that there is an
adjunction between DL and PMVn given by the distributive skeleton functor
S : PMVn → DL and the Priestley power functor P : DL → PMVn. Special-
izing this relationship to Boolean powers, we gave a full characterization of
algebraically and existentially closed members of PMVn.

In the second part of this chapter, we introduced the positive fragment
of  Ln-valued modal logic and studied it via its algebraic counterpart, modal
PMVn-algebras. We introduced relational semantics on Posn-frames for this
logic and showed that canonical frames of modal PMVn-algebras are Posn-
frames. In an example, we illustrated how these richer semantics are ‘well-
behaved’ in the context of canonicity. Note that for our semantics on Posn-
frames, we only used a ‘fragment’ of the structure of the dual categories
obtained in Section 5.1. It would be interesting to obtain a full ‘Jónsson-
Tarski style’ duality between the variety mPMVn and a category of ade-
quately defined binary relations on Xn-objects (generalizing the duality for
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mDL established in [CJ99]). On the logical side, we also call for a more thor-
ough study of canonicity and definability over Posn-frames, and the study of
positive fragments of modal logics over infinite algebras of truth-degrees.

In the remainder of this subsection, we go into slightly more detail on two
further open topics for future research related to this chapter. In particular,
we focus on possible generalizations of the results of this chapter from P Ln to
algebras which we call ‘strongly lattice-semi-primal’ (Subsection 5.4.1) and
to coalgebraic logic over lattice-primal varieties (Subsection 5.4.2).

5.4.1 Towards a notion of lattice-semi-primality

Note that many of the results of Section 5.1 do not only hold for P Ln, but
for any algebra L which satisfies the following property. Our terminology is
motivated by the characterization of semi-primality of Theorem 1.1.12 and
the definition of lattice-primal algebras (recall Definition 1.1.13).

Definition 5.4.1 (Strongly lattice-semi-primal algebra). A strongly lattice-
semi-primal algebra is an algebra L which is based on a bounded lattice,
such that every primitive operation of L is order-preserving and such that,
for every ℓ ∈ L, the unary operation τℓ is term-definable in L.

The justification for this name is that strong lattice-semi-primality is
slightly stronger than the following generalization of Definition 1.1.5. To the
best of the author’s knowledge, the only other prior notion of order-semi-
primality in the literature is found in [Sch94]. However, the notion therein
seems too restrictive, as it does not account for potential subalgebras of ≤,
as prominently featured in this chapter. Therefore, we propose the following
notion of (weak) lattice-semi-primality.

Definition 5.4.2 (Weakly lattice-semi-primal algebra). A weakly lattice-semi-
primal algebra is an algebra L which is based on a bounded lattice, such that
every primitive operation of L is order-preserving and such that every oper-
ation f : Ln → L which preserves subalgebras of L and ≤ is term-definable
in L.

This weak form of lattice-semi-primality also arises as the following gen-
eralization of the ‘Baker-Pixley’ characterization of semi-primality from The-
orem 1.1.11(2).

Proposition 5.4.3. Let L be a finite algebra based on a bounded lattice, all
of whose primitive operations are order-preserving. Then the following are
equivalent.
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(i) L is weakly lattice-semi-primal.

(ii) Every subalgebra of L2 is either a product of subalgebras of L, a subal-
gebra of ≤ or a subalgebra of ≥.

With this characterization, it is also easy to see that strong lattice-semi-
primality implies weak lattice-semi-primality, by a starightforward adapta-
tion of the proof of Lemma 5.1.9. In fact, the exact relationship between the
two notions is the following.

Fact. A weakly lattice-semi-primal algebra L is strongly lattice-semi-primal
if and only if every non-diagonal subalgebra of L2 contains (0, 1) or (1, 0).

As mentioned above, natural dualities similar to the ones from Section 5.1
can be established for all strongly lattice-semi-primal algebras. Furthermore,
it is easy to see that every such algebra becomes lattice-primal after adding
truth-constants for every element. Thus, they become subject to the study
sketched in the following subsection.

5.4.2 Towards many-valued positive coalgebraic logic

In this subsection, we give an outline of how to carry out research similar
to the one conducted in Section 4.2, moving from primal varieties to lattice-
primal varieties. In particular, this covers the case of P Ln expanded with a
constant ℓ̂ for every ℓ ∈ P Ln.

First, we note that for every lattice-primal algebra L, the duality from
[Qua79b] (Theorem 1.1.14) between HSP(L) and DL can be obtained by
combining the natural duality from the NU-Strong Duality Corollary (Corol-
lary 5.1.1) between HSP(L) and Priest with the Priestley skeleton and Priest-
ley power functors S and P which are defined analogously to Definitions 5.2.3
and 5.2.5, except that we again use T1 to define S as in the semi-primal case.

Now, coalgebraic logics over the dual adjunction between DL and Pos,
as for example studied in [BKV13, DK17], can be lifted to ones on HSP(L)
completely analogous to Definition 4.2.3. The proof of inheritance of one-
step completeness and expressivity (Theorem 4.2.4) can be easily adapted to
this case.

In particular, (two-valued) positive modal logic for the convex powerset
functor Pcv : Pos → Pos corresponds to the functor Lm : DL → DL which
carries the presentation of modal distributive lattices (Definition 5.3.1). The
corresponding lifting L′

m : HSP(L) → HSP(L) again has a presentation by
the same equations together with τℓ(□x) = □τℓ(x) and ηℓ(♢x) = ♢ηℓ(x).

The case where L is (strongly) lattice-semi-primal seems to be more in-
volved, since the dual category X of HSP(L) is now more complicated and
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it is not obvious whether a similar representation of objects of X from ones
of Priest (similar to the coend representation in the semi-primal case) can be
obtained here as well. We leave this question open for future research.

Another potential approach to positive modal logic over lattice-semi-
primal varieties would be to mimic the approach of [DK17], where, e.g.,
positive modal logic is obtained as the positivication of classical modal logic.
Similarly, one might for example study positivications of coalgebraic logics
over  Ln to obtain ones over P Ln. Similarly to [DK17], this would likely
involve the use of enriched category theory.



Conclusion

I think I now have explained sufficiently the mathematical aspect of the
situation and can turn to the philosophical implications. Of course, in
consequence of the undeveloped state of philosophy in our days, you
must not expect these inferences to be drawn with mathematical rigour.

– Kurt Gödel
(1951)1

In this thesis, we studied the category-theoretical relationship between
semi-primal varieties and the variety of Boolean algebras (Chapter 2) and
utilized various aspects of their close correlations in order to systematically
study modal logic over semi-primal algebras (Chapter 3) and, more gener-
ally, coalgebraic logics over semi-primal varieties (Chapter 4). We showed
how these many-valued coalgebraic logics can arise as liftings of classical
coalgebraic logics, in which case important properties regarding complete-
ness, expressivity and definability are inherited. Lastly, specializing to the
case of finite MV-chains and based on techniques from natural duality theory,
we studied the positive (i.e., negation- and implication-free) fragment of the
many-valued modal logic by algebraic means (Chapter 5).

The individual chapter conclusions (Sections 1.3, 2.4, 3.4, 4.4 and 5.4)
already contain many explicit open questions which indicate various possible
directions for future research related to the respective chapters. The nature of
the following concluding remarks may be considered more ‘philosophical’ or
‘speculative’. Indeed, in the first part of this conclusion we discuss the results
of the thesis in the context of the philosophical debate around ‘Suszko’s
thesis’ on the relationship between two-valued and many-valued logic, in the
second part we discuss the potential generalizations to the infinite case and
in the last part we move on to give some ideas for possible applications of
this research in theoretical computer science.

1[Gö51, p.311]
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Two-valued versus many-valued

A recurring theme throughout this thesis is the relationship between clas-
sical (two-valued) logic and many-valued logic. This relationship has also
been discussed in a ‘philosophical’ debate around what is usually referred to
as Suszko’s thesis (see, e.g., [WS08]). Based on Suszko’s (rather polemic)
paper [Sus77], Suszko’s thesis essentially says that there are no logical val-
ues beyond ‘true’ and ‘false’, and that many-valued systems still are biva-
lent in some sense. This claim is usually backed up by the fact that any
many-valued structural consequence relation has an equivalent two-valued
one, based on the (two-valued) distinction between designated and non-
designated elements of truth-degrees (this is often called Suszko’s reduction).
However, the actual ‘effectiveness’ of this reduction has been challenged (see,
e.g., [Mal94, Tsu98, WS08]). Without getting into the philosophical debates
around the ‘nature’ or even ‘existence’ of many-valuedness, we remark that
the results of this thesis indicate that an effective reduction of a many-valued
(modal) logic to classical (modal) logic can be obtained at least if the alge-
bra of truth-degrees is semi-primal. Since these algebras of truth-degrees
are precisely the ones in which every potential collection of designated el-
ements can be defined internally as a crisp predicate, the converse might
also hold. To make these thoughts more ‘mathematically precise’, one would
first have to clarify what is precisely meant by an effective reduction of a
many-valued logic to two-valued logic. To this end, it could be interest-
ing to re-investigate what is described in Chapter 2 with the interpretation
of adjunctions between varieties of algebras as translations between their
respective logics as described in [Mor18]. A translation of finitely-valued
modal logic to classical modal logic is also used in the recent paper [BCN23],
where it is shown that finitely-valued and two-valued modal definability (of
crisp Kripke frames) coincide in many cases (also recall Corollary 3.3.25 and
its coalgebraic generalization Corollary 4.3.34). This translation (albeit de-
fined ‘semantically’) highly resembles the construction of the Boolean power
(extended to modalities), and is used to show that every class of frames de-
finable by a finitely-valued modal logic is also classically definable [BCN23,
Theorem 5]. It is also shown that the converse holds whenever the algebra
of truth-degrees ‘interprets a Boolean algebra’ [BCN23, Theorem 10]. In the
case of semi-primal algebras, this is likely to correspond to the Boolean skele-
ton. It might more generally correspond to the existence of an adjoint of the
Boolean power functor. For now, we end this section with the (philosophi-
cal) conjecture that a finitely-valued modal logic can be effectively reduced to
classical modal logic if and only if its algebra of truth-degrees is semi-primal.
Likely more challenging seems the question of the relationship (and possible
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effective reductions) of infinitely-valued (modal) logics to classical (modal)
logic. We discuss some potential approaches to generalizations of results of
this thesis in the infinite case in the next section.

From finite to infinite

In this thesis, taking the first steps towards many-valued coalgebraic logic via
the ‘abstract algebra-coalgebra’ approach, we focused on finite ‘well-behaved’
algebras of truth-degrees. In the author’s opinion, the most important (long-
term) generalization following up this research would be to entail fuzzy modal
logics based on the real interval [0, 1], like infinite  Lukasiewicz, Gödel and
product logic [Há98] as well. In particular, analysing the case of infinitely-
valued  Lukasiewicz logic based on the standard MV-algebra [0, 1] L seems like
a promising endeavour. This algebra still has similarities with the finite MV-
chains and may be considered ‘well-behaved’ in some regards. Thus, it might
also be connected to the search for ‘appropriate’ analogues of (semi-)primality
for infinite algebras. While a direct adaptation of the ‘term-definability’ def-
inition of (semi-)primality in the infinite case necessarily requires an infinite
signature (this is, for instance, investigated in [vN14] in the case of primal-
ity), in the author’s opinion, it would be interesting to find some analogues
of variations of primality which work for infinite algebras with finite signa-
tures. In particular, motivated by the examples  Ln, is there a generalization
of semi-primality which applies to the standard MV-chain [0, 1] L? For ex-
ample, while it is not possible to define the unary operations τℓ anymore in
this algebra, it is still possible to find separating terms, in the sense that
for all distinct r1, r2 ∈ [0, 1], there exists a unary MV-term Tr1,r2(x) with
r1 7→ 1 and r2 7→ 0. This ‘term-separation’ property (something similar
is also occurring in [MM18]), which is equivalent to the characterization of
semi-primality of Theorem 1.1.12 in the finite case, might also be what is
required in the infinite case. One obstacle here may be the lack of a full
topological duality for the variety MV, although dualities for subcategories
of MV could already suffice. In this context, it might also be worthwhile to
investigate the bounded Boolean power construction, which is usually used
for infinite algebras [Bur75]. To summarize, for future research we propose
to extract the precise algebraic ingredients necessary to extend the research
of this thesis to infinite algebras, in particular to encompass modal logic over
the standard MV-chain as algebra of truth-degrees from [HT13] to the level
of coalgebraic logic via the abstract algebra-coalgebra approach. This could
also open up some further potential applications in theoretical computer sci-
ence, as discussed in the following section.
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Applications in computer science

Although the author’s motivation for this research was mostly ‘purely math-
ematical’, it does have some promising applications. For example, the coalge-
braic generalization broadens the range of applications of many-valued modal
logic in modelling knowledge in the presence of multiple experts [Fit92], fuzzy
preferences [VEG20] or coalitional power [KT17]. In general, the applications
of non-classical logic in computer science are far reaching, for example in-
cluding artificial intelligence and natural language processing, cyber-physical
systems, formal verification and hardware design. Finitely-valued logic is
of interest in the representation of approximate or vague knowledge and
decision-making, as well as in the design and verification of logic circuits
with multiple states (see, e.g., [Rin77, BB03]). Coalgebras are, for exam-
ple, convenient to deal with transition systems and observational behaviour,
infinite data-structures and coinduction (see, e.g., [Rut00, Jac16]). Modal
logic (in a broad sense) offers expressive, yet decidable logical systems. In
computer science, they are most notably used for program verification via
various fragments of the modal µ-calculus like propositional dynamic logic
or linear temporal logic (see, e.g., [BS07]). Not surprisingly, coalgebraic
investigations of these topics have also emerged in recent years (see, e.g.,
[SV10, Ĉır11, HK15, ESV19]). For future work building on this thesis, the
author plans to furhter extend its results to these coalgebraic fixpoint log-
ics, giving rise to coalgebraic treatments of many-valued fixpoint logics, for
example many-valued propositional dynamic logic [Teh14, Sed21] or linear
temporal logic. There are also interesting connections of this topic to au-
tomata theory to be explored, for example in the case of linear temporal logic
and Büchi automata [Var96]. In the future this research program could, for
example, lead to novel tools in model checking and verification in settings
where it is important to take errors or uncertainty into account.
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Gödel, 34
 Lukasiewicz-Moisil, 28
Post, 25
semi-primal Cornish, 29

coalgebra, 115
coproduct of, 163
morphic image, 163
morphism, 115
sub-, 163

coalgebraic logic
abstract, 121
classical, 121
concrete, 122

coend, 139
cofiltered

category, 45
limit, 45

colimit
coend, 139
fitered, 45
sifted, 119

compatibility condition
for D-frames, 84
for Posn-frames, 202

completeness
algebraic, 95
one-step, 122

complex algebra
of a D-frame, 105
of a Posn-frame, 210
of a frame, 120

COn, 29
concrete coalgebraic logic, 122
consequence pair, 204
coproduct of coalgebras, 163
Cornish algebra, 29
cover modality, 170

D, 39
De Morgan

involution, 82, 91
monoid, 35

definability
for D-frames, 103
for coalgebras, 162

demi-primal, 76
demi-semi-primal, 76
descriptive

general frame, 116
neighborhood frame, 117

D-frame, 84
as coalgebra, 149
canonical, 92
disjoint union, 103
generated D-subframe, 103
image-finite, 89

diagonal, 21
discriminator

algebra, 21
ternary, 21

disjoint union of D-frames, 103
distributive lattice

bounded, 24, 190
modal, 199

distributive skeleton, 191



250 INDEX

DL, 24, 190
D-model, 84

canonical, 94
image-finite, 89
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Murskĭı’s, 37

theory, 121
topological

functor, 67
quasi-variety, 175

truth
in Posn-model, 204
in Kripke model, 82

ultrafilter, 41
extension of coalgebra, 164
extension of modal algebra, 92

validity
in D-frame, 85
in Posn-frame, 204
in Kripke frame, 82

valuation, 81
variety

arithmetical, 17
lattice-primal, 24
order-primal, 24
primal, 17
quasi-primal, 19
semi-primal, 19

Vietoris
functor, 116
lifted functor, 144
space, 116


	Abstract
	Acknowledgements
	Introduction
	Historical Overview
	Introduction to the thesis
	Structure and contributions of the thesis

	Variations of primality
	Definitions and characterizations
	Primality
	Semi-primality and quasi-primality
	Lattice-primality

	Examples
	Post chains and other primal algebras
	Finite MV-chains and other semi-primal algebras
	Residuated Lattices and pseudo-logics
	Murskiĭ's Theorem

	Conclusion of Chapter 1

	Perspectives on semi-primal varieties
	Semi-primal topological duality
	A collection of adjunctions
	Four functors on the topological side
	The Boolean skeleton functor
	The Boolean power functor
	The subalgebra adjunctions
	Characterizing semi-primality via adjunctions

	Discrete duality and canonical extensions
	Semi-primal discrete duality
	Stone-Čech compactification

	Conclusion of Chapter 2

	Many-valued modal logic
	Introduction to many-valued modal logic
	Semi-primal algebras of truth-degrees
	Frames and models with preconditions
	A many-valued Hennessy-Milner property

	Algebraic framework
	Canonical model and completeness
	A many-valued Goldblatt-Thomason Theorem

	Conclusion of Chapter 3

	Many-valued coalgebraic logic
	Introduction to coalgebraic logic
	Coalgebras and algebras
	Abstract and concrete coalgebraic logics
	One-step completeness and expressivity

	Lifting coalgebraic logics to primal varieties
	Lifting abstract coalgebraic logics: Primal case
	Lifting concrete coalgebraic logics: Primal case

	Lifting coalgebraic logics to semi-primal varieties
	Lifting algebra-coalgebra dualities
	Lifting abstract coalgebraic logics: Semi-primal case
	Lifting concrete coalgebraic logics: Semi-primal case
	Goldblatt-Thomason revisited

	Conclusion of Chapter 4

	Many-valued positive modal logic
	Natural dualities for varieties generated by finite PMV-chains
	Introduction to natural duality theory
	Positive MV-chains
	The natural dualities

	Further exploration of the dualities
	The dual category for the three-element chain.
	The relationship to Priestley duality
	Algebraically and existentially closed algebras
	The discrete dual category

	Many-valued positive modal logic
	Introduction to positive modal logic
	Positive modal logic over finite MV-chains
	Algebraic framework
	A case study in canonicity

	Conclusion of Chapter 5
	Towards a notion of lattice-semi-primality
	Towards many-valued positive coalgebraic logic


	Conclusion
	Two-valued versus many-valued
	From finite to infinite
	Applications in computer science

	Bibliography
	List of Figures
	Index

