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Fluid-particle-structure interactions (FPSI) govern a wide range of natural and engineering phenomena, from 
landslides to erosion in abrasive water jet cutting nozzles. Despite the importance of studying FPSI, existing 
numerical frameworks often simplify or neglect certain physics, limiting their applicability. This work introduces 
a novel 6-way CFD-DEM-FEM momentum coupling for FPSI using a partitioned coupling approach, providing a 
flexible and adaptable solution.

Our prototype uses the preCICE coupling library to couple three numerical solvers: OpenFOAM for fluid 
dynamics, eXtended Discrete Element Method (XDEM) for particle motion, and CalculiX for structural mechanics. 
The coupling approach extends existing adapters and introduces a novel XDEM preCICE adapter, allowing data 
exchange over surface and volumetric meshes.

Numerical experiments successfully demonstrate the 6-way coupling, showcasing fluid-structure interactions 
and particle dynamics. The versatility of the partitioned coupling approach is highlighted, allowing the 
interchangeability of different single-physics solvers and facilitating the study of complex FPSI phenomena.

This article offers a thorough description of the methodology, coupling strategies, and detailed results, offering 
insights into the advantages and disadvantages of the proposed approach. This work lays the groundwork for a 
scalable and customizable FPSI simulation framework with a wide range of applications.
1. Introduction

Landslides, rock-ice avalanches, erosion and fracturing of oil pipes 
located underground or underwater, and leakage in sewer pipes all have 
a few things in common, the foremost important of them is disaster 
and damage caused leading to economic damages or even worse loss 
of human life. The other common factor among the listed is they are 
caused by the fluid-particle-structure interactions (FPSI). Apart from the 
phenomena described above, there are many more engineering fields 
requiring the study of FPSI.

The applications requiring these numerical methods can lead to 
great benefits, but very limited work has been done in the actual de-

velopment of a coupled framework for FPSI. This is not due to the lack 
of motivation or resources but rather the sheer complexity involved in 
modeling. Many researchers have to weigh the cost of modeling such 
multi-scale, multi-physics phenomena partially or completely against 
the possible outcomes and the intended usage. Furthermore, the under-

lying multi-physical phenomena are complex and interact in a complex 
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manner. Usually for the FPSI applications in consideration, the fluid 
and/or particle phase is the source of the momentum. These particle-

laden flows then interact with a structure, that undergoes deformation 
due to exerted forces. This altered geometry of the structure in turn 
influences the flow characteristics. In some cases, such as the milling 
operation, the structure itself might be the source of momentum in the 
system.

A lot of work has been done over the years for modeling the 
fluid-structure interactions (FSI) using CFD-FEM [1] (Computational 
Fluid Dynamics - Finite Element Methods), furthermore using immersed 
boundary [2], and meshfree methods [3–5]. There is an extensive 
choice when it comes to FSI modeling, applied to applications such 
as aeroelasticity [6], biomedical applications involving blood flow [7], 
wind turbines [8], tidal turbines [9], bridge flutter [10], liquid filled 
pipes [11,12], etc.

Additionally, one can also find an abundance of particle-fluid inter-

actions (PFI) [13,14]. Some of the applications include pneumatic con-

veyor [15], blast furnace simulations [16], granular flow [17], fluidised 
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beds [18], rock ice avalanche [19], sand ejecting fire extinguisher [20], 
debris flow [21], pipe flow [22] etc.

In terms of particle-structure interaction (PSI), the popular applica-

tions are erosion [23], snow-tire interactions [24], abrasive water jet 
cutting [25], frictional behavior [26] etc.

Although the examples provided above for FSI, PFI, and PSI are not 
exhaustive, they show then extensive study and research done over the 
last years/decades, and the potential applications of such couplings. 
Some of the applications mentioned above are actually of FPSI, but one 
or more of the physics is not modeled for some or the other reason, thus 
leaving ample space for improvement. The examples provided above 
show that indeed a good foundation for FPSI exists, but very little work 
is done in this field.

Some noteworthy studies done in FPSI on the impact of de-

bris flow on barriers/structures [27–29], usually applied for land-

slide/avalanches and their effects on man-made structures. These are 
very important phenomena to understand and study to implement bet-

ter preventive structures against such disastrous forces. These works use 
Discrete Element Method (DEM) for the particle phase, Finite Element 
Method (FEM) for the structure, although they use different approaches 
for modeling the fluid. Smooth Particle Hydrodynamics (SPH) is used 
by [29] and [27]. On the contrary, [28] uses the Lattice Boltzmann 
Method (LBM) for modeling the fluid phase.

The FPSI is also used to study the pipe fracturing [30,31], where 
CFD, DEM, and/or FEM are used. In the literature, it is shown that it is 
important to study vibrations in pipes to better understand and prevent 
pipe wear, erosion, and fraction in [32,33]. Although, this research gap 
exists numerical FPSI framework has yet to be applied to such applica-

tions.

Additionally, FPSI is applied in modeling mills. SPH-DEM-FEM mod-

eling is used by [34], whereas [35] uses coupling between particle finite 
element method (PFEM), DEM, and FEM. Apart from modeling the mill 
behavior, abrasive wear on the mill is also studied in [35].

Although sparse, the literature shows attempts at FPSI modeling. 
The literature presented above shows, that the fluid phase is mostly 
modeled using SPH, PFEM, or LBM. Although these might present ad-

vantages in terms of computational costs and free surface flows, they 
have limitations in terms of capturing certain physics, such as incom-

pressibility or constant pressure boundaries. In the context of FPSI 
coupling using CFD, only two relevant studies, [30] and [36], are 
found in the literature. Furthermore, although the coupled environ-

ment might have all the components of FPSI, the coupling between 
these components might not be established, for example, [33] ignores 
the impacts of the particles on the structure, [30] uses 2-way coupling 
method between fluid-particle interaction, but used only 1-way cou-

pling algorithm when considering interactions between structure and 
fluid-particles flow.

The different fields of engineering constantly face problems involv-

ing multi-scale, multi-physics and their complex interactions. Moreover, 
it is known from abundant literature that developing and working with 
coupled problems is challenging. This prohibits engineers, researchers, 
and scientists from completely realizing some problems and modeling 
certain multi-physics. In the FPSI literature presented above, generally, 
a monolithic coupling approach is utilized, with one exception [36]. In 
the FPSI by [36], the FSI part is implemented as a monolithic solver, 
whereas the interaction with particles is coupled using the partitioned 
approach. In a monolithic coupling approach, the different sets of segre-

gated equations representing the different physics are solved iteratively. 
Such couplings are developed as a single code solver. For certain appli-

cations, the monolithic coupling approach may prove to be more robust. 
However, due to the nature of monolithic coupling, they are restricted 
to certain applications and offer little to no flexibility when modifying, 
extending, or adapting to new applications. Furthermore, increased fi-

delity in such multi-physics models implies increased requirement of 
computational resources, thus scaling for large, industrial, and high-
2

fidelity applications can be a challenge [37–41].
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In contrast to monolithic coupling, the partitioned approach cou-

ples high-level single-physics software currently available [39]. Utiliz-

ing this coupling approach allows the modification, exchange, add, or 
remove physics components from the multi-physics simulation environ-

ment, thus allowing us to address the growing complexity problem. 
The partitioned coupling approach also allows us to leverage the par-

allelization capabilities of the individual software involved efficiently 
and better load balancing required from different applications [41]. 
There are several open source coupling libraries/software to achieve 
such partitioned coupling approach, such as OpenPALM [42], Data 
Transfer Kit [43], Amuse [44], MuMMI [45], MUSCLE [46], MUI [47], 
preCICE [48] to name a few. From a review [49] on multi-scale cou-

pling software, one can follow the logic to choose the correct coupling 
software. Hence, considering the possible applications, the availabil-

ity of pre-existing single-physics software along with their ready-to-use 
adapters as the preCICE coupling library [48] is chosen to be used to 
establish the partitioned 6-way coupling between fluids, particles, and 
structures.

The preCICE coupling library allows us to circumvent the prob-

lems faced in monolithic coupling by treating the single-physics soft-

ware/solvers as a black box. It enables communication, data mappings, 
time interpolations, and different coupling strategies thus providing 
much-needed flexibility when establishing a multi-scale, multi-physics 
simulation framework for FPSI. This further removes the need to have 
access or understanding to the solver source code, only the under-

standing of the usage and underlying physics is required. Additionally, 
due to the application programming interface (API) support for differ-

ent languages such as C, C++, Python, MatLAB, Fortran, Julia, etc., 
solvers/software in different languages can be coupled.

The preCICE coupling library was developed originally to enable 
FSI [39], where the coupling is done over surface meshes. The preCICE 
coupling library and its adapters [50,51] have also been used to model 
Conjugate Heat transfer [52] between fluid and solids over surface 
meshes. Fracturing in poro-elastic medium due to fluid flow is simu-

lated over volumetric meshes, but the coupled system uses surface terms 
for equilibrium. Although there are more multi-scale, multi-physics ap-

plications achieved using the preCICE coupling library, they are not 
relevant in the context of FPSI.

In the present work, a highly flexible, modifiable, and scalable parti-

tioned coupling approach for fluid-particle-structure interaction (FPSI) 
through 6-way CFD-DEM-FEM momentum coupling is proposed. To 
the best knowledge of the authors, such a fully partitioned coupling 
approach has not yet been presented in the literature. As by the na-

ture of the partitioned coupling approach, three different numerical 
solver/software are used, namely OpenFOAM [53] to simulate the flu-

ids using CFD, eXtended Discrete Element Method (XDEM) [13] suite 
to solve for particle motion, and CalculiX [54,55] software is used 
to solve for structure deformations, stresses and vibrations. The fluid-

structure and particle-structure interactions are achieved over surface 
meshes, whereas the fluid-particle Eulerian-Lagrangian interactions are 
achieved over volumetric meshes. The CFD is in the Eulerian frame-

work, on the contrary, the DEM and FEM are in the Lagrangian frame-

work. It should be noted that since the coupling is achieved over 
black box solvers/software, the single-physics software can be swapped, 
added, or removed altogether, as seen in Fig. 1.

To achieve the 6-way CFD-DEM-FEM partitioned momentum cou-

pling, the pre-existing FSI coupling achieved over surface meshes is 
used, namely the OpenFOAM preCICE adapter [50], and CalculiX pre-

CICE adapter [52,51]. Our contributions, which are novel or related to 
the 6-way partitioned momentum coupling for FPSI are, (1) developing 
an original XDEM preCICE adapter (the first DEM adapter developed) to 
enable data exchange over surface and volumetric meshes; (2) extend-

ing the OpenFOAM preCICE adapter to enable coupling over volumetric 
meshes; (3) presenting test cases to demonstrate 6-way momentum cou-
pling, with using 2-way coupling as examples.
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The article is arranged as follows: in section 2, the governing equa-

tions for each of the single-physics solvers involved are provided. Ad-

ditionally, the mathematical model for accounting for coupled effects 
is also described. In section 3, the coupling strategies are explained 
more in detail along with a detailed description of the XDEM pre-

CICE adapter. In section 4, the results demonstrating the coupled FPSI 
behavior are presented. Additionally, FPSI numerical experiments are 
compared to the FPSI experimental observations. In section 5, the re-

sults, their impacts, and insights are discussed along with the strengths 
and weaknesses of the proposed coupling approach. Future work and 
possibilities for applying the 6-way coupling are also explored. Finally, 
in the section 6, the concluding remarks are presented.

2. Model description

In the partitioned coupling approach, three different software are 
used to establish a multi-physics environment to couple momentum 
between fluids, particles, and structures. These physics are simulated 
using CFD, DEM, and FEM respectively. The governing equations of the 
respective numerical methods are described below.

2.1. Governing equations for discrete particles

XDEM software suite [13] is used in the current work to model the 
discrete particle phase. XDEM models both dynamics as well as ther-

modynamics of the particulate system. In the current work, the main 
focus will be the dynamic behavior of particles interacting with flu-

ids and structures. The particle position, velocity, and acceleration are 
computed with the dynamics module of the XDEM.

The discrete element method (DEM) used in the dynamics mod-

ule of XDEM is based on the soft sphere model. In this method, it 
is assumed that the particles are deformable and can overlap each 
other, where the magnitude of overlap is decided by the contact force 
using the force-displacement law. The hardness of the particle is ex-

pressed via Young’s Modulus, while the particle energy dissipation is 
described with a dampener and/or dashpot. The translational and ro-

tational movements of individual particles are tracked using classical 
mechanics equations. A detailed description of all the terms mentioned 
below can be found in previous work [56]. A summary of the trans-

lational and rotational motion equations is given below: Equations of 
particle motion:

𝑚𝑖

𝑑𝑣𝑖

𝑑𝑡
=𝑚𝑖

𝑑2�⃗�𝑖

𝑑𝑡2
= 𝐹 𝑐

𝑖
+ 𝐹

𝑔
𝑖
+ ⃗𝐹 𝑒𝑥𝑡

𝑖
(2.1)

where �⃗�𝑖 is the position vector for a given particle, and 𝑢𝑝𝑖 is particle 

velocity. 𝐹𝑔
𝑖

is the force due to gravity. ⃗𝐹 𝑒𝑥𝑡
𝑖

is the sum of all the external 
forces acting on the particle, such as (hydrostatic) buoyancy forces 𝐹𝐵
and (hydrodynamic) drag forces 𝐹𝐷 . 𝐹 𝑐

𝑖
is the force due to the collision 

of particles, which is discussed further in equation (2.6).

𝐼𝑖
𝑑𝜙𝑖

𝑑𝑡
= �⃗�𝑐 + �⃗�𝑒𝑥𝑡 + �⃗�𝑟𝑜𝑙𝑙 (2.2)

where 𝐼𝑖 is the moment of inertia, 𝜙𝑖 is the orientation, �⃗�𝑐 stands 
for the torque acting due to inter-particle collisions, �⃗�𝑒𝑥𝑡 is the torque 
acting on the particles from external sources. The �⃗�𝑟𝑜𝑙𝑙 is the torque 
acting due to rolling friction given as follows:

�⃗�𝑟𝑜𝑙𝑙 = −𝜇𝑟|𝐹𝑛|𝑅𝑖
�⃗�|𝜔| (2.3)

where 𝐹𝑛 is the normal force derived from the Hertz theory [57] for the 
normal elastic force whereas Mindlin’s work [58] is used to compute 
the normal energy dissipation, given as follows:(4 √ 3 1 )
3

𝐹𝑛 = −
3
𝐸𝑖𝑗 𝑅𝑖𝑗𝛿 2 + 𝑐𝑛𝛿 4 �̇� (2.4)
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where 𝑐𝑛 is the normal dissipation coefficient proposed by Tsuji et al. 
𝐸𝑖𝑗 is the effective Young’s modulus, 𝑅𝑖𝑗 is the reduced radius, 𝛿 is 
the overlap between the particles. The normal dissipation coefficient is 
expressed as proposed by Tsuji et al. [59] and Zhang and Whitten [60].

The tangential forces include static and dynamic friction as follows:

𝐹𝑡 =min
(
𝑘𝑡𝛿𝑡 + 𝑐𝑡�̇�𝑡, 𝜇𝐹𝑛

)
(2.5)

where, 𝑘𝑡 is tangential stiffness, 𝑐𝑡 is tangential dissipation coefficient, 
𝛿𝑡 is the tangential displacement or tangential slip, 𝜇 is the friction 
coefficient, and 𝐹𝑛 is described in equation (2.4).

The inter-particle collision forces and torques are given as follows:

𝐹 𝑐
𝑖
=
∑
𝑖≠𝑗

𝐹𝑖,𝑗 (�⃗�𝑗 , 𝑢𝑝𝑗 ,𝜙𝑗 ,𝜔𝑗 ) (2.6)

�⃗�𝑐
𝑖
=
∑
𝑖≠𝑗

𝑀𝑖,𝑗 (�⃗�𝑗 , 𝑢𝑝𝑗 ,𝜙𝑗 ,𝜔𝑗 ) (2.7)

where the for 𝐹 𝑐
𝑖

stands for the collision forces between the particles, 
�⃗�𝑐

𝑖
is the torque due to collisions, 𝐹𝑖,𝑗 and 𝑀𝑖,𝑗 is the force and torque 

exerted by particle 𝑗 on particle 𝑖 respectively, �⃗� is the particle angular 
velocity. The sum 

∑
𝑖≠𝑗 represents the sum over all particles other than 

𝑖.

Two colliding bodies will deform at the contact, and causing stresses 
at the contact surfaces [61]. However, when considering the particulate 
system, the stresses at the contact are generally of no interest. Hence, 
in DEM [62], the particle-to-particle collisions and the results forces 
are computed based on the overlap. This overlap method is commonly 
used as it is a physically intuitive, and straightforward way to determine 
interaction between two particles. Similarly, the collisions between par-

ticles and walls are resolved with the overlap method, where the col-

lision forces are computed based on the overlap between the particle 
and the wall. Hence, it should be noted that any boundaries, walls, or 
drums in the current work are treated as another particle, to compute 
the above-mentioned collision forces between particles and walls. This 
allows tracking the interactions between particles and walls, without 
requiring to solve for stresses on the wall. Furthermore, the collision 
forces are available on the wall, at the location of particle impacts. 
Therefore, the collisions with boundaries/walls/drum are considered in 
the equations (2.6) and (2.7). In the equation (2.1), the term ⃗𝐹 𝑒𝑥𝑡

𝑖
ac-

counts for the fluid forces acting on the particle discussed further in 
section 2.4.1.

2.2. Governing equations for fluid

In the Eulerian volumetric average method, the conservation equa-

tion of mass (Eq (2.8)) and momentum (Eq (2.9)) are written over a 
representative volume. Conservation of mass

𝜕

𝜕𝑡

(
𝜌𝑓

)
+𝛁 ⋅

(
𝜌𝑓 𝑢𝑓

)
=𝑚′ (2.8)

Conservation of momentum

𝜕

𝜕𝑡

(
𝜌𝑓 𝑢𝑓

)
+𝛁 ⋅

(
𝜌𝑓 𝑢𝑓 𝑢𝑓

)
= −𝛁𝑝+ 𝜌𝑓 𝑔 + 𝜇𝑓𝛁2𝑢𝑓 +𝑆 (2.9)

2.3. Governing equations for solid structures

The structures in the current work are modeled using the Finite 
Element Method (FEM). In this method, a large continuous problem 
(continuum) is discretized into smaller and simpler “finite elements”. 
In this manner the underlying partial differential equations (PDEs) do 
not need to be solved over the complete spatial domain, but rather over 
a small element [63]. It is to be noted that FEM is a method to solve a set 
of PDEs, hence, depending on the underlying governing equations dif-

ferent physics can be modeled. In the current work, the displacements 

and the stresses of the structures are of interest.
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The governing equations for displacements and stresses in a struc-

ture are derived from the principles of continuum mechanics and ma-

terial behavior under consideration. The equilibrium equations express 
the balance of forces within the structure. They are derived from the 
principle of virtual work and are used to establish the equilibrium of 
internal and external forces. In matrix form, the equilibrium equations 
can be expressed as:

𝐊 ⋅ �⃗� = −𝑓 (2.10)

where K is the global stiffness matrix, �⃗� is the vector of nodal displace-

ments and 𝑓 is the vector of applied nodal forces.

The constitutive equations relate stresses to strains for the material 
being analyzed. For linear elastic materials, Hooke’s law is commonly 
used to express the relationship between stress and strain:

𝝈 =𝐃 ⋅ 𝜺 (2.11)

where 𝝈 is the stress tensor, D is the elasticity matrix and 𝜺 is the strain 
tensor.

The relationship between strains and displacements is defined based 
on the assumed displacement field within each finite element. This re-

lationship is typically expressed using the strain-displacement matrix, 
which relates the strains to the nodal displacements within an element.

𝜺 = 𝐁 ⋅ �⃗� (2.12)

where B is the strain-displacement matrix, that is dependent on the type 
of elements, and shape function used.

By combining the equilibrium equations, constitutive equations, and 
the strain-displacement relationship, a system of equations can be for-

mulated to solve for the nodal displacements and subsequently calculate 
the stresses within the structure.

In the current work, Calculix [54,55] an open-source, three-

dimensional FEM software is used to solve the structure displacements 
and stresses on unstructured Lagrangian meshes. The readers are re-

ferred to the standard textbooks on FEM [63–66] for further reading.

2.4. CFD-DEM coupling

The CFD-DEM Eulerian-Lagrangian coupling is achieved over a vol-

umetric mesh. In this section, the equations utilized to represent the 
coupled physics are presented. This work deals with single-phase as 
well as multi-phase fluids. Consequently, the equations presented in the 
following subsections, consider these different fluid conditions.

2.4.1. Fluid forces acting on particles

In this section, the effects of fluid forces acting on the particles are 
formulated. The DEM solver receives the fluid fields and properties and 
uses the following equations to compute the fluid forces acting on the 
particles. There are two types of fluid forces acting on the particles, 
namely hydrostatic or pressure force, and hydrodynamic or momen-

tum exchange force. The hydrostatic force is the buoyancy force that 
accounts for the pressure gradient around an individual particle [67].

𝐹𝐵 = −𝑉𝑝𝑖𝛁𝑝 (2.13)

where 𝐹𝐵 is the buoyancy force, 𝑉𝑝𝑖 is the volume of particle under 
consideration and 𝛁𝑝 is the gradient of pressure experienced by the 
particle.

To compute the momentum exchange or hydrodynamics forces act-

ing on the particles, first, the porosity i.e. the space fraction occupied 
by particles is computed. The porosity/void fraction of particles in fluid 
is given as:

1
𝑛∑
4

𝜖 = 1 −
𝑉𝑐 𝑖

𝜂𝑖𝑉𝑝𝑖 (2.14)
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where 𝑉𝑐 is the cell volume containing the particle, 𝑉𝑝𝑖 is the volume 
of the 𝑖𝑡ℎ particle in the cell, and 𝑒𝑡𝑎 is the weight used for the poros-

ity computation depending on the particle volume present inside the 
current cell.

In the Eulerian-Lagrangian approach, the hydrodynamic force cor-

responds to the fluid-particle interaction. This force depends on the 
relative velocity of the solid particle and fluid along with the forces 
acting due to the presence of neighboring particles. The drag force act-

ing on the particle can be expressed as the relative velocity mentioned 
above and a momentum transfer coefficient 𝛽, described as the default 
drag model given by Shiller-Neumann [68]. Shiller-Neumann [68] is 
best suited when predicting drag for non-spherical particles. The cor-

relations of 𝛽 are obtained from pressure drop measurements for fixed, 
fluidized, or settling beds [69]. Several drag laws are implemented in 
the XDEM suite.

A drag model proposed by Richardson-Zaki [70] considers an expo-

nent dependent on the Reynolds number based on the particle terminal 
velocity. Richardson-Zaki [70] is suitable for simulations focusing on 
bed expansion and packing, often applied in fluidized bed reactors and 
granular flow studies.

Gidaspow [71] combines Ergun and Orning [72], and Wen and 
Yu [73] for sense and dilute phase calculations respectively, along 
with a switch function to transition from one regime to the other. 
Gidaspow [71] is suitable for a broad range of particulate systems, in-

cluding applications in chemical engineering and fluidized bed reactors.

di Felice [74] gave a new transition function based on the particle 
Reynolds number. di Felice [74] is useful for simulations where the ki-

netic behavior of particles, especially collisions, and energy dissipation, 
is crucial, such as in pneumatic conveying or slurry flows.

Syamal-OBrien [75] uses particle terminal velocities in fluidized or 
settling beds to formulate 𝛽. Syamal-OBrien [75] is ideal for simula-

tions involving a large number of particles, such as in industrial-scale 
fluidized bed reactors.

Sun-Battagli [76] proposed a model specifically designed for porous 
beds using CFD-DEM solutions. Sun-Battagli [76] is useful for sim-

ulations involving particle clustering, such as in fluidized beds with 
agglomerating particles.

Finally, Arastoopour [77] gave a model for 𝛽 that is continuous over 
all values of void fraction (𝜖).

In the current work, the particle flow is varied, occurring in both 
sparse and densely packed arrangements. According to studies [69], 
Gidaspow [71] model gave the best agreement with the experimental 
observations both qualitatively and quantitatively [69]. The drag force 
acting on the particle due to the fluid for the CFD-DEM approach used 
in the current study is given as follows:

𝐹𝐷 =
𝛽𝑉𝑝

(1 − 𝜖)
(
𝑢𝑓 − 𝑢𝑝

)
(2.15)

The interphase momentum exchange 𝛽 is predicted according to Gi-

daspow [71]. Although to cover all range of void fraction (𝜖), Wen and 
Yu [73] (𝜖 ≥ 0.8) and Ergun and Orning [72] (𝜖 < 0.8) equations are in-

cluded. Combining these equations allows capturing drag calculations 
for densely packed and sparsely packed particles.

𝛽 =

⎧⎪⎪⎨⎪⎪⎩

150 (1 − 𝜖)2

𝜖

𝜇𝑓

𝑑2𝑝
+ 1.75(1 − 𝜖)

𝜌𝑓

𝑑𝑝
|𝑢𝑓 − 𝑢𝑝|, if 𝜖 < 0.8

3
2
𝐶𝑑

𝜖(1 − 𝜖)2

𝑑𝑝
𝜌𝑓 |𝑢𝑓 − 𝑢𝑝|𝜖−2.65, if 𝜖 ≥ 0.8

(2.16)

where the drag coefficient 𝐶𝑑 is given as:

𝐶𝑑 =
⎧⎪⎨⎪⎩
24
𝑅𝑒

[
1 + 0.15(𝑅𝑒)0.687

]
, if Re < 1000

0.44, if Re ≥ 1000
(2.17)
and the Reynolds number for the particle is given as:
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𝑅𝑒 =
𝜖𝜌𝑓 |𝑢𝑓 − 𝑢𝑝|𝑑𝑝

𝜇𝑓
(2.18)

2.4.2. Particle momentum source terms

Due to the nature of the momentum coupling under consideration, 
there are different possibilities for momentum exchange between fluids 
and particles as follows: the fluid can be the driving force, imparting 
momentum on the particles, consequently the particles offer resistance 
(drag source) to the fluid motion; the particles can be the source of mo-

mentum, imparting motion on the fluid by exerting acceleration on it; 
or lastly due to the complex nature of the application both conditions 
stated above can take place simultaneously in the different parts of the 
simulation domain. Therefore the momentum exerted by the solid par-

ticles on the fluid is treated in a semi-implicit way according to the 
method proposed by Xiao and Sun [78]. The explicit momentum source 
term 𝐴𝑐 and implicit momentum source term Ω𝑐 are as given in Eq 
(2.19)

𝐴𝑐 =
1

𝜌𝑓𝑉𝑐

∑̃
𝑖
𝐵𝑖𝑢𝑝𝑖, Ω𝑐 =

1
𝜌𝑓𝑉𝑐

𝑐𝑛∑
𝑖=1

𝐵𝑖 (2.19)

where the coefficient 𝐵𝑖 [78] depends on the particle velocity 𝑢𝑝, fluid 
velocity for the cell containing the particle ⃗𝑢𝑓𝑐 , drag coefficient 𝐶𝑑 and 
particle diameter 𝑑𝑝. Thus giving the source term to be injected in equa-

tion (2.9) as follows:

𝑆 = 𝜌𝑓𝐴𝑐 − 𝜌𝑓Ω𝑐𝑢𝑓𝑐 (2.20)

Alternatively, if the application demands it, the particles can be rep-

resented in the fluid phase only as a drag source term 𝑆𝑖. The drag 
source is computed based on the Darcy–Forchheimer law [79,80] for 
porous media, which is comprised of a viscous loss term and an inertial 
loss term. This creates a pressure drop proportional to the fluid velocity 
and velocity squared, respectively.

𝑆 = −
(
𝜇𝑓𝐷 + 1

2
𝜌𝑢𝑓𝐹

)
𝑢𝑓 (2.21)

where 𝐷 and 𝐹 are Darcy–Forchheimer coefficients computed as fol-

lows:

𝐷 =
𝑑2𝑝

150
𝜖3

(1 − 𝜖)2

𝐹 =
𝑑𝑝

3.5
𝜖3

(1 − 𝜖)

(2.22)

where 𝑑𝑝 is the mean particle diameter assuming that the porous media 
is comprised of spherical particles, and 𝜖 is the volume porosity defined 
in equation (2.14).

2.5. CFD-FEM and DEM-FEM coupling

The CFD-FEM and DEM-FEM coupling is achieved over a surface 
mesh. The structure is usually a moving boundary patch in the CFD 
domain. The pressure field of the fluid acting over the structure surface 
is used to compute the forces exerted by fluid, thus computing pressure 
over the CFD cell face area. These forces are communicated over to the 
nodes of the structure.

The DEM solver uses STL to represent the structure in the DEM sim-

ulation domain. This STL wall is treated as just another particle, and 
thus it is possible to capture the inter-particle interactions. However in 
this case the particle forces acting on the triangles of the STL file are 
captured. The forces are then distributed over the three points of the 
triangles. These forces on the STL “nodes” are then communicated to 
the FEM solver.

The FEM solver receives fluid/particle forces as an input. These 
forces are then summed up. The forces are then applied as Neumann 
boundary conditions.

Neumann boundary conditions specify the applied forces or traction 
5

on the boundaries of the domain [63], given as follows:
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𝑡𝑖 = 𝑡𝑖,0 for 𝑖 ∈ Γ𝑡 (2.23)

where 𝑡𝑖 is the traction on the 𝑖𝑡ℎ degree of freedom, 𝑡𝑖,0 is the prescribed 
value of traction and Γ𝑡 is the set of degrees of freedom on which the 
Neumann boundary conditions are applied.

Once the FEM solver receives the forces exerted by the CFD/DEM 
solver, and they are applied as Neumann boundary condition using the

*CLOAD card in CalculiX, the FEM solver then solves for the displace-

ments in the structure. These displacements are then communicated to 
the CFD and the DEM solvers.

The CFD solver represents the structure as a moving wall, hence the 
CFD mesh is moved according to the displacements. On the contrary, as 
DEM is a meshless method, and the structure is represented as an STL 
wall, the displacements are directly applied to the STL wall and it is 
deformed. This is equivalent to changing the shape of a particle.

3. Coupling approach

The preCICE coupling library uses high-level APIs to minimize the 
invasion in the solver code base by using adapters. In the context of the 
current work an “adapter” is what is referred to as this preCICE inte-

gration into the solver [51]. Furthermore, an API for a well-developed 
solver, be it open-source, internally developed, or otherwise, is typically 
available. On the contrary, if one wishes to couple an in-house solver, 
due to indigenous development, the code base is well understood and 
ad-hoc API can be implemented. The adapter can be easily implemented 
and compiled as a separate library that the solver calls during runtime 
by using the API from the solver and preCICE, which keeps the solver 
code intact. In a coupled simulation, the adapter receives the neces-

sary data from the solver and relays it to the other coupled solver(s) via 
preCICE (MPI ports or TCP/IP sockets). An outline for the partitioned 
coupling is presented in Fig. 1.

3.1. OpenFOAM adapter for preCICE coupling

The preCICE coupling library provides an OpenFOAM adapter [50]

that can handle surface coupling preliminarily used for Fluid-Structure 
interaction (FSI) and Conjugate Heat Transfer (CHT). The adapter out of 
the box is not equipped to handle volume coupling but rather extended 
by the users [50]. The OpenFOAM adapter does not have all the fields 
required for the CFD-DEM volume coupling intended for momentum 
exchange, some that are available, are defined over the surface mesh. 
Hence, it was necessary to implement and develop this part for the 
adapter.

To enable the volume coupling, a new coupling interface is imple-

mented in the OpenFOAM adapter consisting of two modules, namely, 
Fluid Properties and Momentum Transfer. A simplified class UML di-

agram is presented in the Fig. 2, illustrating the new additions and 
modifications in the OpenFOAM adapter (represented using a solid out-

line, whereas the dashed outline is a pre-existing implementation). The 
muted colors represent pre-existing classes, whereas the bright colors 
show the modifications added to the current work.

As described in section 2.4.1, fluid fields such as fluid velocity, den-

sity, viscosity, pressure gradient, and phase volume fraction gradient 
are required for computing the fluid forces/effects on the particles. 
Hence, these fields are implemented in the Fluid Properties module, 
as they are not tied to CFD-DEM coupling per-say rather they are the 
data fields available for volume coupling representing the fluid state. 
As the class structure exists, one may add further fluid fields. The data 
fields coming from the DEM are added to the Momentum Transfer mod-

ule. These fields represent the particle momentum contribution in the 
fluid phase as described in section 2.4.2. They consist of volume poros-

ity, acceleration, omega, and particle diameter. Depending on the type 
of flow, different particle representation is used. For example, packed 
beds offer only drag (or pressure drop) to the fluid. Hence, in such 

cases, the volume porosity can be used to compute the drag based on 
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Fig. 1. A schematic outlining the coupling procedure [81] (reproduced with permission).

Fig. 2. A simplified class UML diagram for the modified OpenFOAM adapter.
Darcy–Forchheimer law. On the contrary, moving particles may offer 
drag or acceleration to the fluid, in such case, acceleration and omega, 
semi-implicit momentum source term is used.

Irrespective of the drag representation used, the drag is injected or 
represented in the fluid phase using the fvOptions dictionary (re-

named as fvModels since OpenFOAM v9). Hence, there is no need 
for any invasive modifications in the CFD solver code base. In a broader 
scope, OpenFOAM provides various solvers representing different flow 
conditions and utilizes different algorithms for solving the governing 
equations. Irrespective of the solver used, the same fields can be used 
for representing the particles in the fluid phase.

3.2. XDEM adapter for preCICE coupling

The XDEM software suite is implemented in C++, thus when the 
XDEM preCICE adapter is also implemented in C++. The C++ API of 
preCICE is used to call and utilize the coupling library. It is to be noted 
that such API is also provided in various programming languages such 
as C, MatLAB, Python, Fortran, Julia, etc. Thus, when implementing 
6

an adapter for an in-house solver written in the above-mentioned pro-
gramming languages is straightforward using the API for the respective 
language.

The XDEM adapter is implemented to be flexible for diverse types 
of applications, following the guidelines from the preCICE coupling 
library. A simplified class UML diagram for the XDEM adapter is pre-

sented in Fig. 3, illustrating the adapter structure. The XDEM software 
suite consists of several solvers, purpose-built for certain applications. 
The xdem-adapter thus is compiled just as another XDEM solver. The 
XDEM solvers usually expect one argument, i.e. the input file name, but 
in the case of the XDEM preCICE adapter, it also needs the name of the 
preCICE configuration file as an argument. As the adapter handles all 
the simulation types, it checks which simulation types are needed us-

ing the preCICE configuration and XDEM input file. Depending on this it 
will create Coupled_Object for each of the coupling done. The XDEM 
preCICE adapter allows the selection and use of any data fields. Addi-

tionally, if a field is required but not exchanged it will set default values 
for that field, implemented in the Deformable_object_Implemen-

tation and Fluid_object_Implementation. The XDEM adapter 
also provides a summary of the exchanged data fields and the possible 

type of simulation being run based on the data fields used.
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Fig. 3. A simplified class UML diagram for the XDEM adapter.
Fig. 4. DEM simulation domain displaying the particle positions of heavy (red) 
and light (blue) particles.

The XDEM adapter receives several fluid fields describing the flow 
conditions. Based on these fields the fluid forces (drag) on the parti-

cles are computed and applied as external forces. Several drag laws are 
available in XDEM, as described in section 2.4.1, that utilize the fluid 
fields to compute the fluid drag acting on the particles.

Additionally, using the particle state, either the volume porosity or 
the seim-implicit momentum source is computed and transferred by 
XDEM through the XDEM adapter. This reduces the computation cost 
of the fluid solver.

3.3. Volume coupling

The XDEM software suite is based on the discrete element method, 
which is a meshless method. This poses the largest challenge when cou-

pling such meshless methods with mesh-based methods. In the current 
work, although the DEM solver is a meshless method, due to the com-

putational costs a lot of work has been done to parallelize the solver 
and improve performance [40,37,82,41,83]. Due to the requirement of 
parallelization, the meshless domain is divided into several small parts 
thus providing a pseudo mesh/structure. For the volume coupling, this 
pseudo mesh is used to exchange the coupling data.

In Fig. 4, a side view of the flow through channel case is presented 
in section 4.2. More details on the simulation set are available in the 
mentioned section, as the current section focuses on the volume cou-

pling itself. The XDEM simulation domain is initially just a box, where 
the particle position is tracked, if the particle leaves this spatial domain 
it is deleted from the simulation. The Fig. 5 (a), shows this XDEM simu-

lation domain is discretized, with the crosses showing the centers of the 
7

volumes. The Fig. 5 (b) shows the meshed fluid domain. As the CFD uses 
finite volume methods, the mesh volumes and cell centers are already 
available and represented here as squares.

These volume/cell centers are used to exchange the coupling data. 
As it can be seen in Fig. 5 the DEM and the CFD mesh do not entirely 
conform. This is because in the DEM domain, the structure is treated just 
like another particle, but with some additional properties, represented 
with a STL file. On the contrary, in the CFD, only the fluid domain 
is present, while the space for the structural domain is left out. Even 
though the CFD and DEM domains have non-conforming meshes, it is 
not an issue due to the data mapping schemes available. These data 
mapping schemes will interpolate the data between the cell centers that 
do conform.

In the Fig. 5, an example of scalar data mapping is shown from 
DEM to the CFD domain. The particles may be represented in the fluid 
domain as a drag source using porosity. The same is seen in Fig. 5, 
where Volume porosity represents the particles. XDEM computes this 
volume porosity, a scalar, and stores these values at the cell centers. 
When comparing the particle positions shown in Fig. 4 and the volume 
porosity shown in Fig. 5 (a), it can be seen that it represents the particle 
positions well. The XDEM grid can be refined further to capture the 
variables better, in this case, the volume porosity. Nonetheless, the data 
mapping strategies allow for mapping the data well. Due to the nature 
of the volume coupling used along with the data mapping, this type of 
volume coupling offers flexibility in choosing the CFD mesh size and 
the particle size used in the unresolved CFD-DEM coupling.

Fig. 5 (b), illustrates the volume porosity after it is mapped onto 
the CFD mesh. The Fig. 5 (a) and (b) only show the volume porosity 
values at the volume/cell centers. To further illustrate the data map-

ping, a slice of the fluid domain with the XDEM cell centers and volume 
porosity is shown in Fig. 6. Similarly, all the other fields are transferred 
and mapped using these volume/cell centers in both directions of the 
coupling. Additionally, if the CFD data is made available on the CFD 
volume centers, then theoretically any given CFD software tool/pack-

age can be used to achieve this CFD-DEM partitioned volume coupling.

3.4. Surface coupling

The CFD-FEM surface coupling used in the current study is standard 
out of the box. It is well described and validated in the literature [84,

50] using the Turek-Horn FSI2 and FSI3 benchmarks [85]. Thus the 
surface coupling between fluid and structure is not discussed further in 
the current work.

The surface coupling did not exist between the DEM and the FEM 
solver. However, the FEM preCICE adapter is used out of the box for 
this coupling. The FEM solver is not specified in this case as any FEM 
solver with the preCICE adapters can be used as the fields required for 
such coupling are common among the existing FEM preCICE adapters, 

namely forces and displacements.
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Fig. 5. DEM and fluid domain with their volume and cell centers respectively, colored and scaled using the volume porosity.
8

Fig. 6. Fluid slice showing volume porosity field with the XDEM cell centers.
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Fig. 7. FEM and XDEM mesh with the nodes used to exchange data with one 
cell in z-direction.

Fig. 8. Case setup and boundary conditions for fluid-structure interaction case.

To achieve the particle-structure interaction, only two data fields are 
needed. These data fields are exchanged over nodes of the FEM mesh. 
Fig. 7 (a) shows a FEM structure with its mesh along with the nodes that 
are used to share data. Hence, for this particular DEM-FEM coupling, it 
is crucial to have a mesh good enough to capture the particle impacts.

As described in section 2.1, equation (2.6), the 𝐹 𝑐
𝑖

is the collision 
force between particles. In the XDEM software suite, the structure wall 
is treated just as another particle. This article uses an STL file to rep-

resent the geometry needed. The triangles are sub-shapes forming the 
particle. A binary tree search is done to find the exact triangle(s) where 
the collision takes place [61]. The particle impacts on these triangles 
are captured and interpolated onto the nodes. The force interpolation is 
based on the virtual work equivalent to ensure consistent nodal forces 
for the Finite Element Method (FEM). This approach allows the work of 
the particle force paired with the interpolated displacement to equal the 
work achieved by the nodal forces and nodal displacement, ensuring an 
accurate representation of the forces on the triangles [61]. A detailed 
description of the contact prediction and interpolation algorithm can be 
found in the literature [86,87,61].

As these forces are interpolated onto the nodes of the STL, they com-

municated with the FEM solver. The preCICE coupling library uses data 
mapping schemes to apply these point loads onto the nodes. The point 
loads coming from particles and the fluid are summed up when neces-

sary, mainly depending on the coupling exchange time step. The FEM 
solver then solves for the displacements of the structure and commu-

nicates the displacements to the other participants in the partitioned 
coupling. XDEM then deforms (or rather translates) the STL in its do-

main as per the displacements applied. This moves the STL wall within 
9

the DEM domain, thus representing the structure movement.
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4. Results

In the Methods 2 and Coupling 3 section, we established how the 
coupling between different single-physics black box solvers is achieved. 
Although one can model a 6−way CFD-DEM-FEM coupling at this point, 
the multi-physics partitioned model needs to be tested.

To establish that this 6−way coupled modeling is correct certain 
physical phenomena are tested individually. Hence, in the results sec-

tion, we will first go through coupling between two software and test 
out the 2−way coupling. This study will ascertain if the 2−way coupled 
physics works properly. And finally, we study the 6−way coupling. This 
step-by-step study of the coupled model not only reveals its strengths 
but also pushes the model to its limitations.

For each type of coupling, a format is followed, where we start with 
a general description of the test case, the goals to be achieved with 
the given case, simulation setup including individual physics boundary 
conditions (BC) and coupling parameters, and finally we see the results 
for the given case.

In the literature [88], usually a coupling CFD-DEM coupling is con-

sidered 2−way coupling, and inter-particle momentum exchange is also 
considered as 2−way coupling between individual particles. Hence the 
case presented here is usually known as a 4−way coupling. But as the 
focus of the current work is the coupling of two different physics, we 
consider this type of case as a 2−way coupling.

4.1. 2-way CFD-FEM coupling case: flow through channel

The first test case provided by the preCICE team [81], is a pseudo 
2D version of the FSI case from [89]. In this case, there is a flexible 
perpendicular flap in a channel. This case demonstrates Fluid-Structure 
Interaction (FSI). Furthermore, this setup is used to expand and add 
particle physics as well.

A pseudo two-dimensional fluid flow through a channel is mod-

eled [81]. A deformable flap is placed in the center of this channel. 
The perpendicular flap deforms and oscillates due to the fluid flow.

4.1.1. Simulation setup

The fluid domain is 6 m long in the x-direction, and 4 m in the y-

direction. The deformable flap is 1 m long in the y-direction, and 0.1 m 
thick in the x-direction. The fluid inlet is located on the left side as seen 
in Fig. 8, where the fluid enters the simulation domain at 10 m/s. The 
upper and lower sides as enclosed and treated as wall boundaries. The 
deformable flap is treated as a moving boundary. Finally, the outlet is 
on the right side of the simulation domain. As this is a pseudo two-

dimensional fluid flow, the front and back are empty boundaries.

The fluid mesh consists of 3150 hexahedrons as seen in Fig. 8. As 
the CFD uses the finite volume method (FVM), it needs a volume, hence 
the z-direction consists of one cell of arbitrary length. The deformable 
flap is divided into 20 equidistant divisions in the y-direction, 2 divi-

sion parts in the x-direction, and 1 division in the z-direction. The FEM 
model uses 𝐶3𝐷8 element [55]. A Dirichlet boundary condition is ap-

plied on the nodes at the bottom restricting the displacements to zero 
using the *BOUNDARY card, whereas a Neumann boundary condition is 
applied on the rest of the nodes, where point forces are applied using 
the *CLOAD card.

The fluid density (𝜌𝑓 ) is 1 kg/m3, and the deformable flap density 
(𝜌𝑠) is 3000 kg/m3. The fluid kinematic viscosity 𝜈𝑓 = 1 m/s2. The de-

formable flap’s Young’s Modulus E = 4 × 106 kg/ms2, and the Poisson 
ration 𝜈𝑠 = 0.3.

The CFD uses a time-step of 10−4 s, FEM uses a time-step of 10−2 s, 
whereas the coupling time-step between the CFD and FEM is set to 
10−2 s. The nearest-neighbor mapping scheme is used for data 
mapping from CFD to FEM, whereas nearest-projection mapping 

scheme is used for data mapping from FEM to CFD.
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Fig. 9. Fluid flow through the channel deforming the perpendicular flap.
4.1.2. Results for 2-way coupling case

The flexible perpendicular flap moves because of the fluid flow act-

ing on it. A point on the flap is monitored for displacements and this 
displacement is plotted over time, presented in Fig. 10. Additionally, 
the normalized forces acting at the tip in the x-direction are presented 
in Fig. 11. An oscillatory behavior in the displacement can be clearly 
seen in the 10 due to the pressure built up.

Fig. 9, a slice of 2D fluid field showing the fluid velocity as well 
as the deformable flap show displacements are presented for different 
instances in the simulation. The Fig. 10, and Fig. 11 can be used to 
cross-verify the fluid-structure interaction.

This section establishes the FSI, where fluid is the momentum source 
causing the displacements in the deformable flap.

4.2. 6-way CFD-DEM-FEM coupling case: flow through channel (pseudo 
2D)

In section 4.1, the FSI case with a fluid flow through the channel is 
established. In the current section, the same case is extended to include 
the effects of particles on the fluid flow as well as structure deformation. 
In this case, the fluid momentum is still the main driving force.

This case is considered to be pseudo 2D, as only the fluid domain is 
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solved in two dimensions, i.e. we have only one cell in the width. On 
the contrary, the FEM and DEM domains are fully 3D. This is done to 
have the same case setup as the FSI presented in the previous section.

4.2.1. Simulation setup

The simulation setup for the fluid and the structure remains the 
same as described in section 4.1.1. The only change made to the struc-

ture solver is that the FEM solver time step is reduced from 10−2 s to 
10−4 s. This change is made to capture the particle impacts with suffi-

cient temporal resolution.

The DEM simulation time-step used is 10−5 s. This is much lower 
than the other two counterparts to allow detection of particle colli-

sions. The Hertz-Mindlin collision model is used, as described in the 
section 2.1. The gravity is pointing in the negative z-direction, with 
𝑔 = 9.81 m/s2.

There are two types of particles, heavy and light injected into the 
simulation domain as shown in Fig. 12. The mechanical properties of 
these particles are given in the Table 1. These particles are used to 
demonstrate the different effects of fluid forces acting on the parti-

cles. The heavy particles are injected using a particle source located at 
(−3, 0.15, 3.25) m. The particle source size is 0.05 × 0.25 m. The heavy 
particles are injected with an initial velocity of 1 m/s, with a particle 
rate of 50 particles/s, with a time-step of 10−5 s. The coupling time-

step between the DEM and FEM is set to 10−3 s. The coupling time-step 

between the DEM and CFD is set to 10−3 s.
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Fig. 10. Displacement of flap tip monitored over time caused due to FSI and FPSI.
Fig. 11. Normalised x-direction forces acting on the deformable flap tip.

Fig. 12. Case setup and boundary conditions for fluid-structure interaction case.

Table 1

Physical and Mechanical properties of the particles used in the 
DEM model.

Properties Heavy particles Light Particles

Density 𝜌 (kg/m3) 50 0.5
Young’s Modulus (Pa) 5 × 105 5 × 105
Poisson Ratio [-] 0.45 0.45
Spring Stiffness [N/m] 1 × 105 1 × 105
Coefficient of Restitution 0.5 0.5
Coefficient of Static Friction 0.8 0.8
Coefficient of rolling friction 0.15 0.15

4.2.2. Results for 6-way coupling case (pseudo 2D)

As seen in the previous section, the fluid is the main momentum 
source in this simulation as well. The fluid transfers momentum to the 
particles as well as the deformable flap. In the Fig. 13, both the heavy 
and light particles are transported in the direction of the fluid flow.

In the current example, there are two types of particles being used 
in the simulation domain, heavy and light. As the name suggests, they 
are either heavier or lighter than the fluid. This not only allows us to 
check for momentum transfer but also the buoyancy forces acting on 
the particles. The Fig. 13, shows temporal evolution, where the heavy 
particles are observed to be transported in the fluid flow direction, as 
well as sink in the fluid domain due to being heavier than the fluid. 
On the contrary, the lighter particles are seen to rise as they are being 
transported by the fluid. This demonstrates that the buoyancy forces are 
working correctly.

The fluid velocity field seen at time 1 s in Fig. 9 and Fig. 13 is similar, 
as the particles have yet to alter the fluid flow. The fluid velocity field 
in the Fig. 13, additionally shows the drag offered by the particles to 
the fluid flow. A consistent lower velocity is observed just at the particle 
injection points due to the consistent presence of the particles. As the 
simulation progresses, the particles start filling up the space left of the 
deformable flap. As opposed to the unrestricted fluid flow seen to the 
left side of the deformable flap in Fig. 9, due to the blockage caused 
by particles, the fluid flow is heavily restricted. Due to this particle 
blockage, the fluid flow is changed quite drastically for the 6−way FPSI 
coupled scenario as compared to the 2-way FSI case, especially observed 
in at time 8.6 s in Fig. 9 and Fig. 13 respectively.

The Fig. 10, further confirms this altered flow through the displace-

ment of the deformable flap tip. The flap tip displacement for the FSI 
11
Case 4.1, is oscillatory in nature and has a consistent amplitude over 
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Fig. 13. Fluid flow through the channel deforming the perpendicular flap.
time. On the contrary, for the 6−way FPSI case, although some oscilla-

tory behavior is seen for the flap tip displacement, it is clearly altered. 
The reason behind this altered behavior is further confirmed by Fig. 11, 
illustrating the x-direction forces acting at the flap tip. For the FSI case, 
as only fluid forces are acting on the flap represented in red, the forces 
are seen to act in an oscillatory manner, thus resulting in oscillatory 
displacements. On the contrary, the forces acting on the flap tip for the 
6−way FPSI case, the forces are a lot more erratic in nature. This is 
because the forces acting on the flap included the fluid as well as the 
particle forces. Although these forces are very erratic, if a time-averaged 
force is plotted, it can be seen that there is still an oscillatory pattern. 
Additionally, due to the clumping of particles on the deformable flap, a 
higher overall force is acting on the flap leading to more deformation 
compared to 2−way case, as seen in Fig. 10.

4.3. Flow through channel: insights into 3D results

In this section, the cases are presented in the modified 3 dimensional 
format. This is to demonstrate that the proposed coupling approach 
works not only for 2 dimensions (2D) but also for 3 dimensions (3D). 
The cases presented above were built on from the literature, hence they 
are pseudo 2D in nature, where the fluid is solved as a 2D case, whereas 
functionally, the FEM and DEM participants are 3D, and solved accord-
12

ingly.
In the current section, we consider the same cases as presented in the 
previous section 4.1 and 4.2, however, the fluid domain has 5 cells in 
the z-axis with a length of 0.3 m thickness, making it a truly 3D problem. 
The solid flap is also discretized in the z-direction into 5 cells with 
0.3 m thickness. With the discretization in the z-direction, the results 
presented in the current section are pure 3D.

All the simulation set-up remains the same as mentioned in sec-

tion 4.1 and 4.2, except that a no-slip boundary condition is applied on 
the walls instead of the empty boundary condition. The Fig. 14 shows 
the new discretization of the solid and the triangulated mesh used to 
represent the structure in the XDEM domain. The figure also shows the 
nodes used to exchange data to and from the structure solver.

In the Fig. 15, a 3D snapshot of the particle-laden flow through the 
channel is shown. The arrows show the fluid velocity direction and 
magnitude. The perpendicular flap shows uniform displacements in the 
z-direction. The particles can be seen to be obstructed by the perpen-

dicular flap.

The Fig. 16 compares the displacement for the different cases pre-

sented. As the flow through channel case is extended to 3D, the dis-

placement is qualitatively similar to that seen in the pseudo 2D cases. 
The 2-way CFD-FEM case is also extended to be 3D, where the displace-

ments are seen to be slightly different than seen in section 4.1.

For the 6-way CFD-DEM-FEM case, as the domain is extended in the 

third direction, the fluid can exert forces more evenly across the perpen-
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Fig. 16. Comparison of the perpendicular flap tip displacement for (pseudo)2D and 3D cases.
Fig. 14. FEM and XDEM wall mesh with the nodes used to exchange data with 
fives cells in z-direction.

Fig. 15. A 3D snapshot of the simulation at 2.5 s for the 6-way CFD-DEM-FEM 
coupling.

dicular flap, muting the erratic displacements seen in pseudo 2D case, 
giving rise to more stable displacement oscillations. However, the over-

all forces exerted by the presence of particles and the alteration of the 
fluid flow keep the displacement for 3D case closer to those observed in 
the pseudo 2D case.

4.4. 6-way CFD-DEM-FEM coupling case: particle flow

In the section 4.2, a 6−way CFD-DEM-FEM momentum coupling was 
presented, where fluid flow is the driving force. Conversely, in the cur-

rent section, the fluid is stand-still, and the particles are injected in the 
simulation domain at high velocity. The particle induces momentum on 
13

fluid, that indirectly moves the perpendicular flap.
4.4.1. Simulation setup

The simulation setup is similar as described in section 4.2.1. The 
only change to the fluid simulation setup is, that the inlet velocity is set 
to zero. The light particles are not injected, while the heavy particles 
are injected at 10 m/s.

4.4.2. Results for 6-way coupling case: particle flow

The Fig. 18, illustrates the temporal evolution of the fluid veloc-

ity field as the particles are injected in the simulation domain. As the 
particles are injected and the fluid is at a standstill, the semi-implicit 
momentum source term is injected (as described in equation (2.19)), 
and a fluid flow is established. The momentum exchange and the fluid 
drag forces exerted on the particles make them lose their initial veloc-

ity, thus dropping to the bottom as they are about to reach the right 
extreme of the simulation domain.

The fluid velocity in the section 4.1 and section 4.2, was 10 m/s. 
In the current numerical experiment, although the particles have an 
initial velocity of 10 m/s, the fluid does not move at the same velocity. 
Additionally, only the fluid directly in the path of particles is affected 
the most, whereas the rest of the flow is established due to indirect 
interactions. Due to these factors, the deformable flap does not move 
as much as seen in Fig. 17. This numerical experiment established the 
direct and indirect momentum exchange between the particles, fluid 
and, structure.

5. Discussion

The partitioned coupling approach presents a lot of benefits and flex-

ibility as compared to the monolithic coupling approach. The literature 
contains a lot of work done to enable partitioned coupling approach 
through the use of external libraries [48,42,44–47]. Although, these are 
applied to or restricted to only certain types of applications. In the con-

text of fluid-particle-structure interaction, the literature is sparse, and 
it is even more so when considering the partitioned coupling approach 
used for FPSI.

The section 3, an in-depth description of the partitioned coupling ap-

proach is presented. This section delves into the development process 
of the preCICE adapters for single physics solvers. The mathematical 
formulations to consider the effects of different physics are presented 
thoroughly in the section 2.4 and section 2.5. Thus the authors be-

lieve that the current work provides a complete concept and notion 
of achieving a 6-way CFD-DEM-FEM momentum coupling via a parti-

tioned coupling approach. This approach allows for the exchange/swap 
of any of the single physics solvers involved thus allowing engineers and 
researchers to easily couple a single physics solver/software to achieve 
FPSI.

The results section 4, presents numerical experiments involving a 

preliminary 2−way CFD-FEM coupling (FSI). This case successfully 
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Fig. 17. Displacement of flap tip caused due to indirect interaction with the particle flow.

nne
Fig. 18. Fluid flow through the cha

demonstrates the fluid-structure interaction, with additional FSI valida-

tion available in literature [50]. This case demonstrates the oscillatory 
displacement of the perpendicular flap tip due to the influence of fluid 
flow. The fluid forces acting on the tip further support this displacement 
pattern.

This 2−way CFD-FEM coupling is expanded to include particle 
14

physics, thus turning it into 6−way CFD-DEM-FEM coupling. In the 
l deforming the perpendicular flap.

section 4.2, the fluid remains the primary source of momentum. This 
momentum is successfully transferred to particles along with the flap. 
The different density particles also demonstrate the fluid buoyancy act-

ing on the particles. The deformable flap is affected by both fluid and 
particle forces acting on it, demonstrated by the forces acting on the tip. 
Furthermore, the flap tip displaces in an oscillatory manner, similar to 

that in the 2−way CFD-FEM case, but the displacement amplitudes and 
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temporal evolution are heavily influenced due to the presence of par-

ticles. On the contrary, in the section 4.4, particles indirectly displace 
the perpendicular flap, still displaying an oscillatory displacement pat-

tern, but with much lower amplitude due to the lower fluid velocities. 
This case also successfully demonstrates the bi-directional nature of the 
coupling between the different single physics solvers.

The current CFD-DEM coupling established is of an un-resolved type, 
hence only a global interaction can be achieved. The intricate particle-

fluid interaction cannot be resolved with the unresolved coupling. Al-

though, this is a limitation of the unresolved CFD-DEM coupling rather 
than the partitioned coupling approach. Another caution when using 
this coupling is to have FEM and STL resolved enough to capture the 
particle impacts correctly. This is because the particle impact is cap-

tured on the triangular sub-shape of the STL file representing the struc-

ture in the DEM domain. These forces are distributed on the three nodes 
of the triangle, that are applied as point loads on the FEM mesh. If these 
triangles are too big, the forces might be applied too far from the actual 
point of impact thus leading to erroneous behavior. Similarly, when rep-

resenting the structure deformations in the DEM domain, the STL nodes 
are “displaced” according to the displacements computed by FEM. If 
the STL mesh is not fine enough to represent the deformations com-

puted by the FEM mesh, this might lead to the structure deformations 
represented incorrectly in the DEM domain.

This coupling is developed to solve real-world problems, such as 
erosion predictions and erosion monitoring inside the abrasive water 
jet cutting nozzle [90,91] that is currently being developed. The results 
presented in the current work only consider single-phase fluid, whereas 
a multi-phase fluid is being considered and developed as described 
in [90,91]. Additionally, the partitioned CFD-DEM coupling approach 
has been developed [92] and applied to steel-making processes such as 
Midrex blast furnace [41].

There are many more engineering applications, that involve fluid, 
structure, and particle interactions. But often one of the interactions, or

Physical constants/Greek symbols

𝛽 Interphase momentum exchange (kg∕(m3 s))

𝜖 Porosity

𝜇𝑓 Dynamic viscosity (Pa s)

𝜇 Sliding friction (-)
𝜇𝑟 Rolling Friction (-)
𝜂 Weight of particle for porosity calculation

Ω𝑐 Implicitly treated drag term (1∕s)

𝜌 Density (kg∕m3)

Operators

𝜕 Differential operator (-)
Δ Difference (-)
∇ Nabla operator (-)

Scalars

𝐴 Surface Area

𝐶𝑑 Drag Coefficient (-)
𝑑 Particle diameter (𝑚)

𝐼𝑖 Moment of inertia (kg m2)

𝑚 Mass (kg)

𝑝 Pressure (Pa)

𝑟, 𝑅 Radius (m)

𝑅𝑒 Reynolds number (-)
𝑡 Time (s)
𝑇𝑓𝑖𝑛𝑎𝑙 Length of simulation (s)
𝑉 Volume (m3)
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Subscripts

𝑐 Cell, collision

𝑑 Drag

𝑒𝑓𝑓 Effective values

𝑓 Fluid

𝑔 Gravity

𝑖, 𝑗 Particle

𝑛 Normal direction

𝑝, 𝑃 Particle

𝑠 Solid

𝑡 Tangential direction

Superscripts

𝑛 Geometry exponent

(𝑛) 𝑛𝑡ℎ (time) step

(𝑛 + 1) 𝑛𝑡ℎ (time) step +1

First order tensors (vectors)

𝐴𝑐 Acceleration on fluid cell due to explicitly treated drag term 
(m∕s2)

𝑔 Gravitational acceleration (m∕s)

𝐹 𝑐 Contact Forces (N)

𝐹𝑔 Gravitational Force (N)

⃗𝐹 𝑒𝑥𝑡 External Forces (N)

𝐹𝐵 Buoyancy Force (N)

𝐹𝐷 Drag Force (N)

�⃗� Torque (N m)

𝑣 Velocity

�⃗�𝑖 Positional vector (m)

�⃗� Rotational velocity (rad∕s)

𝜙 Orientation (deg)

even worse one of the physics is entirely ignored to reduce complexity. 
The partitioned coupling approach presented in the current work is very 
flexible and can be used or extended to involve even more physics.

6. Conclusion

In conclusion, this work introduces a comprehensive and novel ap-

proach to achieve a 6−way CFD-DEM-FEM momentum exchange using 
the partitioned coupling approach. This method is important because it 
is flexible enough to allow researchers and engineers to couple differ-

ent single physics solvers for fluid, particle, and structure interactions 
interchangeably.

The developed preCICE adapters facilitate the coupling of single 
physics solvers, enabling a seamless momentum exchange between dif-

ferent single physics solvers to achieve fluid-particle-structure inter-

actions (FPSI). The successful fluid-particle-structure interactions are 
demonstrated via numerical experiments. The foundation for a strong 
and adaptable coupling framework is laid by the mathematical for-

mulations shown in the coupling equations, which demonstrate the 
methodical consideration of various physics.

Through sequential testing, the numerical experiments demonstrate 
the partitioned coupling approach. Fluid-structure interactions (FSI) are 
successfully captured by the first 2−way CFD-FEM coupling, which has 
been verified against previous research. Particle dynamics are intro-

duced by extending this coupling to a 6−way CFD-DEM-FEM scenario, 
illustrating the intricate interaction between fluid, particles, and de-

formable structures.

In conclusion, the developed 6-way CFD-DEM-FEM momentum cou-

pling, facilitated by a partitioned coupling approach, provides a flexible 
framework with wide-ranging applications across various engineering 
domains in addition to aiding in the understanding of FPSI. The suc-

cesses and insights that have been demonstrated open up new avenues 
for the study of complex coupled physics phenomena.

Nomenclature
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