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Abstract

The worrying progression of climate change is urging for scientists and engineers to
rapidly deploy renewable energy technologies and to develop pedagogic methods to ex-
plain to the public the urgent need for changing our energy infrastructure and potentially
even our way of life.

Photovoltaics are a cheap and reliable solution that can convert sunlight into elec-
tricity and greatly contribute to decarbonize the current world energy mix. Thin film
Cu(In,Ga)Se2 (CIGSe) solar cells are a mature technology that is well-known for using
100-fold less absorber material compared to silicon solar cells. Furthermore, CIGSe solar
cells were demonstrated to be compatible with micro-concentrator photovoltaics (micro-
CPV), which combines optical lenses, to concentrate more sunlight, with an array of
miniaturized solar cells to generate more electricity, i.e. increase the solar cell’s power
conversion efficiency (PCE). This allows to simultaneously achieve higher PCEs from
the same active area and considerable semiconductor material savings. As an example, a
100 X light concentration would lead to a 100-fold material savings. However, so far, only
material wasteful methods have produced CIGSe micro solar cells with PCEs similar to
the world record CIGSe solar cells (23.6 %). To minimize the use of materials, material
efficient deposition methods have been proven to effectively produce arrays of CIGSe
micro solar cells. However, a large gap in PCE still exists compared to material wasteful
methods. To understand the reasons for this discrepancy, both material wasteful and ma-
terial efficient synthesis methods are investigated in this work, with the aim of growing
CIGSe on patterned substrates, containing the arrays of holes that define the micro solar
cells.

Firstly, since each array contains a high number of individual future micro solar cells,
a simple methodology was developed to characterize each individual cell and to sta-
tistically compare them. From optical and topographic images, acquired with confocal
microscopy at each step of the synthesis, four conclusions were drawn: (i) that the mor-
phology of the precursor layers play a major role in determining both the morphology
and phase formation of the respective absorber. (ii) a new optical method to measure
elemental composition in sequential processes, (iii) which combined with the phase dia-
gram, allowed to spatially predict which phases would form at the end of the synthesis
process. (iv) the ability to quickly differentiate phases in a material.

Secondly, a reference co-evaporation growth method was used to investigate whether
the use of a SiO2 patterned substrate itself influences the growth of CIGSe. It was found
that the patterned SiO2 layer, acts as a diffusion barrier layer for alkali dopants, from
the substrate, which redirected and enhanced the diffusion of sodium through the holes
meant for the micro solar cells. This led to the formation of a Na(In,Ga)3Se5 secondary
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phase and to a poor adhesion between the CIGSe film and the molybdenum back con-
tact. Three distinct methods were studied to control the sodium diffusion and the most
effective was the implementation of a sodium barrier, grown directly on the sodalime
glass substrate. Further comparison with the reference growth method unveiled that the
selenium partial pressure, during CIGSe formation, regulates the sodium diffusion from
the patterned substrate, and influences the morphology and composition homogeneity
of the resulting CIGSe absorber.

Thirdly, a novel material efficient synthesis method was demonstrated to yield micro
solar cells with PCEs up to 5 % at 1 Sun, which is the highest PCE reported for island-
shaped micro solar cells. It was observed that a fine control of the selenium supply is
crucial to optimize the morphology, phase purity and PCE of the CIGSe devices. Also,
the design of the substrate pattern was proven to three dimensionally shape the CIGSe
absorber and the diameter of the holes has an influence in the formation mechanism of
CIGSe and adhesion to the back contact.

Finally, a new pedagogic tool was developed to explain the abstract concept of en-
ergy, involved in every citizen’s lifestyle, without visible calculations. Here, a description
of the design and involved calculations are detailed with the aim of demonstrating that
complex topics can be conveyed in widely-known terms, such as dimensions, weight and
area.

The optical method developed for the characterization of micro solar cells, can be ap-
plied to other systems, in particular for sequential processes, in order to study morphol-
ogy, relative composition, diffusion processes, all with statistical weight. Furthermore,
confocal microscopy was demonstrated to be a diagnosis tool to monitor the progression
of a process or to highlight possible issues, allowing to intervene at an early stage. The
examples shown in this work widen the range of applications for confocal microscopy
and confirms its applicability for thin film characterization.

Regarding the material efficient synthesis of CIGSe micro solar cells, this work has
highlighted issues, inherent to the method, and has laid out solutions to circumvent them.
This allowed to highlight the relevant experimental parameters to reproduce CIGSe mi-
cro solar cells with higher PCE. Nevertheless, further optimization of the experimental
parameters (temperature, precursor composition, selenium partial pressure, alkali post-
deposition treatment) is expected to result in even higher PCEs, decreasing the gap to the
material wasteful methods.

Last but not least, the developed pedagogic tool demonstrates a method to popular-
ize a complex topic, which can be used to easily inform the regular citizen about current
problematics or research, and in this case, hopefully trigger further interest and momen-
tum in the fight against climate change.
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Chapter 1

Introduction

1.1 Climate change - the greatest threat to human kind

Energy is the pillar of modern life. Since the industrial revolution, humankind has
exploited multiple sources of energy to power and expand our society. This allowed to
drastically improve the general quality of life by boosting production, and therefore eco-
nomical growth, general comfort and development. For the last three centuries, fossil
fuels have been the dominant share of energy sources [1], however their use emits green-
house gases (GHGs), like carbon dioxide (CO2) and methane (CH4), into the atmosphere.
Numerous studies have correlated the emission of GHGs with the global warming of
the planet, that is the increase of the average temperature at the surface of the Earth
[2–5], which is the driving force of climate change. Direct or indirect consequences of
climate change include, but are not limited to, higher frequency for extreme weather,
extinction of ecosystems, higher sea level, fauna and flora migration, deforestation, etc.
"Acknowledging that change in the Earth’s climate and its adverse effects are a common concern
of humankind", a first international treaty on climate change was signed in 1992, with the
aim "to achieve [...] stabilization of greenhouse gas concentrations in the atmosphere at a level
that would prevent dangerous anthropogenic interference with the climate system" [6]. Given
the worrying progression of CO2 emissions and global average temperature [7, 8], the
Paris agreement was put forward in 2015 urging "to strengthen the global response to the
threat of climate change" with the aim of "holding the increase in the global average temperature
to well below 2 °C above pre-industrial levels" [9]. The most recent assessment report from
the Intergovernmental Panel on Climate Change (IPCC), highlights that the global aver-
age temperature continues to rise dramatically, having already reached in 2023 1.45 °C
above pre-industrial levels [10], and considerable efforts, beyond current policies, will be
required to hold the global average temperature below 2 °C during the 21st century.

In recent years, the consequences of climate change have become present in every-
one’s life, with every year establishing new temperature records, more frequent and dev-
astating wildfires, heavy rains leading to flooding, longer and more extreme droughts,
extinction of species, to name only a few. Furthermore, the emitted CO2 will remain in
the atmosphere for thousands of years, which means the current extreme weather events
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are the new norm for the future. Continuing to underestimate climate change will be
catastrophic for humankind.

1.2 Solutions to address climate change

The IPCC report has laid out a clear pathway to mitigate climate change and decar-
bonize the world economy, while meeting the human being’s requirement for energy. To
address climate crisis, it is essential to first and foremost minimize the emissions of GHGs
related to anthropogenic activities. For this, renewable energies like solar, wind, geother-
mal and hydropower must become the dominant energy source, as these have minimal
GHGs emission compared to fossil fuels [11]. On top of that, renewable energies have
already become a cheaper energy source compared to fossil fuels [12]. Another approach
to reduce GHGs emissions is to reduce and optimize energy consumption, both at the
industrial level, as well as, for citizens’ economical and societal behavior. In general, in-
dustries already tend to optimize their processes in order to reduce costs, which usually
aligns with energy savings. In terms of citizens, it is not necessarily obvious which prac-
tices and products entail a low GHGs emission or energy requirement. To complement
this gap, experts can impartially educate the general public in order to raise awareness,
allowing each and every one to take educated decisions regarding their energy consump-
tion habits and behaviors. After all, industry exists to satisfy the needs of citizens, there-
fore I believe every consumer is also responsible for the energy requirements and GHGs
emissions of the respective services and products. Additionally, if the energy demand
can be reduced, it also implies that less energy storage capacity is required, facilitating
the decarbonization of countries. Finally, one can reduce the concentration of GHGs in
the atmosphere, by capturing them at the source or directly from air and store it in long-
term stable locations. One must be aware that no single technology can address the whole
extent of the climate change and thus a combination of multiple solutions is required.

The most adapted renewable energy source depends on the location that is consid-
ered, however solar and wind power are anticipated to become the dominant share of
energy sources in most regions, given their low cost, efficiency, robustness, rapid deploy-
ability and CO2 contribution. On the one hand, wind power consists in the use of wind
turbines that utilize the kinetic energy of the wind to operate turbines and convert it into
electricity. On the other hand, solar power is based on the photovoltaic (PV) effect, that
is the absorption of sunlight, by a semiconductor material, to generate electricity. In both
cases, the source of energy, i.e. the Sun, is endless on human timescales. The world’s cur-
rent renewable energy consumption is estimated to roughly 27 000 TWh [1, 13]. Yearly,
about 180 000 TWh energy is required to run today’s world economy and the projected
needs amount to 208 000 TWh by 2050, which directs to an urge for high efficiency renew-
able energy generators to limit the impact of climate change [1, 14].
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1.2.1 Solar cells as renewable energy source

Decades of research on solar cells has resulted in a wide range of photovoltaic tech-
nologies with efficiencies up to 47.6 % power conversion efficiency (PCE) [15] and a large
variety of materials which open up new opportunities in terms of energy generation.
In the context of the climate crisis, the commercial solar cell modules that dominate the
market are based on crystalline Si, as the light absorbing material, and their record PCE
is currently at 26.81 % (∼ 90 % of the respective theoretical limit of 29.4 % PCE) [16]. To
complement the Si-based technology, thin-film technologies, like Cu(In,Ga)Se2 (CIGSe)
and CdTe, have achieved PCEs above 22 % and require 100× less material to operate,
which also enables the production of flexible solar cell modules. These can easily find
applications in building and vehicle integrated photovoltaics for instance and drastically
expand the deployment possibilities for solar cells.

To go beyond the traditional PCE limit (Shockley–Queisser limit), two major strate-
gies have been explored: (i) multi-junction solar cells and (ii) concentration photovoltaics
(CPV). Both concepts and the respective theoretical PCEs are shown in Figure 1.1. The
first case aims at optimizing the usage of the solar spectrum, as illustrated in Figure 1.1a.
In fact, by stacking multiple solar cells with distinct energy bandgaps, it is possible to
reduce the optical losses, present in the single-junction case, and therewith achieve PCEs
above 45 %. Indeed, in the case of a stack of two cells, Figure 1.1b shows a map of theo-
retical PCE for a two terminal tandem device as a function of the bandgaps of the top and
the bottom solar cells. In the second case, the solar cells are combined with optical lenses
to concentrate the incoming light onto the solar cells, effectively increasing the sunlight’s
intensity, i.e. the number of incoming photons (see Figure 1.1c for schematic). This is
equivalent to having multiple Suns illuminating the same solar cell, which leads to a
more efficient use of the same land surface. In terms of PCE, the theoretical absolute gain
by light concentration depends on the bandgap of the semiconductor material as shown
in Figure 1.1d. Combining the two approaches, high efficiencies were demonstrated for
III-V semiconductors with a record PCE of 47.6 % under 665× Suns [15], however this
technology is too costly for terawatt deployment and currently not compatible with high
throughput. Instead, Si and thin film technologies are mature candidates to meet the re-
quirements for efficiency and high throughput. Combining these technologies with light
concentration could effectively improve the efficiency of the modules, and thus poten-
tially reduce their costs, however conventional solar cells show issues with the generated
heat and resistive losses which lead to the deterioration of PCE [17].

1.2.2 Micro-concentrator photovoltaics

To overcome these issues, micro-scale concentrator photovoltaics (micro-CPV) was
put forward. It consists of replacing the standard absorber layer, in the solar cell config-
uration, with an array of miniaturized absorbers with dimensions smaller than 1 mm2.
On the one hand, multiple benefits can ensue, such as material savings, costs reduction,
thermal management, lower series resistance and enhanced PCE [17, 22]. On the other
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(a) (b)

(c) (d)

Figure 1.1: a) Solar spectrum AM1.5 with schematics of a tandem solar cell as inset, where
higher-energy photons are absorbed by the top cell (in blue) and the lower-energy photons
by the bottom cell (in red). b) Theoretical maximum PCE as a function of the top and bottom
sub-cell bandgap for a two-terminal configuration. Dashed black line indicates the maxima
PCE over the range of top cell bandgaps. The white circle indicates the overall maximum
PCE. Figures a and b were adapted from [18]. c) Schematics of the typical components char-
acteristic of CPV. d) Theoretical maximum PCE achievable at 1 Sun (Shockley–Queisser limit)
and at maximum concentration (46 165× [19]) as a function of the solar cell’s bandgap [20,
21]. Absolute PCE gain is also plotted to illustrate the increase in PCE for different bandgaps.

hand, reducing the absorber’s dimensions implies increasing the surface area to bulk
volume ratio, which results in detrimental surface effects, like edge recombination, to be-
come more consequent. In this context, CIGSe is a technology of particular interest as it
was demonstrated to overcome the above constraint when miniaturized. Indeed, Paire
et al. have shown the resistive losses, which were the limiting factor for planar CIGSe
concentrator cells [23], become negligible for smaller cell areas and allow to predict PCEs
up to 30 % under concentrated sunlight for micro solar cells in the μm2 range [22, 24].
In terms of thermal management, Sadewasser et al. simulated that island-shaped micro
solar cells, with diameter smaller than 200 μm, have a temperature increase below 30 °C
for a concentration of up to 1000 Suns [25]. In fact, this study served as the baseline for
the design of the micro solar cells explored in this thesis. Experimentally, Paire et al.
measured, through photoluminescence, that micro solar cells with a diameter of 50 μm
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heat up by less than 20 °C even at a concentration of 1000 Suns [24]. Finally, the study
of Paire et al. on the edge recombination of miniaturized CIGSe has evidenced that little
to no losses in the open-circuit voltage VOC were observed on micro solar cells down to
30 μm diameter (∼ 10-5 cm2) [26]. The result was attributed to the lower diffusion length
of CIGSe (1 μm), which limits the detrimental effects of edges on VOC. This is indeed
an advantage compared to III-V crystalline solar cells, where roughly 10 % loss in VOC

was measured for a cell area of 10-3 cm2 under 1 Sun, comparatively to a planar solar cell
[27]. Under high concentration (1330 Suns), the VOC loss dropped to 4 % compared to the
planar configuration, which also highlights the benefits of micro-CPV. The same report
presents a champion PCE of 33.8 % under 584 Suns for an active area of 0.25 mm2. In this
perspective, CIGSe is a fitting candidate for micro-CPV.

Over the last decade, two approaches were taken to fabricate CIGSe micro solar cells
for micro-CPV. On the one hand, a top-down approach, or subtractive method, consists
in removing or shadowing a fraction of a full area solar cell in order to reduce the active
area down to the desired dimensions, while hopefully maintaining the same properties
and performance as the complete absorber or device. Different fabrication methods have
been demonstrated and were covered in the following review [17]. Through such meth-
ods, Paire et al. fabricated 50 μm wide CIGSe micro solar cells with an efficiency of 21.3 %
under 475 Suns [28], which is comparable with the current record, 23.6 %, for the full area
CIGSe device [29]. On the other hand, a bottom-up approach, or additive method, opti-
mizes the usage of material by depositing only the required amount of material, directly
assembling the micro structures. The major advantage of the method being the optimiza-
tion of critical material usage. Distinct methods have been put forward, these include: (i)
a pre-patterning of the Mo substrate, either by removing excessive Mo [30] or covering it
with an insulating layer [31], followed by an electrodeposition and annealing process. (ii)
the creation of nucleation sites by laser structuring the glass/Mo substrate, followed by a
selective physical vapor evaporation of In islands and a full-covering layer of Cu, which
subsequently react under Se evaporation to form CuInSe2 micro absorbers [32, 33]. (iii)
a laser-induced transfer of microscopic precursor material, from a planar precursor layer
(donor) onto an acceptor substrate, followed by an annealing process in Se [34]. Despite
the diverse bottom-up approaches, the achieved efficiencies are still distant compared to
the top-down methods [35]. In fact, for island-shaped micro solar cells, the best PCE was
obtained by a two-step process (electrodeposition followed by annealing), where a single
micro solar cell was reported with 4.8 % PCE at 33 Suns [36]. In this perspective, both
the PCE and the optimal concentration factor are one order of magnitude from the best
top-down produced micro CIGSe solar cell. This highlights that further investigation is
required to reduce the gap in performance between the two approaches and to provide
statistical weight to the bottom up CIGSe micro solar cells.
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1.2.3 Cu(In,Ga)Se2 material and solar cells

CIGSe is a ternary semiconductor material with multiple properties that are impor-
tant for photovoltaic applications, like tunable direct bandgap, high absorption coeffi-
cient, low production cost and phase stability [37–40]. It crystallizes in a tetragonal
chalcopyrite structure (space group I4̄2d) [41, 42], similarly to its base counter parts
CuInSe2 and CuGaSe2, as shown in Figure 1.2a. In fact, it is the proportion of In to
Ga atoms, in the compound, that determines the bandgap of the semiconductor layer
and allows to cover the range from 1.0 eV (CuInSe2) to 1.7 eV (CuGaSe2) [39]. For this,
the GGI=[Ga]/([Ga]+[In]) ratio is commonly used to characterize the distribution of the
group III elements. Another revelant compositional ratio is the CGI=[Cu]/([Ga]+[In])
which plays a major role in the phase formation when synthesizing the CIGSe com-
pound. For simplicity, the phase diagram of the binary system, Cu2Se and In2Se3, is
considered in Figure 1.2b, as it contains equivalent information regarding the CuInSe2

phase [43]. For this work, the relevant synthesis temperatures are below 600 °C and as
the phase diagram displays, the formation of a pure chalcopyrite phase (α-CISe) is re-
stricted to a particular composition interval. Indeed, any excess of Cu, i.e. CGI> 1.0 or
X=[In2Se3]< 50 mol. %, leads to the formation of a secondary phase Cu2Se. This metallic
phase is in fact detrimental for solar cell applications [44]. Conversely, a Cu deficiency,
i.e. CGI< 1.0 or X> 50 mol. %, merely causes Cu-vacancies in the chalcopyrite structure
at first and only for higher In contents, do these form an ordered vacancy compound
(β-CISe: CuIn3Se5).

In terms of reaction mechanism, Hergert et al. highlights that the first reactions in
the synthesis of CIGSe involve the formation of the binary compounds Cu2Se, In2Se3

(or InSe depending on synthesis method) and Ga2Se3 [46]. Then, the formation of the
CuInSe2 chalcopyrite phase takes place, as follows:

1
2

Cu2Se +
1
2

In2Se3 → CuInSe2 (1.1)

The reaction path involving Ga requires a higher thermal activation (> 425 °C or
longer annealing time) to take place [46].

1
2

Cu2Se +
1
2

Ga2Se3 → CuGaSe2 (1.2)

After the above reactions occur, the final CIGSe phase is formed by interdiffusion of
the CuInSe2 and CuGaSe2 phases.

x CuInSe2 + y CuGaSe2 → Cu(Inx,Gay)Se2 (1.3)
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(a)

(c) (b)

Figure 1.2: Schematic representation of the: a) crystalline lattice structure of CIGSe, pro-
duced with VESTA. Adapted from [42]. b) typical stack configuration of a CIGSe-based solar
cell. i-ZnO indicates intrinsic ZnO and Al:ZnO is ZnO doped with Al. c) Phase diagram of
the binary section of the copper - indium - selenium system. The diagram was taken from
[45]. The Greek letters refer to the following phases: α-CISe: CuInSe2 (chalcopyrite), β-CISe:
CuIn3Se5, γ-CISe: CuIn5Se8, δ-CISe: CuInSe2 (sphalerite). No further phase transitions are

observed below 500 °C.

To obtain a solar cell from a semiconductor material, it is required to introduce an
asymmetry (chemical potential, band structure, etc) across the structure of the solar cell.
This provides a driving force which effectively separates the photo-generated electron-
hole pairs and allows to ultimately collect them at the electrical contacts to extract work
from the device. Focusing on an asymmetric band structure, two methods are commonly
used: (i) to sandwich the semiconductor between selective transport layers, which are
responsible to collect the generated electrons and holes separately, or (ii) to form a pn-
junction, which generates a built-in potential, i.e. a band bending across the junction, en-
abling to separate the free carriers. The pn-junction structure has been the main method
used for CIGSe-based solar cells. The typical layer stack for a CIGSe solar cell is depicted
in Figure 1.2c and consists of a soda lime glass coated with a 500 nm Mo electric back
contact, followed by the p-type CIGSe absorber layer a few microns thick, an n-type CdS
buffer layer, an n-type window layer which comprise an intrinsic ZnO layer and an Al-
doped ZnO layer and finally the Ni-Al front contact grids. Lastly, the power generated
by the solar cell device can be applied onto an external load that is connected to the de-
vice’s front and back contacts. Further details on the working principle of solar cells can
be found in the following references [47, 48].
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1.3 Challenges and objectives

In this context, the challenges tackled in this thesis are: (i) to develop a methodol-
ogy to characterize the individual micro structures in the array, in order to monitor the
quality of the synthesis methods and perform statistical analysis, ideally without mod-
ifying the individual structures. (ii) to understand the influence that using a patterned
substrate, designed for micro solar cells, has on the growth of CIGSe. (iii) to investigate
two additive synthesis methods in order to fabricate arrays of CIGSe micro solar cells,
while maximizing reproducibility and PCE. (iv) to develop a pedagogical tool to interact
with the general public and set the background for conveying the importance of energy
consumption and renewable energy production.

To address these challenges, the outline of this thesis is structured in the following
way:

Chapter 2 details the synthesis methods for the fabrication of the patterned sub-
strates, as well as, the different growth routes and patterns that are explored in the fol-
lowing chapters. Additionally, an overview of the fundamental principles and technical
details for the distinct characterization techniques is presented.

Chapter 3 puts forward the applicability of scanning laser confocal microscopy to
statistically characterize arrays of thin film absorbers. Specifically, a new optical method
is developed to characterize and monitor the morphology, composition and phase for-
mation in sequential processes. The method is showcased with a common two-step elec-
trodeposition and annealing synthesis process for CIGSe thin-films.

Having an appropriate characterization technique for arrays of absorbers, chapter 4
investigates the synthesis of CIGSe, using a high quality growth method, on the pat-
terned substrate and explores methods to mitigate the observed detrimental effects of
geometry-induced secondary phases. Furthermore, a comparison between different syn-
thesis methods is made to understand how the growth of CIGSe is impacted by the syn-
thesis routine. This allows to differentiate which of the observed phenomena are due to
use of a patterned substrate from those due to the material’s synthesis process.

In chapter 5, the methodology developed in chapter 3 and the substrate-related find-
ings from chapter 4 are applied to two material-efficient synthesis methods in order to
synthesize and characterize CIGSe micro solar cells.

The research on solar cells being covered, chapter 6 shifts the topic to the education
of general population. Here, a methodology is presented to expose simply the concept of
energy consumption and renewable energy provision, by illustrating the energetic impact
of every day choices.

Finally, chapter 7 summarizes the main findings of this thesis and outlines the next
steps for future research work.
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Chapter 2

Synthesis and characterization

techniques

This chapter contains an introduction and experimental details to the synthesis and
characterization techniques used to support the findings discussed in this thesis. First,
the synthesis processes are presented, starting with the distinct substrates used, followed
by the sequence of techniques that make up the different synthesis routes explored. Sec-
ond, the characterization techniques are put forward, with a brief discussion of their
respective working principle, main experimental parameters and setup.

2.1 Synthesis

This section details the synthesis process of the micro solar cells that are discussed in
this thesis. Starting from the production of the substrate layers and the different patterns
used, followed by the two material-efficient routes that were investigated and finally
the reference synthesis process, physical vapor deposition, for growth of high-quality
material is presented.

2.1.1 Substrate synthesis and structure

The substrates start with a cleaned 1 mm thick soda lime glass onto which a 500 nm
layer of Mo is sputtered. The metallic Mo plays the role of the back contact layer in the
solar cell stack. For the patterning of the substrates, a 2 μm SiO2 layer is first deposited
by plasma enhanced chemical vapor deposition. Then, to define the pattern, a resist is
spin-coated onto the SiO2 and exposed to UV light (405 nm) in a direct write laser lithog-
raphy system. The resist is then developed, resulting in a patterned resist. To pattern
the SiO2 layer itself, an oxide reactive ion etching tool is used to etch the SiO2 layer and
recreate the pattern. The leftover resist is removed with a plasma asher. Finally, a thor-
ough cleaning process is done to ensure the removal of organics and oxides from the
patterning process. This includes ultrasound baths in acetone and deionized water. An
example of the resulting substrate is shown Figure 2.1, where the light grey circular struc-
tures correspond to the exposed Mo, where the micro solar cell will be grown, and the
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darker regions are where the SiO2 is located. Additionally, the Mo layer is exposed at the
corners of the substrate to allow access to the back contact layer during the solar cells’
synthesis and characterization. The patterning of the substrates was done by Dr. Ana
Pérez-Rodríguez and Marina Alves at the International Iberian Nanotechnology Labora-
tory. The full details on the synthesis of the patterned substrates can be found in [31].

(a) (b) (c)

Figure 2.1: Top-view optical images of the three substrate patterns used in this work. a)
Square pattern of 64 micro-dots with identical diameter. b) Pattern containing 11 arrays of
13 micro-dots with diameters ranging from 500 μm down to 10 μm. c) Hexagonal pattern
containing 198 micro-dots with the same diameter. The vertical and horizontal lines are an
artifact from the CLSM due to the acquisition of multiple images to form a stitched image.

Depending on the synthesis route or the properties investigated, three different pat-
terns were used for the substrates. The first pattern is made up of 64 holes, or micro-dots,
with the same diameter are arranged in a square pattern, as shown by the top-view im-
age in Figure 2.1a. The diameters used were 300 μm, 100 μm and 50 μm. This pattern was
used for the results discussed in chapter 3 and for the micro solar cells synthesized with
electrodeposition in chapter 5. The second pattern is composed of 11 lines of 13 micro-
dots each. In each line, the diameter of the micro-dots ranges from 500 μm down to 10 μm,
as shown in Figure 2.1b. This pattern was used for the micro solar cells synthesized by
sputtering in chapter 4 and 5, as well as, with physical vapor deposition in chapter 4. The
third pattern is made up of 198 micro-dots arranged in an hexagonal lattice, with a di-
ameter of either 100 μm, as illustrated in Figure 2.1c, or 50 μm. Additionally, a 3x3 mm2

square hole in the SiO2 is present to access the Mo back contact. For this substrate, the
SiO2 thickness was 1 μm instead of 2 μm. The pattern was used for the Cu-rich micro
solar cells synthesized by sputtering in chapter 5.

2.1.2 Precursor

The micro solar cells produced by electrodeposition or sputtering involve a two-step
process to synthesize the CIGSe absorber layer. The first step being the deposition of the
metal precursor layer(s), either by electrodeposition or magnetron sputtering and the sec-
ond step is an annealing routine in a selenium containing atmosphere, which converts the
precursor into the absorber layer. In the following, a description of the metal precursors’
synthesis techniques is given.
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Electrodeposition

Electrodeposition is a deposition method in which metal ions in solution are electro-
chemically reduced, by means of an applied electrical field, onto a conductive electrode.
Experimentally, electrodeposition uses a three-electrode setup, as depicted in Figure 2.2a.
Applying a particular voltage between the working electrode (WE) and the counter elec-
trode (CE) leads to the reduction of the metal ions in the vicinity of the WE. The reference
electrode (RE) defines the voltage scale. The result is the deposition of a metallic layer
onto the WE, in our case the Mo back contact.

(a) (b)

Figure 2.2: a) Schematic representation of a three-electrode electrodepositon setup. The sub-
strate, or working electrode (WE), is attached to a rotating disk electrode, which connected
to the potentiostat in parallel with the reference electrode (RE) and in series with the counter
electrode (CE). All three electrode are placed inside the electrolyte, where the metal ions are
dissolved. b) Graphical representation of the average Cu layer thickness as a function of the
deposited charge density. Red circles are the measured data values, with the error bars rep-
resenting the standard deviation of each dataset. Red line is a linear fit to the experimental

data. Black points, and line, show the calculated values based on Faraday’s law.

The reduction process involves a charge transfer Q, which according to Faraday’s
laws of electrolysis (equation 2.1) is proportional to the mass of deposited material m:

m =
M · η

F · z
· Q (2.1)

Where F is Faraday’s constant, z is the number of electrons needed to reduce the de-
posited species, M is the molar mass and η: is the faradaic efficiency. Using the material’s
density ρ, Faraday’s law can be rearranged to relate the deposited film’s thickness d to
the transferred charge density Q/A:

d =
M · η

F · z · ρ
· Q

A
(2.2)

With A being the electroactive area and M the material’s molar mass. Thus, by mea-
suring the charge transferred through the system, it is possible to control the thickness of
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the precursor layers. This is demonstrated in Figure 2.2b, where the measured thickness
of four different Cu layers agrees with the predicted thickness given the deposited charge
density. In this case, the assumed faradaic efficiency is 85 % [49]. Further details on the
working principle of electrodeposition can be found in the following references [50, 51].

The synthesis of the metal precursor’s layer consists of a two-step electrodeposition
process. First, the electrodeposition of thickness-controlled Cu layers is performed, fol-
lowed by the co-electrodeposition of In and Ga. Given that SiO2 is an insulating layer,
the deposition only occurs within the micro-dots, where the Mo, or Cu, layer is exposed.
This makes the method material-efficient, as all the deposited material is effectively used.
The thickness control of the precursor layers is crucial as it determines the compositional
ratio CGI. Indeed, the CGI is determined by calculating the ratio of the number of de-
posited Cu atoms NCu and the number of In and Ga atoms, NGa and NIn respectively, in
the second precursor layer (see equation 2.3).

CGI =
NCu

NGa + NIn
(2.3)

The number of atoms NX is related to the layer’s thickness d as follows:

NX =
NA · ρ · A

M
· d (2.4)

With NA: Avogadro’s constant. To account for the proportion of Ga and In atoms, in
the co-electrodeposited layer, the GGI = [Ga]

[Ga]+[In] ratio is used in the calculation of NGa

and NIn. Thus, with the electrodeposited charge, one can control the thickness of each
layer and therefore obtain the expected compositional ratio. The full experimental details
on the electrodeposition procedure for Cu and In, Ga are available in reference [36].

Sputtering

The second material-efficient method consists of depositing the precursor layer by
magnetron sputtering. Magnetron sputtering is a vacuum-based physical vapor depo-
sition technique, which relies on the bombardement of a target material to deposit the
ejected atoms onto a substrate. A schematic representation of the working principle of
magnetron sputtering is shown in Figure 2.3. In short, a plasma is generated by confining
Ar gas within an electric field. The resulting ions are then accelerated towards the target
by means of a magnetic field, stripping material from the target due to the collision. The
constant stream of extracted material is then deposited onto the substrate. The amount
of deposited material is dictated by the deposition rate, which is regulated by the input
power, as presented in the following article [52]. Further details on the working principle
of magnetron sputtering can be found in the following references [53, 54].

In the scope of this thesis, two methods were explored. In the first case, the patterned
substrate was introduced, in the sputtering system, after the cleaning process, that is, the
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Figure 2.3: Schematic representation of the working principle of magnetron sputtering.

resist layer is no longer present on the SiO2. This results in the deposition of the pre-
cursor layer both inside the micro-dots (on the Mo back contact), but also on the SiO2

layer. This method is not material-efficient and was used for comparison purposes in the
results discussed in chapter 4. In the second case, the patterned substrate was introduced
before the cleaning process, that implies that the Cu(In,Ga) precursor layer is deposited
inside the micro-dots and on the remaining resist layer. Here, the cleaning process re-
moves the resist layer along with the precursor on top of it, leaving only the micro-dots
filled with precursor material. The resist and the excess precursor material can poten-
tially be separated, making this method material-efficient. This route is investigated to
produce material-efficient micro solar cells in chapter 5. The full experimental details on
the sputtering process of Cu, In and Ga are available in reference [52].

2.1.3 Absorber

Having covered the synthesis of the precursor layers, the following section describes
the annealing process that converts the precursor layers into semiconductor absorbers.
Additionally, the direct synthesis of CIGSe absorber by physical vapor deposition is cov-
ered.

Annealing

To convert the Cu(In,Ga) precursor into CIGSe absorber, an annealing in a Se-containing
atmosphere is required. This is performed in a tube oven, inside which a SiC coated
graphite box is used as the reaction chamber, as illustrated in Figure 2.4.

In practice, the precursor sample is placed inside the graphite box with a lid along
with a specific mass of Se powder mSe. The graphite box is then introduced in the quartz
tube, which contains a N2 inert atmosphere. The tube is connected to a dry pump and
a N2 source. To minimize the O contamination, three cycles of purging and N2 filling
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Figure 2.4: Schematic representation of the annealing process.

are performed. Finally, the pressure inside the tube is regulated to the desired N2 back-
ground pressure PN,RT, after which the annealing routine can be initiated. During the
annealing procedure, the equilibrium Se partial pressure PSe,eqm can be modeled by the
ideal gas law, as demonstrated by Han et al. [55]. In short, the model shows that the
Se partial pressure depends in particular on the mass of Se powder and on the N2 back-
ground pressure. Furthermore, the authors show that the equilibrium Se partial pressure
impacts the annealing process and consequently influences the device performance of
the resulting CIGSe absorbers. A more detailed discussion is presented in section 5.1.2 of
chapter 5.

Physical vapor deposition

The last synthesis route to be discussed is the physical vapor deposition (PVD) of
the individual elements, by thermal evaporation, onto the substrate to directly form
the CIGSe absorber layer. The background pressure inside the deposition chamber is
around ∼ 10-9 mbar. A schematic representation of the annealing chamber is shown in
Figure 2.5a. To grow the CIGSe absorbers, a three-stage evaporation process was fol-
lowed, as illustrated in Figure 2.5b, in order to form a Ga gradient and improve the ab-
sorber’s optoelectronic properties [56, 57].

(a) (b)

Figure 2.5: a) Schematic representation of the physical vapor deposition process. b) Graph-
ical representation of the growth procedure of the three-stage co-evaporation process.

Adapted from [56].

During the deposition, the substrate is kept at the annealing temperature and con-
stantly under rotation to maximize spatial homogeneity. In this case, the CIGSe is grown
both inside the micro-dots and on the SiO2 layer. The advantage of this method is that it
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is known to produce high quality CIGSe absorbers, which is used in this thesis to discrim-
inate the effects due to the patterned substrate from those associated with the absorber,
as elaborated in chapter 4. All PVD synthesis processes, involved in this work, were per-
formed by Dr. Taowen Wang and Sevan Gharabeiki.

2.1.4 Synthesis summary

Since different substrates are used with distinct synthesis routes, Figure 2.6 summa-
rizes which substrates and synthesis methods are combined throughout the results chap-
ter. Additionally, the cross-section of the stacks are depicted to highlight when the Na
barrier is used.

(a) (b) (c)

Figure 2.6: Summary of substrates, stacks and synthesis methods used in: a) chapter 3 b)
chapter 4 and c) chapter 5. For each case, the top row contains the top-view optical images of
the pertinent empty substrate and the subsequent rows show cross-sectional representations

of the stacks at the different steps of the synthesis methods.

2.1.5 Solar cells

After the absorber layer is grown on the patterned substrate, the next step in the
synthesis process is to perform a potassium cyanide (KCN) bath to remove eventual
oxides and copper selenide phases from the absorber, to improve the final solar cell’s
performance. Specifically, if the absorber’s composition is Cu-poor (CGI < 1.0), the sam-
ple is put in a 5 wt% KCN solution for 30 s, whereas for Cu-rich (CGI > 1.0) absorbers,
a 10 wt% KCN solution is used during 60 s. The process is followed by the chemical
bath deposition of the CdS buffer layer [58]. To characterize each individual micro-dot
in the sample, it is required to electrically isolate it. This is achieved by making scribing
lines around each micro-dot, which separates the conductive window layers into indi-
vidual regions containing each a single micro-dot. However, it was not possible to make
well-defined and debris-free scribing lines from the window layers that were deposited
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on the SiO2/CdS. Instead, it was found that using a (tape) mask template (which only
exposes the target regions around the individual micro-dots, i.e. where the window lay-
ers are effectively needed), before the window layers’ deposition, leads to an improved
shunt resistance and thus better device performance. The window layers are made up
of a 50 nm intrinsic ZnO layer and a 400 nm Al-doped ZnO layer, which were deposited
by radio-frequency magnetron sputtering. Removing the tape at this stage results in the
window layers being only deposited on the individual micro-dots and not in-between
micro-dots. In general, for the characterization of the micro solar cells, no front contacts
were used. Instead, the front contact probes were placed directly on the Al-doped ZnO
layer, as close as possible to the micro-dot, paying attention not to shadow the micro solar
cell itself with the probes.

2.2 Characterization techniques

In this section, a brief introduction to the characterization techniques, used in this
work, is presented. The basic working principle for each technique is addressed, while
focusing on its application to this thesis. The relevant technical details for each technique
are also provided, where appropriate.

2.2.1 Confocal laser scanning microscopy

Confocal laser scanning microscopy (CLSM) is a non-invasive optical characteriza-
tion technique which measures a material’s surface topography and outputs a three-
dimensional height map and, in our case, an optical image of the same region. To illus-
trate the working principle of CLSM, in reflectance mode, Figure 2.7 shows a schematics
of the different components involved in the process. A laser light source is focused onto
the material’s surface at a height position z0. The reflected light is guided towards a pin-
hole which screens the out-of-plane light, while allowing the light from the focal plane to
reach the detector. A set of scanning mirrors rasters the focal plane leading to an xy in-
tensity image, where all the surface’s features that are located at this height z0 will show
a maximum reflection intensity. The objective lens is then vertically moved, which shifts
the focal plane to height position z1, and an xy intensity map of the new focal plane is
acquired. This causes the surface features that were in focus in position z0, to be out-
of-focus in position z1. This means the reflection intensity of these same features is now
lower. By tracking the movement of the objective lens along the z-axis, one can correlate
it with the intensity maps for all x,y positions and extract reflectance maxima for each
position. The maximum in reflectance intensity is judged to be the surface of the material
under investigation. This way, the height data at every x,y position can be used to gen-
erate a topography map. Further details may be found in the following references [59,
60].

In practice, CLSM is a fast optical technique with a depth resolution of tens of nanome-
ter and sub-micrometer spatial resolution, allowing to investigate morphological changes
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Figure 2.7: Schematic representation of the CLSM components and working principle.

like surface roughness, particle size, shape and distribution, growth modes and layer
thickness. No sample preparation, nor particular environment is required for the mea-
surement. Furthermore, the low power (1 mW) laser probe does not damage nor contam-
inates the investigated surface.

The CLSM used for this work is a Keyence VK-X1000 with an UV-laser (wavelength
of 404 nm) and Nikon IC EPI PLAN lenses with the following magnification and re-
spective numerical aperture (N.A.): 5X/0.13, 20X/0.46, 50X/0.95 (APO) and 150X/0.95
(APO). This system can acquire one image, and the respective height map, in about 30
seconds. The CLSM was also able to obtain an inch by inch navigation image, which is
crucial to perform same location analysis and have an overview of the material. Further-
more, the ability to measure the exact same region before and after any process, allows to
perform correlative studies, to follow the evolution of the sample and to quantify mor-
phological changes. The assumed measurement error, based on the manufacturer, corre-
sponds to the measurement repeatability of 12 nm for the 50X/0.95 and 150X/0.95 lenses
and 40 nm for the 20X/0.46 lens.

2.2.2 Stylus profilometer

Stylus profilometry is a contact measurement where a diamond stylus mechanically
traces the morphology of the target’s surface. More precisely, the microscopic stylus is put
in direct contact with the surface and moved along the horizontal surface. The changes
in the surface height are followed by the stylus causing a vertical displacement of the
latter in the perpendicular z-direction. The displacement of the stylus is recorded and
combined with the horizontal displacement to produce a height profile that replicates
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the scanned surface. Typically, stylus profilometry is used for roughness and step height
measurements. Figure 2.8 shows a schematics of the technique’s measurement principle.
For further details on the technique, the reader is kindly invited to refer to [61].

Figure 2.8: Schematic representation of the working principle of stylus profilometer.

The stylus profilometer used for this work is a KLA Tencor P-17 equipped with a dia-
mond stylus with a radius of curvature of 2 μm, making it appropriate to measure height
differences from 100 μm down to tens of nanometers. The estimated measurement error
for this technique was 10 nm. To minimize damage on the surface of the samples while
maintaining a high height resolution, a force of 2 mg was used. The scan speed used for
the measurements was 20 μm/s. The technique requires little to no sample preparation,
in particular for hard materials.

2.2.3 Atomic force microscopy

Atomic force microscopy (AFM) is technique that also uses a physical probe to mea-
sure the morphology of a surface. The typical dimensions, where AFM is used, extend
from the sub-nanometer scale up to a few tens of micrometers. The simplified measure-
ment principle of AFM is summarized in Figure 2.9.

(a) (b)

Figure 2.9: Schematic representation of the: a) AFM components and working principle. b)
Morse potential.
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The probe used in AFM is a cantilever with a sharp tip (radius of curvature around
10 nm) which interacts with the sample’s surface. The interaction between sample and tip
follows a Morse potential, leading to attractive or repulsive forces depending on the sep-
aration between the two. These forces deflect the cantilever, whose motion is monitored
through a laser and a photodiode. A feedback loop and a piezo-electric stage compensate
for the change caused by the tip-sample interaction, generating an electrical signal from
which a topography map, of the sample’s surface, can be extracted. For further details on
AFM measurements, the reader is kindly invited to refer to [62]. The AFM measurements
discussed in this thesis were performed by Joana Ferreira with a MultiMode AFM and a
Nanoscope V controller.

2.2.4 Scanning electron microscopy

Scanning electron microscopy (SEM) is an imaging technique that uses an electron
beam to periodically sweep the material’s surface and is able to resolve features down
to sub-nanometer scale. Figure 2.10a highlights the main components of the scanning
electron microscope. The electron beam is generated in the electron gun, by heating up
a filament, which emits electrons through thermionic emission. The electrons are accel-
erated towards an anode by means of an electric field. The corresponding acceleration
voltage is typically up to 30 kV. The divergent electron beam is then focused onto the sam-
ple’s surface through a set of condenser lenses. The size of the focused electron beam is
typically in the 100 nm range. A set of coils is used to deflect the electron beam and there-
with raster the sample’s surface. Upon reaching the sample, the electrons from the beam
interact with the atoms within the material, generating a multitude of electronic and elec-
tromagnetic signals, such as secondary electrons, backscattered electrons, X-rays, among
others. Each type of signal has a characteristic energy range, which defines an interac-
tion volume from which the produced electrons and X-rays may originate and still reach
the detector, as illustrated in Figure 2.10b. Note that the volume of interaction depends
on the electron beam acceleration voltage, with a higher voltage leading to a larger vol-
ume of interaction. The type of information that can be drawn from the different signals
include morphology and composition.

In the context of SEM measurements done in this work, the focus is put on the sec-
ondary electrons, which are generated near the surface (roughly 10-100 nm) and thus
carry information about the surface morphology. As indicated in Figure 2.10c, the sec-
ondary electrons are ejected from the atoms through inelastic scattering with the electron
beam. The ejected electrons may have an energy in the range 0-50 eV, but are mostly
below 5 eV. By rastering the sample in the xy-direction and collecting the respective sec-
ondary electrons, an image of the morphology can be reconstructed. The whole system is
operated under vacuum to minimize electron collisions with the atmosphere, and conse-
quently maximize image resolution. Since the beam is charged, the investigated sample
needs to be conductive to redistribute the incoming charges and avoid surface charg-
ing, which would cause image drift and lower image quality. To minimize this effect, a
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(a)

(b)

(c)

Figure 2.10: Schematic representation of the: a) SEM components and working principle. b)
cross-section of the interaction volume and generated signals. c) Bohr atom to illustrate the

generation of secondary electrons.

conductive C-tape is used to evacuate the excess of charges from the sample’s surface to
the conductive sample holder. The measurements discussed in this work were acquired
with a Zeiss Evo10 scanning electron microscope, equipped with a standard Everhart-
Thornley secondary electron detector. For further details, please refer to the following
document [63].

2.2.5 Energy dispersive X-ray spectroscopy

Energy dispersive X-ray spectroscopy (EDX) is an elemental analysis technique that
allows to measure the composition of a material. This is achieved by exciting the atoms
in the target material, with an electron beam, and measuring the corresponding charac-
teristic X-ray emission. The measurement principle of EDX is the same as SEM, except
that the detector is designed to spectrally resolve electromagnetic emission, in particular
X-rays. In fact, given the high compatibility and complementarity of the two techinques,
they are commonly combined into the same system. The detector used for EDX measure-
ments is an Ultim Max 40 model. The system is able to acquire spectra from point or area
measurement and to have spatial resolution through mapping analysis.

Similarly to SEM, an electron beam excites the material by ejecting electrons from
the atoms’ core energy levels, leaving an empty energy level behind. To minimize the
energy of the system, an electron from a higher energy level relaxes to the unoccupied
level and releases a photon with an energy matching the difference between the energy
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levels. This process is depicted in Figure 2.11a. Depending from which shell the electron
is ejected, different energy transition, or spectral lines, can be observed. This work refers
to the Siegbahn notation to identify the different spectral lines [63]. This notation takes
the general form of Kα1, where the first character indicates from which shell (K, L and M)
the electron is ejected. The second refers to the number of shells the second electron skips
to reach the unoccupied energy level (α = 1, β = 2 and γ = 3). The third indicates from
which subshell the electron is relaxing. In the case two spectral lines cannot be resolved,
multiple numerical subscripts may be used, for instance Kα1,2. Note that, in order to
observe a spectral line, the electron beam’s acceleration voltage should be at least twice
the energy of the electronic transition.

(a) (b)

Figure 2.11: Schematic representation of the: a) Bohr atom to illustrate the generation of
characteristic X-rays and the possible spectral lines. b) cross-section of the interaction vol-
ume for a stacked layer material. Effect of acceleration voltage on the interaction volume is

also depicted.

Each element in the periodic table has its characteristic arrangement of electronic
levels with discrete energies. The spectral resolution of EDX allows to discriminate which
transitions are observed in the material and by referencing to literature [64], one can
identify which elements make up the material. Table 2.1 regroups the spectral lines for
the elements that are discussed in this thesis.

Table 2.1: List of characteristic spectral lines for the elements encountered in this thesis [64].

Element Spectral lines energy (keV)
Kα1 Kα2 Kβ1 Lα1 Lα2 Lβ1 Lβ2 Lγ1

C 0.277
O 0.525

Na 1.041 1.041 1.071
Si 1.740 1.739 1.836
Cl 2.622 2.621 2.816
Cu 8.048 8.028 8.905 0.930 0.930 0.950
Ga 9.252 9.225 10.264 1.098 1.098 1.125
Se 11.222 11.181 12.496 1.379 1.379 1.419
Mo 17.479 17.374 19.608 2.293 2.290 2.395 2.518 2.624
In 24.210 24.002 27.276 3.287 3.279 3.487 3.714 3.921
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Quantitative EDX analysis can be calculated from the spectral line intensity of the
respective element. This allows to determine the absolute composition of each element
in the material. Since the detection of elements depends on many factors, calibration
standards are required to calibrate the detection of each element. The standards used
are usually pure elements or compounds of known composition. As stated previously,
the interaction volume of the electron beam and the material depends on the accelera-
tion voltage. This is particularly relevant for the elemental analysis of stacked layers, as
depicted in Figure 2.11b. In fact, given the asymmetric shape of the volume of interac-
tion, X-rays from the top layer have a higher probability to escape the material and reach
the detector compared to those from the bottom layer. This leads to a weighted average
of the composition based on the shape of the interaction volume. This effect is further
emphasized with lower voltages and thicker layers, which complexifies the quantitative
composition analysis of layered materials. For further details about the technique, the
reader is kindly referred to the following book [63].

2.2.6 Electron backscattered electron diffraction

Electron backscattered electron diffraction (EBSD) is a surface sensitive technique
based on electron scattering by the crystal structures. In fact, the incident electrons
can be diffracted by the crystallographic planes of the probed material. The diffraction
events that fulfill Bragg’s law (equation 2.5) lead to constructive interference, resulting in
a diffraction pattern that is characteristic of the phase present in the material.

nλ = 2d sin θ (2.5)

Where n is the diffraction order, d the distance between consecutive crystallographic
planes, θ the scattering angle and λ the electron’s wavelength. Typically, the setup is sim-
ilar to SEM, except that the sample is tilted (∼ 70 ◦) and the detector is a phosphorescent
screen which detects the Kikuchi lines, that make up the diffraction pattern. The electron
beam size is in the range of 1 nm and the excitation volume is in the range of hundreds of
nanometers. However, within this volume, most of the emitted electrons are absorbed,
resulting in a depth resolution of a few tens of nanometers. Analysis of the Kikuchi lines
allows to identify crystallographic structures, their orientation, strain, etc. For further
details about the technique, the reader is kindly referred to the following book [63]. The
EBDS measurement and analysis discussed in this thesis were performed by Prof. Dr.
Daniel Abou-Ras.

2.2.7 Raman spectroscopy

Raman spectroscopy is a non-destructive, optical characterization technique typi-
cally used to investigate the vibrational transitions in a material. The working principle
relies on the scattering of a monochromatic light-source, usually a laser, by the electron
distribution in a molecule or crystalline structure. Considering a excitation source with
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a frequency ω, two types of scattering are possible: elastic (or Rayleigh) scattering and
inelastic (or Raman) scattering. In the first case, the lattice is excited to a virtual energy
state and upon relaxing, a photon is emitted with the same frequency ω as the excita-
tion. Rayleigh scattering has several orders of magnitude higher probability of happen-
ing compared to Raman scattering. In the second case, the scattered light has a shifted
frequency Ω, which can be associated with the annihilation (anti-Stokes Raman scatter-
ing) or the creation (Stokes Raman scattering) of a phonon, i.e. a lattice vibration, with
the same frequency Ω. Stokes transitions are more recurrent events, by one to two orders
of magnitude, compared to Anti-Stokes. The different electronic transitions are schemat-
ically represented in Figure 2.12a. In a Raman measurement, one measures the Raman
shift, or change in frequency, between the scattered and the excitation light, in order to
identify the energy of the characteristic phonons. This is usually measured in wavenum-
bers (cm-1) and relates to the scattered λscatt and excitation λexc lights’ wavelength as
follows:

Ω =
1

λscatt
− 1

λexc
(2.6)

Given the low probability of Stokes transitions, the sample’s Rayleigh scattering radi-
ation is filtered to allow the detection of Stokes Raman scattering, which is the transition
of interest with highest probability. The frequency of the phonon Ω depends on the force
constant k of the bond between the vibrating atoms and on their reduced mass μ, as
shown by equation 2.7:

Ω =
√

k/μ (2.7)

The relation implies that the Raman spectrum of a material depends on its elemental
composition and how the constituents interact with each other, making the Raman spec-
trum a structural fingerprint for the material. This allows to extract information about
the material’s structure, phases, composition, etc. Being a surface sensitive technique,
the collected information relates to the material within hundreds of nanometers from the
surface. A schematic representation of the experimetal setup is shown in Figure 2.12b.

The measurement were performed using a Renishaw inVia micro-Raman spectrom-
eter. which includes an optical microscope to navigate across the sample, focus the light
beam and collect the backscattered light from the sample. The excitation laser used was
a 532 nm and the beam size was on the order of 1 μ. After filtering out the Rayleigh
scattering contribution, a 2400 lines/mm grating is used to spectrally disperse the sam-
ple’s radiation and project it onto a charge-coupled device (CCD) detector. Technical set-
tings, like acquisition time, laser power and measurement accumulations, were adjusted
to maximize signal-to-noise ratio. For further details about the technique, the reader is
kindly referred to [65–67].
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(a) (b)

Figure 2.12: Schematic representation of: a) Three types of scattering observed after excita-
tion by a photon with frequency ω. The arrows’ line thickness correlates with the probability
of the transitions to happen. b) Typical Raman scattering measurement setup. Dimensions

not to scale.

2.2.8 Photoluminescence

Luminescence is the emission of light, from a material, resulting from the relaxation
of the charge carriers after being excited into a higher energy state. Depending on the
excitation mechanism, different types of luminescence are distinguished. Photolumines-
cence (PL) is a particular example of luminescence where the charge carriers in the mate-
rial, are promoted into unoccupied higher energy levels through the absorption of pho-
tons. Focusing on semiconductors, the energy of the absorbed photons must be higher
than the material’s bandgap Egap, so that electrons can reach the conduction band (CB).
After absorption, the electrons typically thermalize to the CB minimum, by emission of
phonons, and eventually relax back to the valence band (VB) by emitting a photon with
an energy similar to the bandgap Egap. A schematic representation of these steps is de-
picted in Figure 2.13, in the case of a direct semiconductor.

Figure 2.13: Schematic representation of the steps involved in a photoluminescence experi-
ment. From left to right: a photon with energy Eex, higher than the bandgap Egap, is absorbed
and an electron is promoted to the CB. Electron thermalizes to CB minimum. The electron

relaxes to the VB by emitting a photon with energy corresponding to the bandgap Egap.

Under illumination, electron-hole pairs are generated in the semiconductor, which
modifies the carriers concentration. To describe the equilibrium between absorption and
emission, the introduction of a second Fermi level is required to account for the concen-
tration of electrons and holes. This leads to the definition of the quasi-Fermi level split-
ting ΔEF, which is the energy difference between the electron and hole Fermi levels. ΔEF
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is a key parameter for solar cell characterization as it determines the radiative emission
and is thus related to the maximum voltage that the device can develop, the open-circuit
voltage VOC. In fact, only radiative emission in the semiconductor will contribute to the
solar cell’s VOC. The radiative photon flux φ(E) from a semiconductor under illumination
can be described by Planck’s generalized law:

φ(E) =
2π

h3c2 · a(E) · E
exp( E−ΔEF

kBT )− 1
(2.8)

With h: Planck’s constant, c: the speed of light, a(E): the absorptivity, kB: Boltzmann
constant.

In real materials, the absorptivity is not a step function, but is smeared out at the
edges, due to the presence of band tails, that is energy states of the CB and VB that extend
into the bandgap. This leads to the definition of the Shockley–Queisser (SQ) open-circuit
voltage VSQ

OC , which is the limit voltage for a semiconductor whose carriers can only re-
combine radiatively. This value depends on the material’s bandgap and is tabulated in
the following reference [68]. In more realistic semiconductors, the relaxation of the carri-
ers can happen either radiatively, that is the process results in the emission of a photon, or
non-radiatively, in which case phonons are generated. Typically, radiative emission can
originate from band-to-band or defect-assisted transitions, whereas non-radiative relax-
ation (Shockley-Read-Hall recombination) happens through deep defects or surface de-
fects. Since Shockley-Read-Hall recombination does not result in a photon emission, the
radiative photon flux of a semiconductor, containing such defects, decreases and there-
with the ΔEF also decreases. These losses in radiative flux are accounted by the voltage
drop due to non-radiative recombination ΔVnrad

OC and can be quantified by the photolu-
minescence quantum yield (PLQY):

ΔVnrad
OC =

kBT
q

ln (PLQY) (2.9)

With q: the elementary charge. The PLQY is defined as the ratio between the inte-
grated emitted photon flux and the absorbed photon flux. Equation 2.10 breaks the theo-
retical limiting voltage VSQ

OC for a semiconductor into the radiative ΔEF and non-radiative
ΔVnrad

OC contributions.

qVSQ
OC = ΔEF + kBT ln (PLQY) (2.10)

Both contributions can be measured using PL and allow to gauge the quality of the
synthesized semiconductor comparatively to its theoretical limit. In this thesis, depend-
ing on the aim of the experiment, one of two methods were used to measure ΔEF and
PLQY. These are spectrally-resolved PL and spatially-resolved PL. In both cases, an
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intensity calibration was necessary to measure absolute PL. The respective setups are
presented in Figure 2.14.

(a) (b)

Figure 2.14: Schematic representation of setup used to measure: a) Spectrally-resolved PL.
b) Spatially-resolved PL. Dimensions not to scale.

Both setups are house built and the general aim is to excite the sample with a laser
source and focus the sample’s radiation onto the detectors. For the spectrally-resolved
setup, in Figure 2.14a, a 633 nm laser is used and the detector is a spectrometer com-
bined with a Si and an InGaAs CCD detectors to cover a wide wavelength interval (200-
1600 nm). The output of the measurement is a PL spectrum, from which both ΔEF and
PLQY can be extracted. On the one hand, the spectrum is fitted with generalized Planck’s
law, with particular assumptions, the ΔEF can be determined. On the other hand, the in-
tegral of the spectrum, i.e. the radiative emission, is measured and with the laser flux,
PLQY can be calculated. The spectrally-resolved PL measurements and respective anal-
ysis were performed by Aubin Prot and Dr. Taowen Wang. As for the spatially-resolved
setup, a 532 nm excitation laser is used and the detector is a Xenics Cheetah InGaAs cam-
era. The output is a panchromatic map of the investigated region, whose intensity is
related to the radiative emission. Again, measuring the laser flux allows to calculate the
PLQY. For further details about the technique and the measurement analysis, the reader
is kindly referred to [47, 69–71].

2.2.9 External quantum efficiency

The quantum efficiency measurement is an electrical characterization technique to
understand how a solar cell interacts with the light spectrum. In theory, every photon
with an energy E larger than the material’s bandgap Eg could be converted into an elec-
tron, by photovoltaic effect, and contribute to the solar cell’s current. However, multiple
mechanisms can lead to the loss of a fraction of the incoming photons depending on
the photon’s wavelength and on the solar cell’s properties. The quantum efficiency is a
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spectrally-resolved measurement that allows to identify the different loss mechanisms in
the solar cell, as illustrated in Figure 2.15a, and also calculate the short-circuit current.
Given the multi-layer configuration of solar cells, the external quantum efficiency is typ-
ically preferred to internal quantum efficiency. In this case, the ratio of the generated
electrons to the incoming number of photons is measured within a spectral region of
interest, leading to an EQE spectrum as plotted in Figure 2.15a.

(a) (b)

Figure 2.15: a) EQE spectrum of a typical CIGSe solar cell with the breakdown of losses
involved: (1) grid shading, (2) reflections, (3) ZnO window layer parasitic absorption, (4)
CdS buffer layer parasitic absorption, (5) insufficient photon absorption and carrier recom-
bination. Jump in EQE around 800 nm is due to the change of lamp and grating during
measurement. b) Schematic representation of the EQE measurement setup. Dimensions not

to scale.

As indicated previously, the ideal EQE spectrum is a step-function around the semi-
conductor’s bandgap energy Eg. In a real solar cell, multiple losses lead to the deviation
from the ideal case [72]. First, the metal contacts, needed to collect the carriers, are mostly
reflective and thus shade part of the CIGSe absorber. Second, the layers above the CIGSe
absorber, i.e. window and buffer layers, are not totally transparent and consequently re-
flect a fraction of the incoming light. Third, the window layer, typically ZnO, absorbs
light with energy above its bandgap (∼3.4 eV) and in the infrared region. Fourth, the
CdS buffer layer also has a relatively low bandgap (∼2.4 eV) [73], leading to parasitic ab-
sorption in this region. All the aforementioned losses reduce the number of photons that
reach the CIGSe absorber. Fifth, the losses in this regions can be related to an incomplete
absorption of the incoming photons and/or poor transport properties. Additionally, pho-
tons with lower energy than the CIGSe absorber’s bandgap are not absorbed.

The EQE measurement setup, illustrated in Figure 2.15b, is a home built setup which
consists of a Xe and a W halogen lamps as illumination source in the wavelength range
of interest, a chopper to generate a periodic signal, a monochromator to select the wave-
length and a lock-in amplifier and an oscilloscope to measure the current from either the
solar cell of interest or the reference photodiodes for calibration. Si and InGaAs photodi-
odes were used for calibration. For solar cells smaller than 0.15 mm2, i.e. with diameter
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smaller than 500 μm, a different system, with a smaller beam size, is used to measure
EQE. However, in this case, only a Si photodiode is used, meaning that the wavelength
range covered only goes up to 1100 nm. In the scope of this thesis, the measurements
were performed at short-circuit conditions (voltage = 0 V). This implies that the short-
circuit current JSC can be calculated by taking the area under the EQE spectrum multi-
plied by the AM 1.5 standard spectrum, as given by equation 2.11. This is indeed true
if the beam size is smaller than the active area of the solar cell. For more details on the
technique, the reader is kindly referred to [47, 70, 72].

JEQE
SC = − q

hc

∫
EQE(λ)φAM1.5(λ)λdλ (2.11)

2.2.10 Current-voltage measurement

Current-voltage (JV) measurement is a characterization technique aimed at assessing
the electrical performance of a solar cell. The electrical behavior of a solar cell in the dark
can be represented by a single diode model, where the current density Jdark through a
solar cell is described by the diode equation 2.12. Here, the saturation current density J0

accounts for the recombination current in the device and should be minimized for better
PCE. Additionally, A is the ideality diode factor and accounts for deviations from the
ideal case. Upon illumination, a photocurrent density JSC is generated in the solar cell
which shifts the diode equation by the short-circuit current. Thus, the current density in
an illuminated solar cell Jill is given by equation 2.13.

Jdark = J0

[
exp

(
qV

AkBT

)
− 1
]

(2.12)

Jill = J0

[
exp

(
qV

AkBT

)
− 1
]
− Jph (2.13)

Experimentally, the JV characteristics of a solar cell is typically measured under dark
and under illumination. The first case is of interest to extract the shunt and series resis-
tance from the curve’s slope around the short-circuit current JSC and beyond the open-
circuit voltage VOC, respectively. A detailed description for the determination of both
shunt and series resistance is given in the following reference [74]. The shunt resistance
is a measure of how easily the light-generated current leaks through an alternate current
path, whereas the series resistance relates to how easily it is to extract the carriers. In the
ideal case, the shunt resistance is infinite and the series resistance is zero. In the case of
the JV measurement under illumination, the key parameters for the solar cell’s perfor-
mance can be extracted such as, the maximum power point Pmax, the fill-factor FF, the
JSC and the VOC, as highlighted in Figure 2.16a.
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(a) (b)

Figure 2.16: a) JV curve of a typical CIGSe solar cell under illumination with the main param-
eters highlighted. b) Schematic representation of the current-voltage measurement setup.

The Pmax, determined by the maximum of the power curve P = I · V, indicates at
which conditions the solar cell has to be operated for optimal performance. FF is a mea-
sure of the squareness of the JV curve and is defined, in equation 2.14, as the ratio of the
two rectangles shown in Figure 2.16a. The FF is mainly impacted by the shunt and series
resistances of the solar cell.

FF =
Jmax · Vmax

JSC · VOC
(2.14)

VOC and JSC are the voltage and current produced by solar cell at open-circuit and
short-circuit conditions, respectively. In the best case, the VOC equals the ΔEF, measured
in PL, however interface losses can lead to a decrease in VOC. Typically, JSC differs from
JEQE
SC because of the shadowing caused by the metal grids, during the JV measurement.

Finally, the PCE of the solar cell η can be calculated with equation 2.15, where Pill is the
illumination power.

η =
Pmax

Pill
=

Jmax · Vmax

Pill
=

JSC · VOC · FF
Pill

(2.15)

The JV characteristics were measured on a home built setup using a Xe arc lamp
(100 mW/cm2, i.e. 1 Sun), as illumination source, and a Keithley four probe setup, as
depicted in Figure 2.16b. To calibrate the power of illumination, a certified silicon solar
cell was used. As detailed in section 2.1.5, since no front contacts were used for the micro
solar cells, the front probes were placed directly on the Al-doped ZnO layer. For more
details, the reader is kindly referred to the following documents [47, 70, 75].
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JV measurements under light concentration

Concentration photovoltaics relies on the increase of the photon flux, incident on a
solar cell, by concentrating the incoming light in order to improve the device’s PCE. Tra-
ditionally, solar cells are measured under a photon flux of 1 Sun, which leads to a pho-
tocurrent density J1Sun

ph . Under light concentration, the incident photon flux is multiplied
by a concentration factor C, which results in a proportional increase of the photogener-
ated current density JConc

ph :

JConc
ph = C · J1Sun

ph (2.16)

According to the single diode model under illumination, i.e. equation 2.13, at open-
circuit conditions (V = VOC) no current flows, that is Jill = 0. Assuming a high enough
shunt resistance, VOC can be expressed as follows:

VOC =
AkBT

q
· ln
(

Jph

J0
+ 1
)

(2.17)

To obtain the open-circuit voltage under concentration VConc
OC , Jph is substituted by

JConc
ph , which is given by equation 2.16. Furthermore, assuming that A and J0 remain un-

changed under concentrated light and that J1Sun
ph /J0 � 1, one can express VConc

OC as a
function of the open-circuit voltage measured at 1 Sun V1Sun

OC and C:

VConc
OC =

AkBT
q

· ln

(
CJ1Sun

ph

J0
+ 1

)
≈ V1Sun

OC +
AkBT

q
· ln C (2.18)

In terms of solar cell’s performance, the PCE under concentration η(C) is given by
the ratio of the new Pmax and the concentrated incident power PConc

ill = C · P1Sun
ill and can

be expressed in terms of the non-concentrated parameters (measured at 1 Sun) and C:

η(C) =
JConc
SC · VConc

OC · FF(C)
PConc

ill
=

J1Sun
SC · V1Sun

OC · FF(C)
P1Sun

ill
·
[

1 +
AkBT

qV1Sun
OC

ln C

]
(2.19)

This analysis neglects the changes in series and shunt resistances due to light con-
centration. A major advantage of micro solar cells is the lower series resistance under
high light concentration [24, 76, 77], which allows to achieve a higher C [22], and, by the
same token, improving the FF. Both factors result in an increase of the absolute gain in
PCE through light concentration. For more details, the reader is referred to the following
documents [17, 22, 78].
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The setup to measure JV under concentrated light is similar to the standard setup
discussed above, however, the illumination source can either be a red (660 nm) or blue
(405 nm) laser diode with varying power.
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Chapter 3

Confocal laser microscopy applied to

thin films

The first challenge that is addressed is to develop a methodology to characterize an
array of micro-dots, allowing to assess both the evolution of the morphology of individ-
ual micro-dots, at every step of a synthesis process, as well as, to monitor the relative
composition of thin films synthesized by sequential processes. This methodology will
allow to characterize the morphology, composition, phase formation and quality of pro-
cesses in the two following chapters.

Surface metrology is the measurement of surface features and has become increas-
ingly important as technology tends to miniaturize products and devices while maintain-
ing or improving their performance. This implies that surface properties play a primary
role and thus require precise manufacturing and control. In fact, physical and mechanical
properties, such as, adhesion, friction, reflectance, electrical conductivity are largely dic-
tated by how the material’s surface is engineered [79–82]. The standard surface metrol-
ogy techniques can be categorized by the surface features’ dimensions, as illustrated in
Figure 3.1. For macroscopic features down to the micrometer scale, stylus profilometer
is the preferred technique, whereas for sub-nanometer resolution scanning probe mi-
croscopy (SPM) is necessary. Both techniques rely on a physical probe to scan the area of
interest and form the associated profile or topographical map based on the interaction be-
tween the probe and the surface. In contrast, optical profilometry uses light to probe the
surface and measure its topography. The use of light as probe, in these measurements,
inherently limits their lateral resolution to the light source’s wavelength. Two commonly
used techniques are optical interferometry and confocal microscopy [83]. On the one
hand, optical interferometry is the basis of Michelson’s interferometer, which measures
the phase difference between the probe beam and the reference beam to image the sur-
face’s morphology. Given its sub-nanometer vertical resolution, optical interferometers
are more suitable to characterize flat, i.e. nanometer-range roughness, surfaces. On the
other hand, confocal microscopes rely on the light reflected from a diffraction-limited
spot, at an interface, to measure height differences (see chapter 2 for more details) and
are able to measure features from tens of nanometers up to micrometers, which are the



48 Chapter 3. Confocal laser microscopy applied to thin films

dimensions of interest in this work. Adding that the time scale of a measurement is about
1 min, for the lens’ respective field of view, makes confocal microscopy an appropriate
technique to characterize the morphology of thin films, specially in arrays.

Figure 3.1: Steadman diagram showing vertical and lateral resolution range for three classes
of surface metrology techniques (mechanical stylus, optical microscopes, and SPM). Figure

adapted from [84, 85].

For the sequential processes studied in this thesis, it is essential to monitor more than
the morphology of the thin film layers, like composition and phase formation. Traditional
thin film characterization techniques can individually measure morphology or composi-
tion with nanoscale resolution, however they often imply altering the sample prior or
during the measurement, exposing the sample to vacuum or lengthy measurements for
restrictively small areas, which either makes them inconvenient to characterize arrays of
thin films or modifies the sample in-between the synthesis process. Also, the sample’s
dimensions may be an issue as some require a higher volume to generate meaningful
signal, while others only allow small fractions of the sample to be analyzed. In fact, in
this work, a single array may contain tens to hundreds of individual micro-dots, millime-
ters away from each other. In this context, a method that does not require alteration of
the sample, uses a low-energy probe, can measure large areas with micrometer resolu-
tion within few minutes, allows to easily perform analysis in an identical location after
each process step and leaves no contamination would be ideal. To fill the gap, this chap-
ter explores the abilities and limitations of applying confocal laser scanning microscopy
(CLSM) to thin films in order to extend the technique’s current range of applications be-
yond topography and therewith, demonstrate a novel methodology for characterizing
arrays of samples and studying sequential processes.

In the first section of this chapter, a comparison of CLSM height profiles with stan-
dard techniques like stylus profilometry and atomic force microscopy (AFM) is made to
validate the technique’s resolution when applied to the materials used in this work. In
the second section, the methodology to measure the thickness of a thin film layer grown
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inside a micro-dot is presented. Furthermore, a correlation between morphology, com-
position and phases formed during synthesis is established in order to deduce and an-
ticipate information from later synthesis stages. In the third section, a few examples,
related to thin films, are illustrated where a simple optical analysis of the materials can
be associated with different physical properties. This chapter demonstrates that CLSM
is an effective thin film characterization and general diagnostic technique to quickly as-
sess samples, to find problems and pinpoint the next pertinent specialized technique to
address the issue.

3.1 CLSM measurements testing

To test the reliability of CLSM height measurements, a comparison with a stylus pro-
filometer attempting to measure the exact same location on three distinct stack configu-
rations, comprising materials that are used in this thesis. First, in Figure 3.2a, a height
step between a Cu thin film deposited on a Mo layer is measured, showing that both
techniques yield very similar height profiles both in nanometer and micrometer scale.
Second, Figure 3.2b shows a similar agreement between the two techniques when mea-
suring a step profile this time on a continuous CIGSe film. Third, a cross-section profile
of an empty 60 μm diameter micro-dot is plotted in Figure 3.2c, where the CLSM and
the stylus profilometer show the same overall profile shape, however for both the depth
of the micro-dot and at the interfaces with SiO2, the CLSM shows an erroneous profile.
In fact, given the transparency of SiO2, it is speculated that the laser probe of CLSM
(404 nm) has a low reflectance at the interface between air and SiO2 [86] and thus under-
estimates the depth of the micro-dot. Note that this error is systematic as the measured
profiles, on sister samples, yield very similar micro-dot depths. Similar issues were faced,
when measuring interfaces involving other materials like CdS, Zn(O,S). Since the profile
of the empty micro-dots will be important for the determination of the deposits’ thick-
ness, further comparison with stylus profilometer is discussed later in section 3.2, where
the methodology to measure a layer’s thickness is presented. Regarding the diameter of
the micro-dot, CLSM measures 60 μm, whereas the stylus profilometer gives a slightly
lower value (∼56 μm) likely due to the stylus artifact associated with the dimensions of
the probing tip itself [62].

Finally, to compare the accuracy of the CLSM measurements with a higher resolution
technique like AFM, a Br etching study performed on CIGSe films is used. With the aim
of reducing the roughness of the CIGSe morphology, four different etching durations are
compared to the film’s initial roughness. Figure 3.2d shows the arithmetical roughness
Ra and the root-mean square roughness RMS, measured from a ∼10×10 μm2 CIGSe film
area using CLSM and AFM, as a function of the films’ etching duration. For both rough-
ness parameters Ra and RMS, CLSM and AFM show the same trend, with the respective
measured values found to be within a 10 % interval of each other, which validates the
z-resolution of the CLSM.
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(a) (b)

(c) (d)

Figure 3.2: Comparison of line height profiles measured with CLSM and stylus profilome-
ter: a) on a step interface between different materials (Cu and Mo films) and b) across the
same material (CIGSe film) with a step height due to the templated SiO2 layer (edge of a
micro-dot). c) Line height profile across a 60μm diameter empty micro-dot. d) Compari-
son of arithmetical Ra (squares) and root-mean square RMS (triangles) roughness, measured
on a polycrystalline CIGSe film, with CLSM (red symbols) and AFM (black symbols), as a

function of the Br etching time. Measured area, in both techniques, is about 10×10 μm2

.

Thus, CLSM shows a similar height resolution to stylus profilometry and AFM, which
is necessary for thin film analysis. However, it seems that height steps involving materi-
als with low reflectance around the CLSM laser’s wavelength (404 nm) are problematic. It
is speculated that the low reflectance leads to a detected intensity profile, along the mea-
surement axis (z-direction), for which it is not obvious where the maximum of intensity
is located, leading to an errouneous height profile. In the following, the methodology
to characterize micro-dots in terms of morphology, composition and phase formation,
is showcased with the material-efficient synthesis route featuring electrodeposition and
annealing, which is a sequential process.
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3.2 CLSM correlative analysis

The work presented in this section is based on the publication [87] and demon-
strates how to apply CLSM to thin film sequential deposition processes in order to obtain
elemental composition and use that information to predict spatially the phase forma-
tion. More precisely, it illustrates how to measure stacked films’ thickness and compo-
sition, perform statistics on an array, correlate morphology changes in-between process
steps, and correlate measured precursor composition with formed phases. To demon-
strate these concepts, the sequential electrodeposition synthesis route, described in sec-
tion 2.1.2, is chosen and CLSM optical images and height maps, of all the micro-dots in
the array, are measured before and after each electrodeposition and annealing step.

3.2.1 Morphology analysis

Individual deposits

In sequential synthesis processes, being able to control and monitor the thickness
and roughness of each deposit is critical as they influence both the subsequent synthesis
steps and the final device’s performance. On the one hand, since CLSM measurements of
an area yield the corresponding height map, the roughness of the region of interest can
be directly assessed. On the other hand, given that the deposits are inside the holes of
the SiO2 matrix, it is not possible to directly extract the thickness of the film. Figure 3.3
exemplifies how to determine the xy-resolved thickness map of a Cu film micro-dot, from
the corresponding empty and electrodeposited Cu height maps. First, the surrounding
SiO2 matrix is set as the height reference (height = 0 μm) for all the involved height maps,
as it is flat and does not change throughout the process. Then, to obtain the Cu thickness
map (Figure 3.3c) the empty micro-dot height map (Figure 3.3a) is subtracted from the Cu
film height map (Figure 3.3b).

(a) (b) (c)

Figure 3.3: CLSM height maps for a) empty micro-dot and b) electrodeposited Cu film. c)
Cu layer thickness calculated from height maps: c = b − a. The region surrounding the

micro-dot is a SiO2 layer used as a zero-reference height. Note the change in scale for c).

The attentive reader will notice the empty micro-dot depth, shown in Figure 3.3a, is
measured to be 0.5 μm instead of the 2 μm mentioned in the methods section 2.1.1. This is
due to the SiO2 being mostly transparent to the CLSM light source’s wavelength (404 nm)
[86], leading to a systematic underestimation of the measured depth. However, since the
SiO2 layer is only used as reference height, and is not modified throughout the process,
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the subtraction of the two height maps yields a reliable measurement of the thickness.
To demonstrate that the method is accurate, four homogeneous Cu deposits with distinct
thicknesses were grown in an empty micro-dot substrate. CLSM and stylus profilometer
techniques were used to measured the four micro-dots before and after the electrodeposi-
tion. The layer thickness was obtained by subtracting the profile of the empty micro-dot
from that of its corresponding Cu deposit. The individual layer thicknesses are plotted
in Figure 3.4. Note that the line profiles (from stylus profilometer and CLSM) were taken
from approximately the same position within the micro-dot. Figure 3.4 shows that both
techniques are in agreement, within the experimental error.

Figure 3.4: Measurement of the local layer thickness of Cu deposits with different thicknesses
measured with stylus profilometer (blue triangle) and CLSM (red circle). The measurement

error attributed to stylus profilometer is 20 nm and for CLSM is 24 nm.

The xy-resolved thickness map allows to quickly assess the deposits’ thickness dis-
tribution as well as its homogeneity, which relate to the film’s roughness and porosity.
To maximize the quality of the resulting CIGSe absorber, synthetized from stacked pre-
cursor layers, it is crucial to produce compact, smooth and thickness-controlled metal
precursor layers [36, 88]. A deposit showing the opposite case is presented in Figure 3.3c,
where a non-uniform thickness distribution is seen. More precisely, the Cu film shows a
preferential growth at the centre of the micro-dot, resulting in a thinner Cu layer at the
periphery. A possible explanation is an inhomogeneously oxidized or contaminated Mo
substrate in this particular micro-dot, which is known to impact the nucleation process
at the early stages of the electrodeposition [88, 89].

To further demonstrate the utility of this method, Figures 3.5a and 3.5b display the
height map of the precursor metal stack Cu/(In,Ga) and the calculated thickness map of
the (In,Ga) layer, respectively. In the first case, the typical formation of In islands embed-
ded in a (In,Ga) alloy layer is visible, as also observed in literature [90]. Merely from the
height map (i.e. surface information) of the Cu/(In,Ga) stack, it is not possible to assess
the (In,Ga) deposit’s homogeneity, as its morphology is highly impacted by the underly-
ing inhomogeneous Cu layer. However, when isolating the (In,Ga) layer thickness map



3.2. CLSM correlative analysis 53

from the metal stack (see Figure 3.5b), it is clear that the In islands grew preferentially
in the lower edge of the micro-dot and that only a thin (In,Ga) alloy layer was formed.
Note that, for simplicity, the interdiffusion between the Cu and (In,Ga) metal layers was
neglected [91].

(a) (b) (c)

Figure 3.5: CLSM height map for a) Cu/(In,Ga) stack. b) Calculated (In,Ga) film thickness
from stack’s height and Cu thickness maps. c) Calculated thickness of (In,Ga) film after

annealing routine in N2. Note each image has a different scale.

Another example of application is to monitor the diffusion study of the deposits
upon an annealing routine. As mentioned previously, smooth precursor metal layers
contribute to improving the quality of the final absorber phase and given the peculiar
morphology formed during the (In,Ga) co-electrodeposition (see Figure 3.5b), it is of in-
terest to reduce the overall roughness of the deposits. This can be achieved by supplying
thermal energy to the deposits in an inert environment. For this reason, an annealing
routine in N2 atmosphere was applied to the array of micro-dots for 10 min at 300 °C, in
a closed pot chamber. The resulting morphology of the annealed (In,Ga) layer is repre-
sented in Figure 3.5c. By comparing the morphologies of the micro-dot before and after
the annealing procedure, the major difference appears at the level of the In islands, with
their projected area being modified but more strikingly their thickness changes. On the
one hand, the phenomenon of Ostwald ripening is observed, as the previously large is-
lands grew bigger at the expense of neighboring smaller In islands, some of which are no
longer visible in the map in Figure 3.5c. This is particularly visible when comparing the
lower half of the deposits. On the other hand, after annealing, some In islands have their
size reduced and their delimitations become blurry, for instance on the left part of the de-
posits, which suggests the diffusion of the In into the underlying (In,Ga) layer. However,
this effect cannot be resolved with CLSM as its impact on the layer’s thickness is below
the microscope resolution. Note that this micro-dot is representative for the whole array
in that both effects are always observed, however the extent of each phenomenon seems
to vary. For instance, in this particular micro-dot, the Ostwald ripening is especially pro-
nounced. All in all, the annealing routine reduced the roughness of the precursor layers
on average by about 6 %, which aligns with the aim of the experiment.

Statistical analysis

This analysis at the individual micro-dot level can be extended to the complete ar-
ray, which allows to perform statistics and put forward wafer-scale effects, that could
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otherwise be overlooked. For this, the average layer thickness and respective root mean
square (RMS) roughness of each individual micro-dot are plotted in a heatmap config-
uration, thus retaining the positional information of each micro-dot with respect to the
array. In addition, the frequency distribution of each heatmap is also shown in Figure 3.6.

(a) (b) (c)

(d) (e) (f)

Figure 3.6: Statistics at the array level of Cu and (In,Ga) average layer thickness (a-c) and
roughness (d-f). Heatmap representation of the array of Cu layers’ a) thickness and d) RMS
roughness. Heatmap of (In,Ga) layers’ b) thickness and e) RMS roughness. Frequency distri-
bution of the 49 micro-dots of Cu and (In,Ga) c) layer thickness and f) RMS roughness. The
vertical dashed lines indicate the targeted average layer thickness for the Cu (orange) and

(In,Ga) (blue) deposits.

Addressing the average layer thickness map of Cu, in Figure 3.6a, in general the av-
erage thickness of Cu deposited in each micro-dot was similar, with a few outliers. This
suggests the Mo surface in these micro-dots, prior to the deposition, was contaminated or
particularly oxidized, causing an unfavourable local growth. A different scenario is put
forward for the (In,Ga) deposits’ spatial distribution in Figure 3.6b. In fact, a thickness
gradient is clearly visible from the periphery to the centre of the array. Uniformly thick
In and Ga deposits have been demonstrated over larger areas than in our case, which re-
quired a sufficiently negative potential, above a threshold, to be applied to the substrate
[90]. If the potential in the micro-dot is below this threshold, the rate of electrodeposition
would proceed slower. Since the electrical contacts to the array are made on the corners
of the sample, it is possible that the deposition potential was insufficiently negative at the
center of the array, due to a higher than expected Mo resistance, causing a more positive
potential towards the array’s centre. This would lead to less (In,Ga) deposition in this
region. Proceeding to the layers’ thickness distribution, in Figure 3.6c, the target was to
electrodeposit 330 nm of Cu and 550 nm of (In,Ga) in each micro-dot. An average thick-
ness of 360 nm with a deviation of 50 nm was measured for Cu, which is in agreement
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with the targeted value. Conversely, in the case of (In,Ga), a lower than expected average
thickness of 260 ± 60 nm was observed, which could be due to the low faradaic efficiency
of the co-electrodeposition, enhanced by the potential gradient discussed previously.

An analogous analysis for the spatial distribution of Cu and (In,Ga) layers’ roughness
is shown in Figures 3.6d and e. In fact, a close correlation with the respective thickness
maps is recognized, as in general, the roughness increases with the layer’s thickness.
More specifically to the (In,Ga) layers, the deposits at the centre were relatively thin, re-
sulting in a low roughness whereas, the peripheral micro-dots grew thicker, with larger
In islands, causing a high roughness. Regarding the layers’ roughness frequency dis-
tribution (Figure 3.6f), the Cu layers are much smoother compared to the (In,Ga) layers,
which is due to the island growth mode of In during the co-electrodeposition [90]. Fur-
thermore, the roughness distribution of (In,Ga) is broader than that of Cu, due to the
potential edge to centre gradient discussed previously.

To sum up, a methodology based on CLSM was demonstrated: (i) to reliably measure
the thickness of a thin film layer grown inside a matrix, as well as, the thickness of a
stack of layers, (ii) to characterize the morphology of individual layers over a relatively
large area and therewith correlate morphology changes in-between process steps, (iii) to
perform statistics over a complete array of micro-dots to compare processes easily. In the
next section, the methodology is extended to deduce elemental composition of stacked
layers.

3.2.2 Calculating elemental composition of stacked layers

The morphological analysis provided information on the shape, thickness and rough-
ness of the different layers involved in our synthesis process. This information can be
used to gain insights on their elemental composition. As a matter of fact, from the aver-
age thickness d of the layer and its volume density ρx, the number of atoms Nx that make
up the deposit can be calculated using equation (3.1). The surface area A, molar mass Mx

and Avogadro’s number NA being constants. Transforming the height data in this way
allows us to perform elemental analysis on each individual layer using CLSM.

Nx =
ρx · A · NA

Mx
· d (3.1)

In our case, the interest of measuring the composition of the precursor stacked lay-
ers is the ability to measure the elemental ratio CGI, which contains information about
the potential phases that form during the synthesis process, as discussed in chapter 1.
Monitoring both its value and homogeneity across the absorber is key to achieve high
quality CIGSe material. From the thickness maps of Cu and (In,Ga) layers, the respective
number of constituent atoms is determined. In both cases, a constant volume density
is assumed, which were considered to be the bulk values. More precisely, a density of
8.96 g/cm3 for Cu, whereas for the (In,Ga) layer a weighted average of the respective
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densities is calculated, 7.31 g/cm3 for In and 5.90 g/cm3 for Ga [92]. Therewith CGI is
calculated for each individual precursor micro-dot and plotted in Table 3.1a retaining the
spatial arrangement of the micro-dots within the array. To validate the values obtained
from CLSM, a standard elemental composition technique, namely EDX, is used to char-
acterize the precursors’ CGI, which are regrouped in Table 3.1b. For ease of comparison,
a common color scale was applied to both sets of results.

(a) (b)

Table 3.1: Average CGI ratio of the precursor micro-dots array measured with: a) CLSM
b) EDX. EDX measurements were acquired with an acceleration voltage of 20 kV.

Although the two datasets do not match in absolute values, both show similar trends
in CGI across the array. In fact, the correlation coefficient of the two sets yields 0.85, which
translates the positive correlation that is equally visible between the two tables’ color pat-
terns. Alternatively, in Figure 3.7a the precursors’ CGI values are plotted to demonstrate
the linear trend between the two techniques, CLSM and EDX. It is worth noting that EDX
elemental analysis on stacked layers is not straightforward, due to the interaction volume
of electrons (see discussion in section 2.2.5 of chapter 2) [93, 94]. This could explain the
deviation from the ideal case y = x, shown as a reference in Figure 3.7a. In any case, the
high correlation value implies that CLSM can in principle reliably measure the relative
elemental composition of stacked layers.

Nevertheless, for solar cell applications, the relevant parameter is the final absorbers’
CGI ratio, where the precursor bi-layer has reacted to form the CIGSe phase. Therefore, a
set of precursors which span a CGI interval of interest for device fabrication is measured.
This allows to compare the CGI ratio of the precursors, measured with CLSM, and the
CGI of the CIGSe absorber, obtained from EDX analysis after selenization, as plotted in
Figure 3.7b.

The relation between the CGI ratios measured with both techniques suggests a direct
linear trend, putting forward that the average composition of the CIGSe absorber can be
accurately measured with CLSM from the precursor stack, that is, before the reactive an-
nealing step takes place. In fact, the ability of anticipating the absorber’s composition is
relevant as it allows to anticipate the quality of the CIGSe absorber at an early synthesis
stage. Assuming that EDX perfectly describes the CGI ratio of the absorber, the linear fit
deviation from the ideal case (y = x), may be due to an overestimate of the (In,Ga) alloy



3.2. CLSM correlative analysis 57

(a) (b)

Figure 3.7: Compositional CGI ratio of precursor stack measured with CLSM compared to:
a) the precursor layer CGI ratio measured with EDX. b) the transformed absorber layer CGI
ratio measured with EDX. Linear fitting parameters are shown as inset. Red solid line is a
linear fit whereas dashed line corresponds to the ideal case y = x. The error bars for the
CLSM CGI were calculated assuming a thickness error of 24 nm for each the Cu and (In,Ga)
layers, whereas the EDX CGI was calculated assuming an error of 1 at% for each element.

All EDX measurement were acquired with an acceleration voltage of 20 kV.

layer’s density. In fact, the simplified weighted average may not give an appropriate esti-
mation given the layer’s peculiar island morphology. Another possible factor influencing
the layer’s density is the interdiffusion of the precursors, which can take place already
during the co-electrodeposition [91].

To summarize, this section demonstrated how to calculate an average elemental com-
position of stacked layers and validated the method by comparing with a standard com-
position technique, EDX. In fact, the CLSM methodology could correlate CGI compo-
sition values, measured from the precursor stack, i.e. before the annealing in Se, with
the absorber’s CGI measured with EDX after the annealing. This is useful to anticipate
the composition the absorber would have and adjust the synthesis process if necessary.
Similarly to the previous section, the composition analysis can be done for the individual
micro-dot, as well as for the whole array, without the need for further measurements than
those already acquired for morphology analysis. In the following, instead of averaging
the layers’ thickness maps, to measure an average elemental composition, the microme-
ter spatial resolution of the CLSM thickness maps is used to assess local composition and
deduce which phases could be formed.

3.2.3 Measure composition map and predict phases

Composition map

To demonstrate the ability of measuring elemental composition with CLSM, the av-
erage layer thickness of the individual micro-dot was considered. However, one can
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directly exploit the micrometer spatial resolution of the CLSM thickness maps and com-
pute a qualitative CGI ratio map for each micro-dot. This is achieved by calculating the
ratio between the Cu and (In,Ga) thickness maps. In the particular case of the (In,Ga)
morphology, in some regions, the thin-film’s thickness is in the resolution limit of CLSM.
This may lead to values close to zero or even negative, which would distort the CGI scale-
bar. To circumvent this issue, these regions are set to 10 nm, which is below the CLSM
resolution.

Looking inside a single micro-dot helps to distinguish between high CGI (Cu-richer)
and low CGI ratio (Cu-poorer) regions, which has been shown to be critical for the forma-
tion of secondary phases, impacting the performance of the CIGSe absorber [95, 96]. Con-
versely to device-oriented precursor layers, this study requires inhomogeneously thick
Cu and (In,Ga) layers in order to have a spatially dependent CGI distribution includ-
ing both low (« 1) and high (» 1) CGI regions within the same micro-dot. An example is
shown in Figure 3.8a. For a direct comparison of the CGI distribution, EDX elemental
maps of Cu, In and Ga were measured before and after the selenization of the precursor,
so that one may calculate CGI maps of the precursor and the absorber. The calculated
maps are shown in Figures 3.8b and c, respectively.

CLSM
Precursor

(a)

EDX
Precursor

(b)

Absorber

(c)

Figure 3.8: Spatially resolved CGI mapping of: a) precursor stack measured with CLSM with
non-calibrated scaling due to the divide by zero error discussed in the text. b) precursor stack
measured with EDX. c) absorber stack measured with EDX. EDX maps were acquired with

an acceleration voltage of 20 kV.

Focusing on the precursor CGI maps, both techniques yield a similar CGI spatial
distribution within the micro-dot. In both cases, the maps are characterized by a high
CGI central region, which covers almost half of the micro-dot’s area, and a low CGI re-
gion that is located along the periphery. The latter is characterized by dark blue patches
that are due to the morphology of the In islands that are known to form during the co-
electrodeposition of In and Ga [90]. Indeed, the localized high concentration of In leads
to a low CGI ratio. Conversely, the central region of the micro-dot, i.e. with a high CGI
ratio, comes about due to the preferential deposition of Cu in this particular area.

The selenization step provides both the elemental selenium to form the CIGSe ab-
sorber, as well as, thermal energy that drives the intermixing of the elements, through
diffusion. On the one hand, the chemical potential drives the system to form the phase,
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or phases depending on the relative composition, that is stable at the operated temper-
ature and pressure. On the other hand, it also induces diffusion of the reacting species
within the micro-dot, given the concentration gradient, created by the inhomogeneously
thick precursor layers. Nevertheless, given the short selenization period (10 min at tar-
get temperature), the relatively low target temperature (450 °C) and the amplitude of the
concentration gradient, it is expected that the CGI map of the absorber is more spatially
homogeneous, however it should retain the main features that characterize the precur-
sor’s CGI map. Indeed, the resulting CGI spatial distribution of the absorber, shown in
Figure 3.8c, agrees with the description of the CLSM precursor CGI map in that the cen-
tral region of the absorber has a high CGI ratio, whereas the periphery shows a low CGI.
Nevertheless, when comparing both CGI maps, the effect of diffusion of elements during
the selenization process is clearly visible. In fact, the precursor’s In islands are completely
smeared out after the formation of CIGSe, whereas the Cu-rich central region can still be
identified. This suggests that the lateral diffusion length of Cu is not high enough to
compensate the CGI inhomogeneous distribution of the precursor, at the operated condi-
tions. Therefore, in such sequential processes, it is important that the morphology of the
Cu layer is smooth and uniformly thick to obtain a homogeneous CGI distribution at the
absorber level and ultimately obtain a higher absorber quality.

Phase prediction

With the CLSM information, the absorber’s CGI lateral profile can be anticipated
from the precursor layers’ morphology. Additionally, with the composition’s spatial dis-
tribution and based on the material’s phase diagram, one can anticipate which phases are
most likely to form in the different regions of interest. In this case, assuming the supply of
Se during selenization is sufficient, a CGI > 1.0 gives rise to the formation of a secondary
phase, more precisely Cu2-xSe, in addition to the main CIGSe phase. Referring back to
the CGI maps, in Figure 3.8, the regions most likely to form a Cu2-xSe phase are the re-
gions shown in red, that is, with a high CGI. To test this hypothesis, micrometer resolved
Raman spectroscopy is performed, which provides information on the vibrational modes
of the crystalline structures and allows the identification of the phases that are present at
the surface of the material. According to literature, the main vibrational modes of CIGSe
and Cu2-xSe in Raman spectroscopy are characterized by peaks at 174 cm-1 and 260 cm-1,
respectively [97–99]. To obtain spatial information, a map of spectra was measured from
the same absorber discussed in Figure 3.8 (repeated in Figure 3.9a for easier comparison),
and the intensities measured at 174 cm-1 and 260 cm-1 are mapped in Figure 3.9b and c,
respectively. As a guideline, a higher intensity suggests the respective phase is present,
whereas a lower intensity means it is absent.

As anticipated, the Raman maps show a similar pattern to the one seen in the CGI
ratio maps discussed previously, putting forward the relation between composition and
phase formation. In fact, the low CGI regions match the spatial distribution of the CIGSe
phase on the Raman map, whereas the high CGI regions are where the formation of the
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Precursor

(a)

Raman
CIGSe A1 - 174 cm-1

(b)

Cu2-xSe A1 - 260 cm-1

(c)

Figure 3.9: a) Spatially resolved CGI ratio mapping of precursor stack measured with CLSM.
Raman intensity mapping of final absorber: b) CIGSe A1 mode at 174 cm-1. c) Cu2-xSe A1

mode at 260 cm-1. A 532 nm laser was used as excitation source.

Cu2-xSe phase was expected, which agrees with the material’s phase diagram. As Raman
is essentially a surface sensitive technique, it is not possible to obtain information from
the phases in the bulk, which also explains why the Raman maps are complementary.

Thus, the methodology based on CLSM, is extended to measure qualitative CGI com-
position maps, with micrometer spatial resolution, for a layer stack and therewith antici-
pate which phases will form after the annealing process, and their respective location.

To summarize, the methodology presented in this section demonstrates how to ap-
ply CLSM to thin films to characterize a sample beyond the conventional morphology
parameters (height differences and surface roughness). In fact, based solely on the height
maps, measured in-between each synthesis step, it was possible to measure each layer’s
thickness and roughness, follow the evolution of the stack’s and individual layer’s mor-
phology, thickness and assess their growth process. For sequential deposition processes,
the methodology allows to obtain relative elemental composition and use that informa-
tion to predict spatially the phase formation. Here, it was showcased for an array of
micro-dots, however the methodology can be adapted to other stacked elemental layer
systems. Furthermore, given the technique’s quick measurement time, statistics over the
complete array of micro-dots could be studied and allowed to emphasize effects visible
only at the array-level. It is also worth emphasizing that all the above information is
obtained without modifying the sample, and without influencing the synthesis process,
and is based only on the measurements acquired from the precursor layers. This implies
that the sample is not affected by the characterization method in-between synthesis steps
and any potential issue can be identified early in the synthesis process. Two limitations
for the general use of this method are that (i) the layers’ surface of interest should be suffi-
ciently reflective to avoid erroneous measurements and (ii) the knowledge of the density
of the deposited layers is required to determine the elemental ratios. To complement the
methodology showcased in this section, an optical analysis is presented in the following
to illustrate how to use high optical resolution and contrast of CLSM to quickly identify
phases and assess the quality of processes.
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3.3 Optical analysis

Solar cells are multi-layered structures that require a meticulous control during the
synthesis in order to maximize the device’s performance. Nevertheless, each layer has
distinct optical properties, like bandgap or reflectance, which results in a different ap-
pearance, or color, depending on the illumination. The characteristic light interaction
of materials can be exploited to identify and distinguish the different phases or layers
present in our structures, avoiding the need for advanced and complex characterization
techniques. The next two sections present examples of situations where just an optical
analysis can help identifying phases and their delimitations, as well as, to check and as-
sess the quality of intermediate processes, like mechanical scribing for solar cell isolation.

3.3.1 Phase identification

Let us consider semi-transparent solar cells synthesized by etching a CIGSe absorber
into stripes, with sub-milimeter width, and alternating them with transparent glass to
achieve the semi-transparency [100]. Figure 3.10a is an optical top-view image showing a
fraction of one solar cell stripe across its width and Figure 3.10b is a schematic representa-
tion of the cross-section of the stripe, color coded to distinguish the different layers. The
optical image shows five distinct regions, starting from the edge towards the center: the
glass is shown in black, Mo layer has a white color, the CIGSe absorber layer displays a
grey appearance, the buffer and window layers are green and finally the metal grid is also
white/grey. To maximize efficiency and transparency, only the interface between glass
and the window layer would be visible from a top-view perspective, however the un-
controlled etching resulted in different widths for each layer, as illustrated by the height
profile in Figure 3.10c. In addition to performance deterioration, the distinct widths also
complicate the determination of the active area, necessary for accurate devices’ charac-
terization.

To confirm the spatial delimitations of each layer, EDX mapping of elements, char-
acteristic of each layer, was acquired from the same solar cell stripe segment. The ac-
celeration voltage used for the EDX mapping was 10 kV, in order to be mostly surface
sensitive while still being able to detect the relevant elements. Figures 3.10d-f show the
spatial elemental distribution of Se, Zn and O respectively and the color scale shows
higher content with brighter colors and lower with darker colors. Starting with the Se
map (Figure 3.10d), the Se signal originates from the uncovered MoSe2 bottom layer, as
well as from the exposed side walls of the CIGSe absorber layer. The distinction be-
tween MoSe2 and CIGSe is clear thanks to the Se signal constrast, which arises due to the
thickness difference between the nanometer thick MoSe2 and the 2 μm CIGSe absorber.
Note that the dark regions correspond to glass and the buffer/window layers which do
not contain any elemental Se. Comparing this spatial distribution with the color code
in the optical image (Figure 3.10a), it overlaps with the white colored Mo/MoSe2 layer,
along with the uncovered grey CIGSe absorber. A similar analysis and conclusion can be
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(a) (b) (c)

(d) (e) (f)

Figure 3.10: a) CLSM optical image of a top-view solar cell stripe. b) Schematics of the cross-
section stack making up the stripe solar cell. c) Ideal (red) and measured (black) line height
profile across the solar cell stripe. EDX elemental distribution, measured in the same region
as shown in a), for: d) Se, e) Zn and f) O. The acceleration voltage used was 10 kV. All three

maps share the same scalebar.

drawn from the Zn spatial distribution map, in Figure 3.10f, in the sense that the window
layers delimitations coincide with the green region shown in Figure 3.10a. Finally, the O
map highlights the delimitations of the glass substrate and again those of the window
layers. This shows the possibility of identifying the phases’ spatial delimitations, at a
macroscopic scale, by simple optical analysis.

Since the wavelength of visible light is in the range of hundreds of nanometers, a
similar optical analysis can be applied at the microscopic scale in order to, for instance,
identify secondary phases with distinct optical properties from the main phase. Just like
in our previous example, this method is solely for identification of materials that inter-
act differently with light and requires prior knowledge on which phases may be present.
Nevertheless, the ability to identify foreign phases remains of wide interest, for instance
to study a compound’s phase purity, as in the case of the multinary CIGSe. The following
example concerns secondary phases formed during the synthesis of Cu-rich (CGI > 1.0)
CIGSe in the array of micro-dots, produced by the two-step electrodeposition and an-
nealing synthesis method, discussed in the previous section. Figures 3.11a and b show
optical images of two sister CIGSe micro-dots near the interface with the SiO2 matrix.
Raman spectra were acquired from the distinct phases, at the locations indicated in the
images, and plotted in Figure 3.11c.

In both cases, different color contrasts are visible both inside the micro-dots and on
the SiO2 matrix. Focusing inside the micro-dots, three distinct phases can be identified.
In Figure 3.11a, black and grey granular phases are visible, whereas Figure 3.11b shows a
similarly grey phase and black polygon shaped structures. The Raman spectra of the grey
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(a) (b)

(c) (d)

Figure 3.11: a) and b) CLSM optical images of the morphology and distinct phases resulting
from the synthesis of two Cu-rich CIGSe absorbers in a patterned substrate. Circles high-
light the locations where Raman spectra were acquired. c) Raman spectra measured on the
regions indicated in a) and b). Spectra line colors match the measurement location indica-
tor’s color. d) Schematics representation of a cross-section view of a) and b) to illustrate the

MoSe2 layer extending underneath the SiO2. Dimensions are not to scale.

phase shows the characteristic A1 vibration mode of CIGSe, typically in the range 174-
184 cm-1 depending on the Ga content [99, 101], whereas the black granular phase addi-
tionally displays a vibration peak, at 262 cm-1, associated with Cu2-xSe [98]. This suggests
the CIGSe micro-dot contains regions with pure CIGSe intercalated with CIGSe/Cu2-xSe
regions. Here, the mixed B2/E mode of CIGSe is also detected around 230 cm-1 [99]. As
for the polygon structures in Figure 3.11b, they are associated with the Cu2-xSe Raman
peak and also appear similar in literature with SEM [102]. Outside the micro-dot, the
aura formed around the periphery corresponds to the MoSe2 layer that forms in-between
the Mo back contact and the CIGSe absorber, and in this case extended underneath the
SiO2 layer, as illustrated in the stack’s cross-section schematics in Figure 3.11d. Here, the
main observed Raman modes are the E1g at 169 cm-1, A1g at 240 cm-1 and E2g at 288 cm-1

[99, 103]. Conversely, the fourth peak measured at 251 cm-1 does not seem to come from
a MoSe2, but could possibly show the presence of elemental Se, in particular Se8 rings
[103, 104]. Finally, the pristine Mo underneath SiO2 does not have any particular Raman
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signature in this range.

These examples show that the optical analysis of thin films can be an effective and
simple method to identify phases present and their spatial delimitations. In the following
section, CLSM is applied as a troubleshooting tool to rapidly inspect the quality and
integrity of the layers.

3.3.2 CLSM as quality control technique

The synthesis of solar cells being done layer by layer, it is important to monitor the
quality of the underlying layer before proceeding with the next step of the synthesis.
In the following, examples are addressed where CLSM can help to qualitatively assess
the substrate and deposit before and after the synthesis, respectively. Additionally, two
examples where CLSM optical analysis can help assess the electrical isolation of solar
cells are also discussed.

The conditions of the substrates are crucial to ensure a controlled synthesis and op-
timize resulting properties. In fact, impurities modify the substrate surface’s properties
and may lead, among others, to poor adhesion of the film to the substrate [105] or to
the formation of pinholes during synthesis of thin films [106]. Traditionally, samples are
stored in a desiccator to maintain their properties, however the repeated access to the des-
iccator can lead to the contamination and oxidation of the substrate’s surface, as shown in
Figure 3.12a. Here, a zoom-in on an empty micro-dot shows an oxidized Mo surface, vis-
ible by its yellowish appearance, and the accumulation of contaminants. Naturally, these
impact the synthesis process and deteriorate the quality of the resulting device. Through
optical analysis, CLSM can quickly assess the condition of the substrate, for instance, af-
ter a cleaning procedure, as shown in Figure 3.12b or even the quality of the Cu deposit,
in the case of Figure 3.12c, here showing a mostly smooth and uniform Cu layer.

A different application of CLSM can be found later in the synthesis of solar cells,
specifically when isolating solar cells from any unwanted shunt path. This is generally
achieved by scribing, either mechanically or using a laser. Figure 3.12d shows the scribed
region around a complete micro solar cell, where the CIGSe absorber was deposited in-
side the micro-dot as well as on the SiO2 layer, implying that the buffer and window
layers are not in contact with the SiO2. Here, the scribing lines are generally sharp, isolat-
ing the region of interest from its surrounding. In this particular cell, the measured shunt
resistance, which translates to what extent the cell is electrically isolated, was fairly low
(25 Ωcm2 compared to typically 104 Ωcm2 for an isolated solar cell). Possibly, this is due
to the two holes, highlighted by the red dashed boxes inside the micro-dot and likely
down to Mo layer, which cause a shunt path between front and back contact layers. In
contrast, Figure 3.12e shows a group of three sister micro solar cells where the surround-
ing CIGSe on the SiO2 was removed, which led to the deposition of the buffer and win-
dow layers directly on SiO2. In this configuration, the scribing of the buffer and window
layers, directly on SiO2, is ineffective and leaves some debris, as highlighted with red
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(a) (b) (c)

(d) (e)

Figure 3.12: CLSM optical images of a micro-dot structure: a) before cleaning, b) after clean-
ing and c) after electrodeposition of a Cu layer. Region inside the circular micro-dot is the
exposed Mo and the Cu layer respectively, whereas region outside is the SiO2 layer. d) CLSM
optical image of a finished CIGSe micro solar cell after scribing (white lines). Red dashed
boxes highlight two holes in the CIGSe layer, which may cause the low shunt resistance. The
images’ brightness and contrast was adjusted to better highlight the micro-dot’s delimita-
tions. e) CLSM optical image of three finished CIGSe micro solar cells, connected in parallel,
after scribing for electrical isolation. The red dashed squares indicate the regions, within the

scribed lines, where potential shunt paths are located.

dashed squares in Figure 3.12e, which creates shunt paths and deteriorates the perfor-
mance of the devices.

To conclude, the ability of CLSM to quickly capture high quality images of large
areas is useful to easily identify and pinpoint regions of interest to investigate surface
properties, to distinguish phases, assess quality of film’s morphology, etc. Even if the
required information cannot be directly measured with CLSM, it can potentially identify
issues and thus guide the user to the appropriate method or characterization technique.

3.4 Summary

This chapter presents CLSM as a non-invasive, simple and reliable technique for mor-
phology measurements with a wide range of applications, with particular emphasis on
the synthesis of thin films. CLSM was demonstrated to effectively characterize an array
of micro-dots, allowing to measure the thickness of each layer, their roughness and assess
the evolution of the layers’ morphology, at every step of a synthesis process. This enables
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both a detailed study at the individual micro-dot level, as well as, a statistical approach to
study their behavior at the array level. A new methodology to measure relative compo-
sition in sequential processes, from the CLSM morphology maps, has been detailed and
verified with EDX. Combining with the phase diagram of the material, it was possible to
spatially predict which phases would form at the end of the synthesis process. Therewith,
it was demonstrated the impact the precursor’s morphology has on the final absorber’s
spatial composition, and consequently on the formed phases. Furthermore, examples of
how optical microscopy can be used to quickly differentiate phases in a material and to
assess the quality of substrates and thin films were discussed. In this context, CLSM was
shown to also be a diagnostic tool to monitor the process or to rapidly pinpoint possible
issues, allowing to intervene at an early stage.
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Chapter 4

Discovery of Na-based phase by

growing CIGSe on patterned

substrates

Having highlighted CLSM as an appropriate characterization technique to investi-
gate arrays of micro-dots, in the previous chapter, the next step is to study the impact of
using the patterned substrates for the growth of CIGSe material, as compared to the stan-
dard planar configuration. The aim is to discriminate the effects that are due to the choice
of using a patterned substrate from those due to the growth process. This knowledge will
be essential when investigating the material-efficient synthesis methods, in chapter 5, as
these are typically more challenging to control and thus harder to achieve high quality
material.

In this context, the PVD co-evaporation synthesis method aligns with the aim of this
chapter, as it is reproducible and has synthesized multiple world record level CIGSe ab-
sorbers [29, 107, 108]. This comes about due to the well controlled environment in which
the material is grown, as well as the particular order of evaporation of the different con-
stituents of CIGSe [57]. In short, this chapter explores the fundamental limitations of
growing absorber material onto patterned substrates by decoupling the intricacies of
growing high-quality CIGSe, i.e. with a pure phase and state of the art optoelectronic
properties, from the contributions due to the substrate. Indeed, a critical aspect for CIGSe
grown on Mo, the back contact substrate of choice, is the back surface recombination that
can cause a severe drop in VOC and thus limit the PCE [109]. To reduce back surface
recombination, either a Ga gradient across the CIGSe absorber or the addition of a passi-
vation layer have been put forward [57]. An example of the latter is the development of
a passivation layer with small openings to form point-like contacts, which minimize the
area of back contact with the absorber, leading to lower voltage losses [109]. Typically,
dielectric layers like aluminum oxide (Al2O3), silicon oxide (SiO2) or hydrogenated sili-
con nitride (SiNx:H) are used as passivation layers [109, 110], as they are considered ideal
substrates, i.e. lead to less interface defects. The patterned substrates investigated in this
work, presented in section 2.1.1 of chapter 2, share a similar configuration as the above
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described point-like contacts, although with different dimensions. Thus, comparable pas-
sivation effects are expected when growing CIGSe on the patterned substrates, in terms
of voltage losses. Furthermore, CIGSe growth studies have shown that the diffusion of
dopants, like Na, is beneficial for the solar cell’s performance [111, 112]. These dopants
originate from the underlying substrate, typically from the soda lime glass underneath
the Mo layer. However, these studies do not consider the impact that the patterned dielec-
tric layers have on the diffusion of dopants, given that they also act as diffusion blocking
layers [113, 114]. Thus, it is of interest to investigate how the patterned substrates, used
in this work, impact the diffusion of dopants during the synthesis of high-quality CIGSe.
For comparison purposes, the same growth process and analysis are also performed on
absorbers grown on conventional, unpatterned, substrates. In this case, the resulting so-
lar cells have achieved PCEs of 13 % consistently and without particular post-deposition
optimization [56].

In the present chapter, the questions that will be addressed are in section 4.1, whether
the SiO2 patterned substrates interfere with the growth of the CIGSe absorber and what is
their impact on the CIGSe’s morphology and optoelectronic performance. In section 4.2,
three methods to circumvent the found impacts are explored. Lastly, in section 4.3, a
comparison between the co-evaporation method and the sputtering synthesis route is
made to investigate the impact of the synthesis method. To have an overview of the
synthesis routes discussed in this chapter, the reader can refer to the summary schematics
(Figure 2.6) shown in chapter 2.

4.1 Diffusion in co-evaporated absorbers

4.1.1 Formation of secondary phase due to patterned substrate

The high-quality CIGSe absorbers were grown with a three-stage co-evaporation pro-
cess in a PVD chamber at 580 °C [56]. The target thickness of the CIGSe absorber was
1 μm, to facilitate the distinction between the material grown inside the 2 μm deep SiO2

holes and that grown directly on SiO2, while retaining a thick enough absorber to ab-
sorb most (95%) of the incident solar spectrum [115]. A cross-sectional schematic of the
resulting configuration is shown in Figure 4.2a.

Morphology analysis

Before addressing the morphology of the CIGSe grown on the patterned substrate,
it is of interest to observe the morphology of the reference sample, that is, CIGSe grown
on the unpatterned Mo substrate. Given the novelty of using CLSM to characterize the
morphology of CIGSe, Figure 4.1 shows an SEM image and a CLSM optical image, re-
spectively, of the surface morphology of the same CIGSe absorber layer.
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(a) (b)

Figure 4.1: a) SEM image of the surface morphology of the reference CIGSe absorber. Im-
age acquired with an acceleration voltage of 20 kV. A schematics of the cross-section of the
sample is shown as inset. b) CLSM optical image of the same reference absorber but in a

different location than a).

The techniques show a similar morphology, that is, a homogeneous granular surface.
The optical image shows, in addition, the color of the granular phase to be grey, which
was already associated with CIGSe in chapter 3 and is also confirmed here.

The patterned substrates used for this analysis contain three regions of interest, on
which CIGSe was grown, that are highlighted in Figure 4.2b: (I) arrays of micro-dots with
diameters ranging from 500 μm to 10 μm. Note that the micro-dots with diameters below
100 μm are not distinguishable at this scale. (II) SiO2 matrix, which accounts for most
of the area of the substrate. (III) Large area of exposed Mo located at the corner of the
substrate. The different regions can also be distinguished by the CIGSe layer’s color. To
investigate whether the morphology, at the microscopic level, also differs from one region
to the other, CLSM optical images of the respective locations are shown in Figures 4.2c-f.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.2: a) Cross-sectional schematic representation of the CIGSe absorber (along region I)
deposited on the patterned substrate. b) Optical image of the three regions of interest of the
patterned substrate after CIGSe deposition. Region I (in blue) corresponds to the micro-dots,
region II (in black) to the CIGSe grown on SiO2 and region III (in red) to the CIGSe grown
on Mo at the corner of the substrate. CLSM optical images of the film’s morphology at the

microscopic level in: c) and d) region I, e) region II and f) region III.

Looking at the film’s morphology, the typical grey polycrystalline morphology of
CIGSe is observed in all three regions. Surprisingly, a secondary phase, with an appear-
ance of yellow crystals, co-exists with the main phase in the different regions. Focusing
on the material grown inside the micro-dots, in region (I), in addition to the CIGSe phase
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and the yellow phase, the film also shows cracks and blisters. As an example, in Fig-
ure 4.2c, a blister is visible on the right side of the image, near the edge of the micro-dot
(curved line along the left side of the image). This implies a poor film adhesion to the
Mo layer underneath. Interestingly, a particularly high density of yellow phases is lo-
cated along the blister and the cracks. Alternatively to the blisters, larger yellow struc-
tures have also been observed inside the micro-dots, as shown in Figure 4.2d. This was
observed consistently inside the micro-dots independently of their diameter. For com-
parison purposes, Figures 4.2e and f show the morphology of the film grown on the SiO2

matrix and on the corner large area Mo, respectively. In both regions (II and III), the
CIGSe phase and the yellow phases are observed, with the film grown on Mo, showing
a higher density of yellow phases. Nevertheless, the largest yellow phases were found
inside the micro-dots, suggesting that the source of formation of these secondary phases
could originate from the micro-dots. Also, neither blisters nor peeling of the CIGSe from
the SiO2 were observed, contrarily to the CIGSe grown on Mo at the corner of the sample
(not shown). Furthermore, the formation of yellow phases is particular to the patterned
substrate, as the morphology of the film grown on the unpatterned substrate, in Fig-
ure 4.1, shows only the grey polycrystalline CIGSe phase.

In literature, the formation of a secondary phase, with similar dimensions and ge-
ometries as the yellow phase, was reported on unpatterned substrates for different CIGSe
evaporation processes, all of which used a NaF precursor layer [116–119]. In fact, Lee et
al. report an optical image where yellow microstructures are visible alongside CIGSe
after a three-stage process with a NaF precursor layer [117]. Nevertheless, the above
mentioned studies do not agree on a particular phase, but rather discuss the formation of
a (Cu,Na)–(In,Ga)–Se compound.

Composition analysis

A first approach to identify our yellow phase is to measure its composition. For this,
EDX analysis is performed at an acceleration voltage of 10 kV in order to be more surface
sensitive and avoid signal from a possible phase underneath the yellow phase. To easily
identify the location of the yellow phase on the SEM image (see Figure 4.3b), an optical
image from CLSM was used as reference (Figure 4.3a). Four EDX point spectra were
measured to distinguish between: (1) CIGSe phase grown on the SiO2 matrix, (2) CIGSe
grown inside the micro-dot, directly on Mo, (3) large yellow phase inside the micro-dot
and (4) small yellow phase located outside the micro-dot. The locations where the spectra
were acquired are indicated by numbered dots shown on the SEM and CLSM images. The
corresponding energy spectra are plotted in Figure 4.3c, where the two spectra, pertinent
to the yellow phases, were shifted upwards for ease of comparison. The identified peaks
have been assigned according to their respective elements’ electronic transitions [64].
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(a)

(b) (c)

(d) (e)

Figure 4.3: a) CLSM optical image and b) SEM image of the region from which the EDX
spectra in c) were acquired. The precise locations are indicated with numbered circles and
color-coded to match the corresponding EDX spectra and label. c) EDX spectra measured
from the corresponding locations at 10 kV. The two spectra from the CIGSe phase (1 and 2)
were shifted upwards and are overlapped to show their similarity. The bottom two spectra
(3 and 4) are related to the secondary phase. The relevant peaks were labelled with the
corresponding elements. d) Elemental composition distribution, extracted from the EDX
spectra, for the four different regions. The error expected for elemental content is in the

range of 1-2 at%. e) Raman spectra measured from the same four regions.

The spectra taken from the CIGSe phases inside (2) and outside (1) the micro-dot are
indistinguishable and show the characteristic x-ray peaks of Cu, In, Ga and Se. This sug-
gests that the grown phase is identical in both regions. In the case of the yellow phases,
the spectra are also similar inside (3) and outside (4) the micro-dots with only slight vari-
ations in the peaks’ intensity. Here, the main identified peaks are those of O, Na, Cu, In,
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Ga and Se. The differences with the CIGSe spectra are the appearance of the Na Kα1,2 and
the O Kα1 lines in addition to the pronounced decrease in intensity of the Cu Lα1 peak.
Note that the increase from the C signal could be associated with the extended exposure
to the electron beam, given that the measurements were performed in the same chrono-
logical order as their labeling [120]. Given the controlled environment in the deposition
chamber, the origin of O is likely from the exposure of the sample to ambient air, whereas
the surprisingly high Na content (∼10 at%), within the yellow phases, is hypothesized
to come from the soda lime glass by diffusion during the evaporation process at 580 °C.
The analysis of this abnormal diffusion of Na will be carried out in the next section, after
further characterization of the Na-based secondary phase.

To illustrate the changes in elemental composition between the two phases, Fig-
ure 4.3d shows the relative atomic content of the constituents of the two phases in the
four discussed regions. As mentioned before, within the same phase, little to no changes
are observed. However, when comparing the two phases, the relative composition dif-
fers considerably. In fact, the Cu(In,Ga)Se2 phase (regions 1 and 2) shows indeed the
1:1:2 ratio (Cu:III:Se measured 25:27:49 for region 1), whereas the yellow phases (regions
3 and 4) clearly show a different composition ratio. One hypothesis to justify the com-
position measured from regions 3 and 4, is to assume that the measured Cu originates
from an underlying CIGSe 1:1:2 phase (measured 5:5:10 for region 3) and that the yel-
low phases contain no Cu, i.e., Cu is completely substituted by Na in the chalcopyrite
structure. In this case, the yellow phases have a composition ratio close to 1:3:5 (mea-
sured 9:26:45 for region 3). The results that support the assumption of Na substituting
Cu are discussed in the following paragraphs. Thus, the yellow phases would corre-
spond to the OVC phase Na(In,Ga)3Se5. To further investigate the possible phases that
make up these yellow phases, Raman spectroscopy is measured on the same four regions
described above and the resulting spectra are plotted in Figure 4.3e. The CIGSe phase,
inside (2) and outside (1) the micro-dot, displays the typical CIGSe A1 mode at 177.7 cm-1

[101]. In both regions (3) and (4), the yellow phases show a broad peak which was fitted
by two Gaussian functions centered at 236.3 cm-1 and 255.6 cm-1. These two peaks are
also characteristic of the E modes of CuIn3Se5 and CuGa3Se5, respectively [121] or more
generally associated to In-Se and Ga-Se phases [122]. This common point between these
phases could suggest that the E modes are unaffected by the group I cation, in the OVC
phase. However, the main A1 modes of the OVC phases (CuIn3Se5 and CuGa3Se5) are
expected at 154 cm-1 and 166 cm-1, respectively [121], which were not present in our case.
Indeed, since the A1 mode is associated with the Se atoms’ vibration [123], which are
bonded to the group I cations (Cu or Na), its frequency is expected to change depend-
ing on which cation is present. EDX analysis does suggest a major substitution of Cu by
Na in the yellow phases, which could explain the absence of the A1 mode. This further
suggests the yellow phases to correspond to the OVC phase Na(In,Ga)3Se5. Note that
in region (4), the small signal from the A1 mode of CIGSe is visible, however it is likely
arising from the underlying CIGSe phase.
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The enhanced diffusion of Na in the patterned substrates was observed to cause a
very poor adhesion of CIGSe to Mo, leading to blisters and peeling inside the micro-
dots. This has unveiled Na-based phases located directly on the Mo/MoSe2 layer, which
suggests that they are also present in the bulk of the film. Additionally, it allows to
characterize these Na-rich phases without the signal from the CIGSe phase, as shown in
Figure 4.4. Note that the color of the Na-based phases has changed to orange with time,
i.e., with air exposure.

(a) (b)

(c) (d)

Figure 4.4: a) CLSM optical image of the region, inside a 500 μm micro-dot, from which
the EDX spectra in b) were acquired. The precise locations are indicated with numbered
circles and color-coded to match the corresponding EDX spectra and label. b) EDX spectra
measured from the corresponding locations at 10 kV. The relevant peaks were labelled with
the corresponding elements. CLSM optical image of the periphery of a micro-dot measured
c) directly after and d) six months after the CIGSe deposition. The change in color of the

Na-based phases and the CIGSe phase are attributed to oxidation.

Figure 4.4a is a CLSM optical image of a region, inside a 500 μm micro-dot, where
partial delamination of the CIGSe film took place and exposed both the Mo/MoSe2 un-
derlying layer (2) and some isolated Na-based phases (3). The spectrum acquired from
the Na-rich phase (3) highlights the presence of C, O, Na, In, Ga and Se, however the Cu
peak is absent. Indeed, when measuring an isolated Na-rich crystal, no Cu signal is mea-
sured, suggesting that Na completely substitutes Cu in the CIGSe structure [124]. The C
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and O peaks are clearly more pronounced comparatively to the other two investigated
regions, which suggests a higher contamination due to air exposure. This could also ex-
plain the observed change in color of the phase and renders the composition analysis
more complicated. The Mo/MoSe2 layer shows only the peaks associated with Mo and
Se, whereas the spectrum measured on the CIGSe film (1), puts forward the presence of
Cu, In, Ga and Se, as expected.

The effect of oxidation can clearly be seen by comparing the same region of the sam-
ple at different times. Figure 4.4c shows the periphery of a micro-dot freshly measured
after deposition, whereas 4.4d presents the same region after six months. An attentive
comparison of the two images infers that the density of Na-based phases remained the
same, however the grains grew in diameter by 20± 10 % on average, possibly due to the
incorporation of C and O in the grains with time. Studies on the influence of Na during
the growth of CIGSe have shown that large concentrations of Na lead to the formation
of sodium-polyselenide Na2Sex precipitates, which oxidize in contact with humid air to
form Na2SeO3 and Na2CO3 [125, 126]. However, neither the measured EDX ratios nor
the Raman literature database [127–129] match the above mentioned phases and are thus
discarded here.

Structural analysis

Finally, to attempt to determine the crystallographic structure of the yellow phases,
x-ray and electron diffraction techniques were employed. Given the relatively small size
of the Na-based phases comparatively to the CIGSe phase, the x-ray diffractograms only
detected the latter phase. Thus, the focus is put on the Kikuchi lines, from the CIGSe and
the Na-based phases, obtained by EBSD and shown in Figure 4.5. Additionally, an index-
ing overlay for the theoretical tetragonal crystal structure of CuInSe2 is also presented to
identify the matching planes.

For the CIGSe phase, in Figures 4.5a and b, the Kikuchi lines are sharp and the in-
dexing to the chalcopyrite structure shows a good agreement with the measured planes.
Regarding the EBSD pattern from the Na-based phase, in Figures 4.5c and d, the Kikuchi
lines are fainter, possibly relating to a lower crystallinity. Nevertheless, the indexing to
the chalcopyrite structure seems to also agree, albeit to a relatively lower extent than for
the CIGSe phase. The poorer agreement could be due to the lattice distortion caused by
the different atomic size of Na comparatively to Cu. This suggests that the Na-based
secondary phase could in fact have a chalcopyrite structure and thus be identified as
Na(In,Ga)3Se5.
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(a) (b)

(c) (d)

Figure 4.5: a) Raw and b) indexed EBSD Kikuchi pattern recorded from the CIGSe phase. c)
Raw and d) indexed EBSD Kikuchi pattern recorded from the Na-rich phases on Mo/MoSe2.
In both cases, indexation was done based on the chalcopyrite tetragonal structure. Green
lines correspond to the simulated Kikuchi bands expected from the chalcopyrite tetragonal

structure and the yellow dashed lines are the Kikuchi lines identified experimentally.

To sum up, the formation of a Na-enriched secondary phase was put forward when
growing CIGSe specifically on the patterned substrates. Chemical and structural analysis
suggest the secondary phase corresponds to Na(In,Ga)3Se5.

4.1.2 Enhanced Na diffusion due to patterned substrates

Having identified the yellow phases, the origin of the high Na content is explored in
the current section. As hypothesized previously, the relatively high Na content is coming
from the soda lime glass by diffusion during the evaporation process at 580 °C, driven
by the concentration gradient. Traditionally, for unpatterned CIGSe films, it is known
that the Na contained in the soda lime glass diffuses through the columnar structured
Mo layer [130] and is incorporated within the CIGSe phase [131]. In these cases, the
concentration of Na is spatially homogeneous and below 1 at%, which is below the EDX
detection limit. Thus, the low Na density within CIGSe, in the standard substrate case,
does not form the yellow crystals secondary phase, as observed previously by CLSM and
reminded in Figure 4.6a. A schematic representation of the Na diffusion in a standard
substrate is depicted in Figure 4.6c.
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(a) (b)

(c) (d)

Figure 4.6: CLSM optical image of the CIGSe surface morphology grown on a) an unpat-
terned substrate (repeated from Figure 4.1b) and b) a patterned substrate (repeated from
Figure 4.2d). Simplified schematic representation of a cross-sectional view of the diffusion of
Na, during a high-temperature synthesis process, on c) a conventional unpatterned substrate
and d) an SiO2 patterned substrate. Red dashed arrow (1) represents the typical diffusion
of Na driven by the concentration gradient, orange dashed arrow (2) depicts the redirection
of Na diffusion induced by the diffusion barrier layer and dark orange dashed arrow (3)
illustrates the access path of Na to the CIGSe grown on SiO2. Dimensions are not to scale.

With the patterned substrates, a locally high concentration of Na ([Na]/[Cu]≈2) was
observed, where the yellow crystals formed. Furthermore, the region with the largest yel-
low crystals was inside the micro-dots, as reminded in Figure 4.6b, which suggests this
region to be the access path for Na diffusion, from the soda lime glass. However, assum-
ing a similar diffusion path as for the standard substrate does not explain the observed
excess of Na content. Instead, taking into account that the SiO2 matrix is a diffusion bar-
rier, an important Na content is hypothesized to accumulate at the Mo/SiO2 interface,
which builds up a Na concentration gradient between the Mo/SiO2 interface and the
Mo/CIGSe interface. This results in a second diffusion path which drives the Na content
at the Mo/SiO2 interface towards the CIGSe grown inside the holes of the SiO2 matrix,
i.e. the micro-dots. Thus, as illustrated in Figure 4.6d, a high enough local Na density
would be supplied, to the CIGSe phase, to form a Na-based secondary phase.

As for the Na present in the smaller yellow crystals, located above the SiO2 layer, it
is hypothesized to have diffused through the CIGSe phase itself to migrate outside of the
micro-dots region. In fact, the adsorption profile of the elements in the PVD chamber is
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spherically symmetric, thus the film grows not only perpendicular to the Mo layer but
also along the side walls of the micro-dots. This creates a diffusion path for Na to access
the fraction of film grown directly on the SiO2, that is, outside of the micro-dots. To be
more precise, Na is known to preferentially diffuse in CIGSe through grain boundaries
and Cu-vacancies [131], which should be present in the film given its polycrystalline
aspect and Cu-poor composition, i.e. CGI = 0.92± 0.05.

Conceding that Na diffuses through the micro-dots, it would be expected to measure
a Na concentration with a typical point-source diffusion distribution, i.e. a radially sym-
metric 2D Gaussian, around the micro-dots. To investigate this hypothesis, EDX elemen-
tal mapping was performed around a micro-dot. Figure 4.7 presents a secondary electron
image of the investigated region and the elemental maps of Na and Cu, which are the
main signatures of the two relevant phases. To compare with the unpatterned substrate
case, a similar EDX analysis is performed on the corresponding CIGSe absorber.

(a) (b) (c)

(d) (e) (f)

Figure 4.7: a) Zoom-out SEM image, of the same micro-dot region as in Figure 4.3a, from
which EDX elemental maps were acquired. Corresponding EDX elemental distribution
maps for b) Na and c) Cu acquired at 10 kV. d) SEM image of the CIGSe surface morphology
grown on the unpatterned substrate. Corresponding EDX elemental distribution maps for

e) Na and f) Cu.

Using the electron image as location reference, the distribution of Na does not fol-
low the anticipated Gaussian behavior around the micro-dot, but rather shows a seem-
ingly random distribution of microscopic sized regions with higher Na content. These
correspond to the locally formed yellow crystals. Note that the non-zero homogeneous
background signal is artificially created by the analysis software, as inspection of the re-
spective spectra shows no Na peak is measured, just like in Figure 4.3. This means that
Na only aggregates in particular nucleation sites to form the yellow crystals, otherwise it
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is below EDX detection limit. When discussing the Na-enriched phases in unpatterned
substrates, Hariskos and Powalla suggest that the formation of the Na phases is explained
by the limited solubility of Na in CIGSe and can be interpreted as a "phase separation"
from the chalcopyrite phase [132]. This result could be a reason for having a random dis-
tribution of Na yellow crystals, instead of a Gaussian distribution. For the unpatterned
substrate, both elemental maps are spatially homogeneous as expected and no Na is de-
tected. This confirms that the peculiar distribution of Na is particular to the patterned
substrates.

Comparing the elemental maps of Na and Cu, in Figures 4.7b and c, highlights the
two elements to be complementary over a range of 100 μm, which implies that Na dif-
fused at least this distance during synthesis. In fact, although the Na-based yellow crys-
tals are mainly present inside the micro-dots, they were also found throughout the sam-
ple, as pointed out previously in Figure 4.2. Supposing the process is solely driven by
diffusion through the CIGSe phase, the average square radius of spreading < r2 > is
given by a two-dimensional random walk and thus can be calculated with equation 4.1
[133]. Therewith, one can estimate the distance < r >, from the source, at which no more
Na-based crystals should be found. The diffusion time t is given by the growth time
30 min, whereas the bulk diffusion coefficient D of Na in CIGSe at 580 °C was estimated
to 7.4·10-10 cm2s-1 from an exponential fit to similar data found in the following references
[131, 134].

< r2 >= 4D(T)t (4.1)

Thus, the estimated distance < r > travelled by Na, during the synthesis process,
is 23 μm. However, yellow crystals were found at much higher distances from the pos-
sible sources of Na (micro-dots, large area exposed Mo at sample’s corner and sample’s
edge). Figure 4.8 shows CLSM optical images of the film’s morphology taken at different
distances from the possible Na sources, as indicated in Figure 4.8a.

Figure 4.8b is measured 0.5 mm away from the closest micro-dot and the density of
yellow crystals found is comparable to that observed outside of a micro-dot. This already
discards diffusion through the bulk CIGSe phase as an argument, as it could only justify
23 μm of spreading. Moving further away, Figure 4.8c is acquired 3 mm from the closest
micro-dot and despite the density of yellow crystals not changing much, their size seems
to reduce. Finally, in Figure 4.8d, 5 mm away from the micro-dot, and roughly 2 mm
from the edge of the sample, little to no yellow crystals are present. This gives an order
of magnitude for the spreading distance of Na and indicates that the edge of the sample
is not a major source of Na. Possible explanations would be either: (i) diffusion of Na
along the surface of CIGSe film or (ii) the formation of a Na, elemental or compound,
gas phase that could diffuse in vacuum and then nucleate and form the yellow crystals
away from the micro-dots. This could be possible due to the synthesis high temperature
and low pressure (∼ 10-9 mbar) inside the PVD chamber. Although it is not possible to
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(a) (b)

(c) (d)

Figure 4.8: a) Optical image showing a macroscopic overview of the CIGSe absorber grown
on the patterned substrate and the approximate locations of the measured images shown in
b), c) and d). The red circles indicate the measurement location and their labels correspond
to the distance, in mm, from the micro-dot array, i.e. the source of Na. CLSM optical images
of the absorber’s morphology at the microscopic level: b) 0.5 mm, c) 3 mm and d) 5 mm away

from the micro-dot array.

distinguish between the two cases, both align with our observations. In both situations,
the diffusion coefficient is orders of magnitude higher than bulk diffusion. In fact, stud-
ies have estimated the surface diffusion coefficient on many distinct systems, like Na
diffusing on a defective phosphorus monolayer [135] or the diffusion of elements on sub-
strates with different crystallographic orientations [136]. The reported surface diffusion
coefficients were typically around 10-4 cm2s-1. Extrapolating to our system, such a sur-
face diffusion coefficient would indeed justify the formation of Na-based yellow crystals
millimeters away from the micro-dots. In fact, the higher diffusion coefficients would
also give enough time for Na to diffuse and nucleate only at preferential nucleation sites,
which in turn would result in a random distribution of yellow crystals at the surface of
the film, as was in fact observed.

To summarize, the use of patterned substrates, which are also diffusion barriers,
leads to locally enhanced diffusion of dopants from the substrate, which can reach dis-
tances in the mm-range away from its source.
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4.1.3 Impact of Na diffusion

The enhanced diffusion of Na on the patterned substrates has several implications
for the synthesis of CIGSe. As discussed in the previous sections, the formation of sec-
ondary phases appears to be associated with the delamination of the CIGSe layer, ren-
dering it unusable. On the same note, the enhanced diffusion of Na seems to reduce the
adhesion between the Mo and the CIGSe layer, causing fissures and blisters, as was seen
in Figures 4.2 and 4.4. These likely originate from the extra strain due to the diffusion of
Na and lead to delamination of the film or additional interface defects which deteriorate
the CIGSe absorber optoelectronic quality. In fact, even if some of the micro-dots did not
show fissures nor blisters after growth, their weak adhesion to Mo is manifested after the
CdS buffer layer deposition, where the CIGSe film is partly or totally delaminated into
the solution, as shown in Figure 4.9 with the respective optical images and height maps.

(a) (b)

(c) (d)

Figure 4.9: a) CLSM optical image of a micro-dot from which the CIGSe absorber layer
mostly delaminated after the deposition of the CdS buffer layer. b) CLSM height map cor-
responding to the optical image in a). c) CLSM optical image of a sister micro-dot from
which the CIGSe layer partly delaminated after the CdS deposition. d) CLSM height map

corresponding to the optical image in c).

The incorporation of Na in the CIGSe phase during synthesis has been associated
with a controversial change in grain size, depending on the synthesis process [126, 137].
In fact, an increase was observed for co-evaporation [138, 139] and sequential process
[140, 141], whereas a decrease was reported for three-stage co-evaporated films [142–144].
Figures 4.10a and b show the polycrystalline morphology of CIGSe near the periphery of
two micro-dots (right side of the images), with different diameters, from the same array.
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(a) (b)

(c)

Figure 4.10: a) and b) are CLSM optical images showing the morphology of the CIGSe ab-
sorber at the periphery of two micro-dots from the same array. A fraction of the micro-dots
can be identified on the right side of the images, with their periphery visible through two
vertically curved lines. The contrast, brightness and sharpness of the images were adjusted
to highlight the delimitations of the grains. c) Panchromatic PLQY maps of two regions con-
taining five micro-dots in total. The red dashed squares indicate the approximate location of

the CLSM optical images in a) - left square and b) - right square.

On the one hand, in Figure 4.10a, the grain size (1.4± 0.2 μm) does not seem to change
with radial distance from the micro-dot. On the other hand, in Figure 4.10b, the grain size
does show a radial dependence, as the grains located close to the micro-dot, i.e. the source
of Na, have an average diameter of 2.3± 0.4 μm whereas further away grains are smaller
(1.6± 0.4 μm). Also, no particular trend between grain size and micro-dot diameter was
observed. This suggests that either the distribution of Na in the soda lime glass is inho-
mogeneous or the Mo in each micro-dot is different enough to cause a different flux of
Na. Regarding the latter hypothesis, it is worth mentioning that, in this case, no partic-
ular cleaning procedure was applied to the substrate prior to the CIGSe deposition. This
led to a few micro-dots having an outlier grain structure (like in Figure 4.10b). Introduc-
ing a cleaning procedure targeted for removing organics and oxides (for instance MoO3,
which is known to influence Na diffusion [131]) resulted in grain structures similar to
Figure 4.10a in all micro-dots. This could imply that the controversial change in grain
morphology is also determined by the surface properties of the Mo layer. Nevertheless,
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in both hypothesis, it is different fluxes of Na, through different micro-dots, that affect
the grain structure of the resulting CIGSe during synthesis.

Another effect of Na incorporation in CIGSe is the increase in radiative photolumi-
nescence due to the passivation of defects and larger hole concentration induced by Na
doping [126, 145]. This would be visible in a mapping of photoluminescence quantum
yield (PLQY), as shown in Figure 4.10c. The approximate location of measurement of
the optical images, in Figures 4.10a and b, is indicated in the PLQY map by red dashed
squares. For all measured micro-dots, the PLQY maps show an aura, surrounding each
micro-dot, with a higher PLQY which decreases with radial distance from the micro-dot.
The width of the aura is roughly 50 μm, which matches the width of the region with
large grains in Figure 4.10b and is on the same order as the bulk diffusion distance of
Na (23 μm). Note that the relatively low PLQY inside the micro-dots could be due to an
excessively high Na content that led to non-radiative defects [131, 146, 147].

Both the grain size and the photoluminescence radial dependence are examples of
effects directly caused by the diffusion of Na and also corroborate with the model de-
scribing its diffusion from the soda lime glass through the micro-dots. Despite that, the
radial dependence was not observed in the EDX Na map (in Figure 4.7), possibly because
the Na content in the CIGSe phase is below EDX’s detection resolution, whereas the yel-
low crystals contain a substantial amount of Na.

In short, the enhanced diffusion of Na, due to the patterned substrate, has both ben-
eficial (assisted grain growth, less non-radiative defects) and detrimental (weak layer ad-
hesion to substrate, inhomogeneous properties) effects on the synthesized CIGSe layer.

To conclude, this section has demonstrated that the SiO2 patterned substrates inter-
fere with the growth of the CIGSe absorber in that it induces a locally enhanced diffusion
of Na through the micro-dots, which causes a poor adhesion of the CIGSe layer to the
Mo back contact, leading to the delamination of the latter. Thus, the patterned substrate
cannot be used as is to synthesize micro solar cells. Therefore, in the following, methods
to circumvent the enhanced diffusion of Na are explored.

4.2 Reduce Na diffusion

In this section, three different approaches are discussed to counter the excessive dif-
fusion of Na in the patterned substrates. First, since diffusion is thermally driven, one
possibility is to reduce the temperature of growth during synthesis, therewith reducing
the flux of Na from the substrate. Second, given that one diffusion channel for Na is the
presence of Cu-vacancies, the growth of CIGSe absorber with a slight excess of Cu is ex-
pected to also decrease the flux of Na during growth. Third, a diffusion barrier for Na is
introduced between the soda lime glass and the Mo layer. Whenever possible, electronic
characterization of the absorbers is performed to assess the quality of the produced films.
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4.2.1 Lower synthesis temperature

Morphology analysis

The temperature dependence of the diffusion coefficient follows an Arrhenius equa-
tion [148], meaning that the diffusion coefficient decreases exponentially when the tem-
perature is reduced. The synthesis temperature was reduced to 450 °C inspired on the
multistage co-evaporation process, demonstrated by Hertwig and co-workers [149], which
yielded high quality CIGSe absorbers. Figure 4.11 shows CLSM optical images of the re-
sulting CIGSe absorber’s morphology, grown at 450 °C, measured in the three regions of
interest within the sample (see Figure 4.2b for details, in blue (I) array of micro-dots, in
black (II) SiO2 matrix and in red (III) large area exposed Mo located at the corner of the
substrate).

Starting with the array of micro-dots, in Figures 4.11a and b, the morphology of the
film shows the main grey CIGSe phase and, around some micro-dots, a radial distribu-
tion of small (∼ 1 μm) Na(In,Ga)3Se5 yellow crystals can also be distinguished within a
distance of ∼ 20 μm from the micro-dot (see Figure 4.11b). No blisters were observed,
suggesting that the CIGSe has now a better adhesion to the Mo back layer and, by the
same token, it corroborates that the peeling of the CIGSe, seen in the high temperature
absorber (see Figure 4.4), was caused by the excessive flux of Na through the micro-dots
during synthesis. Regarding the film grown on SiO2 (in Figure 4.11c) and on Mo at the
sample’s corner (in Figure 4.11d), only the CIGSe phase seems to be present. Note that
the distinct texturing of the CIGSe morphology, on these two regions, may be due to the
growth happening on distinct underlying layers. In fact, the texture of the CIGSe phases
grown on Mo, that is, inside the micro-dots (Figure 4.11a) and at the edge of the sample
(Figure 4.11d), are very similar. In all cases, the density of Na(In,Ga)3Se5 yellow crystals
was reduced, although not completely suppressed, implying that the flux of Na from the
substrate was lower. As a reference, Figure 4.11e presents the morphology of the CIGSe
absorber grown on an unpatterned substrate at 450 °C, during the same process batch
as the patterned substrate. Just like for the reference absorber grown at 580 °C, shown in
Figure 4.1 and repeated here in Figure 4.11f, no secondary phase is present and the texture
of the CIGSe phase is rather similar to those grown on Mo on the patterned substrate.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.11: CLSM optical images of the CIGSe morphology grown on a) and b) two sister
micro-dots, c) the SiO2 matrix, d) the Mo at the corner of the sample, e) the unpatterned Mo
substrate at 450 °C and f) the unpatterned Mo substrate at 580 °C (repeated from Figure 4.1).

Since the morphology of the absorbers, inside the micro-dots, is adhering to the Mo
back layer, a CdS buffer layer was deposited to mimic the process of synthesizing solar
cells. Here, a 5 wt% KCN treatment for 30 s was performed prior to the buffer deposition.
The deposition of the window layers (intrinsic ZnO and Al-doped ZnO) was performed
by radio-frequency magnetron sputtering. In principle, this is a baseline process and is
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not expected to impact the underlying layers. However, in the case of the patterned sub-
strate, the sputtering process has caused the partial detachment of the CIGSe layer from
the Mo back contact, in particular in the micro-dots with larger diameters. To visualize
this effect, Figure 4.12 shows optical images of the same array of micro-dots at each stage.

(a)

(b)

(c)

(d) (e) (f)

Figure 4.12: Overview optical images of an array of micro-dots: a) after deposition of CIGSe
absorber, b) after deposition of the CdS buffer layer and c) after deposition of the window
layers. The brightness and contrast of these three images was adjusted in the same way to
highlight the changes in morphology, in particular inside the micro-dots, at each step of the
process. CLSM height maps measured after the deposition of the window layers of three
micro-dots with diameters of: d) 100 μm, e) 60 μm and f) 40 μm. All height maps share the

same scalebar. The CIGSe grown on SiO2 is used as reference plane (height = 0 μm).



4.2. Reduce Na diffusion 87

Figures 4.12a and b show the array after the growth of the CIGSe absorber and after
the deposition of the CdS buffer layer, respectively. At this point, no major morphologi-
cal difference is observed between the two images. However, after the sputtering of the
window layers (in Figure 4.12c), it is visible that the morphology of the micro-dots, spe-
cially with larger diameters, was deformed. This is confirmed by the height maps taken
from a selection of micro-dots, shown in Figures 4.12d-f. The surface of the CIGSe grown
on SiO2 is used as height reference (height = 0 μm). Figures 4.12d and e highlight that
the films, inside the micro-dots, inflated considerably, which led to delamination in some
cases. Conversely, the micro-dots with smaller diameters (< 60 μm) show no damage after
the sputtering (see Figure 4.12f).

The excessive flux of Na from the soda lime glass, observed in the sample grown at
580 °C, caused a severe delamination of the CIGSe film directly after growth. With that in
mind, it is hypothesized that despite lowering the synthesis’ temperature to 450 °C, and
thus reducing the Na flux, the persisting flux of Na does not allow for a good enough
adhesion of the CIGSe absorber to the Mo layer to withstand the sputtering process. This
suggests that lowering temperature is not enough to control the Na content from the
substrate effectively, for solar cell applications. Nevertheless, it was still possible to make
solar cells with the micro-dots that did not inflate after sputtering.

Device characterization

To characterize an individual micro solar cell, it is required to electrically isolate it
from the others in the array. For this, mechanical scribing was used to scribe a region
enclosing only the micro-dot of interest, while allowing some space to place the JV elec-
trical probes. Figure 4.13a shows the JV characteristics of the three best micro solar cells
for three different diameters, whereas Figure 4.13b shows the EQE of the 100 μm micro
solar cell. Note that the determination of the active area was based on the respective
micro-dot’s diameter, despite the surrounding CIGSe absorber, on SiO2, also being illu-
minated. This simplification is based on the argument that the typical diffusion length
of carriers in CIGSe is around 1-2 μm [150], which is small compared to the micro-dots’
diameter. Thus, the real active area is expected to be similar to the micro-dot’s area.

The 100 μm micro solar cell’s JV curve, in the dark, shows the typical diode behavior
with a relatively low shunt resistance of ∼110 Ωcm2, identified from the inverse slope
around 0 V. Under illumination, it is characterized by a high VOC of 584 mV, reflecting
the good quality of the CIGSe absorber. In fact, for all three measured diameters, the
VOC of the micro solar cells is similar. However, the illumination has induced a dras-
tically low shunt resistance of ∼7 Ωcm2, which resulted in low PCEs. This effect was
observed in all measured micro solar cells, despite trying different electrical isolation
methods. Furthermore, it was noticed that simply switching on and off the JV’s lamp
shutter would increase the front contacts’ resistance, which was not observed for the
large area solar cells, discussed in the next paragraph. Also, the measured current densi-
ties in all cases are excessively high compared to the expected values for CIGSe solar cells
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(a) (b)

(c) (d)

Figure 4.13: a) JV characteristics of the three best micro solar cells, grown at 450 °C, with
diameters of 100 μm, 80 μm and 60 μm. The JV curve of the 100 μm micro solar cell, measured
under dark, is representative for the other cases. b) EQE spectrum measured from the 100 μm
micro solar cell. Note that the wavelength range, covered by the EQE setup for smaller areas,
is restricted to 400-1100 nm. c) JV characteristics of the solar cells with highest and lowest
PCE, obtained from the large area reference sample grown at 450 °C. d) Box plot of the main
JV parameters covering the seven large area solar cells. For comparison, the VOC extracted
from all measured micro solar cells is also shown. In the box plot, the box represents the
interquartile range (25th to 75th percentile), the middle black line is the median value, the

square is the mean value and the whisker is based on the 1.5 interquartile range value.

(30-40 mA/cm2), suggesting contributions other than the targeted CIGSe micro solar cell.
The EQE spectrum shows an overall low quantum efficiency, which is likely also related
to the light-induced shunt resistance observed in the JV curve. Nevertheless, it can be
drawn that the induced resistance is not wavelength dependent. Mo et al. have shown
that Na, segregated at the absorber’s surface, can induce shunt paths [151], however this
was observed both under dark and illumination, which is not the case here. Thus, the
source of the light-induced resistance could not be clearly identified here.

For comparison purposes, the unpatterned sample, grown under the same condi-
tions, was also finished into solar cell devices and scribed in seven ∼ 0.5 cm2 solar cells.
Two extreme JV characteristics of sister solar cells are plotted in Figure 4.13c. On the one
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hand, a healthy solar cell shows an efficiency of 11.5 % and no evident issues both in
the dark and under illumination. On the other hand, from the same sample, a different
solar cell shows a heavily shunted solar cell, both in the dark and under illumination,
with only a 2.6 % PCE. This variability in the sample is further illustrated in Figure 4.13d,
where boxplots of the main JV parameters are shown. It is clear the both the VOC and the
FF are the most varying parameters, which is caused by the variation in shunt resistance,
as exemplified above. It is worth noting that in this case, the shunt resistance is observed
both in the dark and under illumination, which was not the case for the micro solar cells.
Nevertheless, when comparing the VOC, the micro solar cells show consistently higher
values, which could be related to a higher Na content inside the CIGSe micro-dots [111],
induced by the patterned substrate.

In brief, lowering the synthesis temperature to 450 °C did reduce the diffusion of Na,
in the patterned substrates, however some Na(In,Ga)3Se5 yellow crystals were still ob-
served. Nevertheless, it was possible to finish the corresponding CIGSe absorbers into
micro solar cells. Regarding their electronic performance, a light-induced shunt resis-
tance was observed in all micro devices, compromising their performance. Thus, in the
following, the second method to reduce the excessive diffusion of Na is addressed.

4.2.2 Cu-rich CIGSe absorber

Morphology analysis

As discussed previously, Na is known to diffuse through grain boundaries and Cu-
vacancies [131] present in the CIGSe phase. A naive approach to reduce Na diffusion
is then to block either channel, by growing a single crystal or grow Cu-rich CIGSe ab-
sorbers, respectively. Given the available equipment, only the second method is explored.
Indeed, adjusting the evaporation profile of elements in the PVD, the CGI of the resulting
absorber can be adjusted. A small excess of Cu (CGI > 1.0) allows to suppress the Cu-
vacancies without inducing too many Cu2-xSe secondary phases. In this case, the grown
absorber had a CGI of 1.1± 0.1, both inside and outside the micro-dots. Figures 4.14b-f
show CLSM optical images of the resulting CIGSe morphology grown on the three dis-
tinct regions of the sample, reminded in Figure 4.14a: (I) array of micro-dots, (II) on the
SiO2 layer and (III) on Mo, at the corner of the substrate.

Interestingly, there is no sign of yellow crystals in any of the regions and this despite
the synthesis temperature of 580 °C. Furthermore, EDX analysis also did not detect any
Na (see Figure 4.14g). This confirms that without Cu-vacancies, the diffusion of Na is con-
siderably reduced. In fact, given the polycrystalline aspect of the CIGSe absorber, one can
speculate that the diffusion through the Cu-vacancies is more consequent than through
the grain boundaries. Additionally, part of the Cu-rich CIGSe film on SiO2 delaminated
from the substrate, possibly due to the lack of Na [141], however no delamination was
observed inside the micro-dots.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 4.14: a) Optical image of the three regions of interest of the patterned substrate after
CIGSe deposition. Region I (in blue) corresponds to the micro-dots, region II (in black) to
the CIGSe grown on SiO2 and region III (in red) to the CIGSe grown on Mo at the corner of
the substrate. CLSM optical images of the film’s morphology at the microscopic level in: b),
c) and d) region I, e) region II and f) region III. g) EDX spectra measured, at 20 kV, from the
locations indicated by red circle in the optical images. The relevant peaks were labelled with

the corresponding elements. h) Raman spectra measured from the same four regions.

Addressing each region separately, Figures 4.14b-4.14d focus on the morphology of
CIGSe inside three micro-dots with distinct diameters (300 μm, 60 μm, and 15 μm respec-
tively). Here, the grey polycrystalline CIGSe phase is present, along with some darker
grains, whose density increases with the diameter of the micro-dot. However, outside of
the micro-dots, hardly any darker grains are visible. This is also verified for the CIGSe
film grown on SiO2, away from any micro-dot, as depicted in Figure 4.14e. Conversely,
the CIGSe grown on Mo, at the corner of the substrate, contains a very high density of
the dark grains, as visible in Figure 4.14f. EDX analysis, performed at the locations indi-
cated in Figures 4.14c and f, shows the same composition everywhere (see Figure 4.14g).
This suggests that the black grains are also CIGSe but with a different texturing, which is
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hypothesized to be induced by the underlying substrate. Thus, the correlation between
the density of dark grains and the diameter of the micro-dots, can also be justified by the
change in the surface ratio of Mo to SiO2 walls. In fact, the larger the diameter, the higher
the influence of Mo and conversely, the smaller the diameter the higher the influence of
the SiO2 walls on the CIGSe morphology. As for the grain size, it does not seem to vary
spatially and is estimated to 3.0± 0.7 μm, which is larger than in the Cu-poor (CGI < 1.0)
case, in line with literature [44]. Finally, Raman analysis on the different regions yields
four identical spectra, where only the CIGSe A1 and mixed B2+E modes are detected,
at 175 cm-1, 215 cm-1 and 232 cm-1 respectively [97] (see Figure 4.14h). These arguments
highlight the similarity of the CIGSe grown on Mo and on SiO2 and more importantly
the suppression of the excessive Na diffusion.

As a side note, the keen reader will have noticed the absence of Ga in the CIGSe
phase, in both EDX and Raman spectra. This was due to a technical issue during the
synthesis process, resulting in the formation of CuInSe2 instead, which does not affect
the results of this section.

To convert the CIGSe absorbers into solar cells, a 10 wt% KCN treatment for 60 s was
performed prior to the buffer deposition, given their Cu-rich composition. The CdS layer
is deposited by CBD and prior to the window layers deposition, the samples’ edge is
taped to minimize the risk of shunt paths. Unlike in the previous section, no deformation
of the absorber’s morphology was noticed following the sputtering of the window layers.
This is proved by the flat morphology of the CIGSe inside the micro-dots illustrated by
the CLSM height maps in Figure 4.15. This suggests that the adhesion of the CIGSe to the
Mo layer is stronger and corroborates with the hypothesis that the excessive Na diffusion
was the culprit for the previously observed CIGSe deformation.

(a) (b) (c)

Figure 4.15: CLSM height maps of the Cu-rich CIGSe absorbers after deposition of the win-
dow layers. Diameter of micro-dots: a) 100 μm, b) 60 μm and c) 40 μm. The height of the
CIGSe grown on SiO2 is used a reference plane (height = 0 μm). All height maps share the

same color scale, however a) has a different spatial scale than b) and c).

Device characterization

The electrical isolation of the individual micro solar cells was done by mechanical
scribing. Figure 4.16a shows the EQE spectrum measured from the 500 μm micro solar
cell. The expected parasitic absorption by the CdS buffer layer can be identified in the
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blue wavelength region, whereas the lower EQE, at longer wavelengths, can be attributed
to multiple factors like the ZnO window layer absorption, an incomplete absorption of
long-wavelength photons and/or the carrier recombination at the unpassivated back in-
terface. The JSC is calculated by integrating the product of the EQE and the solar spec-
trum, as detailed in section 2.2.9 of chapter 2, and equates to 31.5 mA/cm2.

(a) (b)

Figure 4.16: a) EQE spectrum measured from the 500 μm micro solar cell. This spectrum was
measured with two EQE setups to first obtain the shape up to 1300 nm (setup for larger areas)
and second to correct the intensity (setup for small areas). b) JV characteristics, in the dark
and under illumination, of three micro solar cells with 500 μm, 300 μm and 100 μm diameter.
Current was corrected based on JSC

EQE value measured from EQE. Main JV parameters are
shown in a table as inset.

The dark and illuminated JV curves of three individual micro solar cells, with dis-
tinct diameters, are measured and plotted in Figure 4.16b. Since all three JV curves had
originally a similar JSC, the same current correction factor, calculated from the JSC

EQE

measurement of the 500 μm micro solar cell, was applied. In all cases, a typical diode
behavior is observed and no particular diameter dependence is discerned in the covered
range. Regarding the shunt resistance, both in the dark and under illumination, a rel-
atively low value of 170 Ωcm2 is measured (typically 104 Ωcm2 for a well isolated solar
cell). More importantly, no light-induced shunt resistance behavior is observed, as was
the case for the Cu-poor micro solar cells, in the previous section. The series resistance
was estimated to 0.1 Ωcm2, which is similar to high PCE CIGSe devices [74]. The cham-
pion device showed a VOC of 340 mV, a FF of 60.6%, leading to a PCE of 6.5%.

To summarize, getting rid of the Cu-vacancies, by growing a Cu-rich CIGSe, is an
effective method to block the Na diffusion, from the patterned substrate. Also, it allowed
to obtain working micro solar cells with decent PCE. However, Cu-rich absorbers are
known to be limited by interface recombination, which explains the lower VOC compared
to the Cu-poor case [44]. The third and last method, to hinder Na diffusion from the
patterned substrate, is to implement a Na barrier underneath the Mo back contact, which
does not impose any constraint on the CGI compositional ratio.
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4.2.3 Na diffusion barrier

Morphology analysis

A commonly used method to stop the diffusion of Na is the introduction of a diffu-
sion barrier in between the soda lime glass and the Mo layer. For our purpose, a 100 nm
thick layer of SiOxNy was grown by radio-frequency magnetron sputtering directly on
the 1 mm thick soda lime glass, followed by the usual 500 nm thick Mo layer. With the
Na flux blocked, the synthesis of the CIGSe absorber layer is performed again at 580 °C
by the three-stage co-evaporation process. Figure 4.17 shows CLSM optical images of the
resulting absorber both at macroscopic and microscopic levels.

(a) (b)

(c) (d)

Figure 4.17: a) Overview optical image of the CIGSe absorber grown on the patterned sub-
strate with a Na barrier. CLSM optical images of the film’s morphology, at the microscopic

level, in micro-dots with a diameter of: b) 200 μm, c) 80 μm and d) 20 μm.

Starting at the macroscopic level, the sample shows cracks running across the whole
surface and a large portion of the CIGSe film has delaminated from the substrate, as
visible on the left side of Figure 4.17a. Further inspection revealed that not just the
CIGSe film, but the whole stack (SiO2 and Mo layers) detached from the glass sub-
strate. Although the cracks seen here are from the SiO2 layer, they most likely originate
from the higher mismatch between the thermal expansion coefficients of soda lime glass
(9 ·10-6 K-1) and SiOxNy (3.3 ·10-6 K-1) compared to Mo (5.9 ·10-6 K-1) and soda lime glass
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[152–154]. This indicates that in order to include the Na barrier (SiOxNy) in the stack
configuration, either or both the synthesis temperature and cooling down rate must be
reduced to avoid cracks. Regarding the delamination of the CIGSe film from the sub-
strate, reports have observed that the thermal mismatch, between absorber and substrate
during cool-down, is responsible for a higher defect density in the CIGSe layer, which
could lead to a poor adhesion to the underlying layer [141, 155]. The same reports sug-
gest that the presence of Na plays an important role in improving the film’s adhesion,
possibly by reducing the thermally induced stress. In the first report, Colombara et al.
show that the growth of CIGSe on quartz (i.e. Na-free), results in the peeling of the ab-
sorber, whereas in the second reference, Hultqvist et al. add a NaF layer on top of the
Na-free substrate and report that no peeling was observed. As seen in Figure 4.17a, a por-
tion of the CIGSe film remained attached to the substrate. Figures 4.17b-d show CLSM
optical images of three micro-dots with different diameters (200 μm, 80 μm and 20 μm
respectively) from the same array. Independently of the diameter, the morphology of the
CIGSe phase, grown inside the micro-dots and on the SiO2, is similar. This differs from
the observations in the two previous sections, where a texture difference was highlighted
between the CIGSe grown on Mo and the CIGSe grown on SiO2. These observations sug-
gest the Na diffusion also plays a role in the growth mechanism of CIGSe, influencing its
texture, i.e. grain orientation, as also reported in literature [156, 157].

The delamination of the stack makes it impossible to access the back contact of the
micro dots and thus it is not possible to fabricate micro solar cells from this sample.
However, it is also an argument that demonstrates the Na barrier completely blocked
the Na diffusion, which was the aim. Nevertheless, to effectively use this method, to
fabricate micro solar cells, an external source of Na and careful control of the synthesis
temperature are required.

To conclude the study of methods to reduce the enhanced Na diffusion from the pat-
terned substrates, it was proven that the most effective method is to implement a Na
barrier, however it still requires some adjustment to produce micro solar cells. Growing
Cu-rich CIGSe absorber was also effective at blocking a consequent diffusion channel
of Na, i.e. Cu-vacancies, and made possible the fabrication of micro solar cells, with
different diameters, reaching PCEs around 6.5 %. However, the VOC, being limited by in-
terface recombination, would need further investigation to achieve similar values as the
Cu-poor counter part, which is not the aim of this work. Continuing with the Cu-poor
CIGSe absorbers, reducing the synthesis temperature did slow down the diffusion of Na
to the extent that it was possible to fabricate some micro solar cells with very high VOC,
however some issues persisted, like the poor adhesion of CIGSe to Mo, presence of some
Na(In,Ga)3Se5 secondary phases or the light-induced resistance seen in the JV character-
istics. Furthermore, it was confirmed that Na plays an important role in the adhesion
to the substrate, during the growth and the resulting optoelectronic properties of CIGSe.
Knowing now the impact of growing CIGSe on patterned substrates and how to mitigate
the resulting constraints, the next section pivots to the sputtering synthesis method to
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compare it with the co-evaporation method, and thus investigate if the diffusion of Na
differs when the synthesis method is changed.

4.3 Diffusion in sputtered absorbers

Co-evaporation is a material wasteful synthesis process for micro solar cells, never-
theless it provided useful information for the bottom-up approaches discussed in chap-
ter 5. To investigate if the choice of synthesis process has an impact on the Na diffu-
sion from the substrate, this section focuses on growing CIGSe, on the same patterned
substrates (arrays of micro-dots with varying diameter), by combining sputtering of the
metal precursors followed by annealing in Se atmosphere. Since in the co-evaporation
method, the Na diffusion was not restrained to the micro-dots, but also millimeters away
from them, the precursor material is sputtered on the SiO2 layer as well. For the anneal-
ing in Se atmosphere, two methods are compared, those are: (i) annealing in the PVD
chamber while exposed to the same Se flux, used for the co-evaporated samples in the
previous sections and (ii) annealing in a tube oven, analogue to what is reported in chap-
ter 5.

4.3.1 Precursor characterization

As described in chapter 2, the sputtering of the Cu(In,Ga) precursor is done by DC
magetron sputtering, nominally at room temperature, and thus no Na diffusion is ex-
pected to take place during this step. The morphology of the precursor layer, in the three
distinct regions of the sample (array of micro-dots, on the SiO2 layer and on Mo, at the
corner of the substrate), is presented in Figure 4.18.

The morphology of the precursor layer inside the micro-dots (shown representatively
in Figure 4.18a) shows two co-existing phases, consisting of a compact underlying layer
and a rough top layer composed of irregularly shaped agglomerates. A similar morphol-
ogy is observed on the precursor layer grown on SiO2 (Figure 4.18b) and, at the corner
of the sample, on Mo (4.18c). Based on similar studies and EDX analysis, the underly-
ing layer has a characteristic CGI of 1.7± 0.1, suggesting that it is composed of Cu-rich
Cu16(In1-x,Gax)9 and/or Cu3Ga phases [158, 159]. The top layer is consistent with the
co-existence of elemental In and intermetallic phases like Cu2In, CuIn, Cu3Ga. An area
scan over 100 μm2 shows an average composition of 0.99± 0.06 for the CGI ratio and a
GGI=[Ga]/([Ga]+[In]) of 0.28± 0.03. Note that the EDX spectra only put forward the
presence of C, Cu, In and Ga within the sample, as highlighted in Figure 4.18d. The pres-
ence of C may be due to an incomplete removal of the resist, used to pattern the SiO2

matrix, before the sputtering of the precursor layer.
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(a) (b)

(c) (d)

Figure 4.18: CLSM optical images of the sputtered precursor film’s morphology, at the mi-
croscopic level, deposited: a) in a micro-dot with a 60 μm diameter, b) on the SiO2 layer and
c) on Mo, at the corner of the substrate. d) EDX area spectrum acquired at 10 kV. The small
peak located at 0.82 eV, indicated with an asterisk, could not be attributed to any element.
The same border color scheme is used, as in the previous section, to denominate the region
that is being studied (in blue - micro-dots, in black - on SiO2 and in red - on Mo at corner of

the sample).

Given the precursor’s morphology, an attempt at reducing the roughness of the pre-
cursor layer was performed by annealing it in an N2 inert atmosphere at 250 °C for 10,
100 and 1000 min. The N2 background pressure was about 400 mbar. Figure 4.19 shows
the morphology and height map of the same micro-dot before (Figures 4.19a and b) and
after (Figures 4.19c and d) the 10 min annealing process. The initial measured RMS was
of 240 nm. Conversely to the annealing of the electrodeposited metal precursors, in sec-
tion 3.2.1 of chapter 3, no smoothing effect was observed (< 1 % change in roughness)
independently of the annealing time. Also, no noticeable optical nor morphological
changes were observed in the precursors after the annealings (10, 100 or 1000 min). This
is possibly because, in the sputtering case, the equilibrium phases are already formed,
whereas in the electrodeposited layers, the alloys are forming during the annealing pro-
cedure. However, this hypothesis was not further investigated.
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(a) (b)

(c) (d)

Figure 4.19: CLSM optical image of the sputtered metal precursor, around a 60 μm micro-
dot: a) before and c) after the 10 min annealing treatment. The brightness of image c) was
increased by 10 % for easier comparison. CLSM height map, of the same region as the optical

images in a) and c) respectively, b) before and d) after the annealing.

4.3.2 Characterization of absorbers’ morphology

To convert the sputtered precursors into the CIGSe absorbers, two annealing routines
in Se atmosphere were investigated: (i) annealing in the PVD chamber and (ii) annealing
in a tube oven. In both cases, the target annealing temperature was 450 °C for 10 min,
to avoid excessive Na diffusion. In this sense, the first routine has the same conditions
as in section 4.2.1, except that instead of co-evaporating all elements simultaneously, the
precursor Cu(In,Ga) layer was already sputtered. Thus, the sample is exposed only to
Se vapor. The Se partial pressure in this case is around 10-6 mbar. In contrast, the second
routine uses a tube oven to anneal the precursor, which is inside a graphite box along with
the Se powder, and convert it into the CIGSe absorber layer. The Se partial pressure here
is about 120 mbar (calculated from equation 5.1 discussed in chapter 5) and the inert gas
used is N2. This is in essence one of two material-efficient routines that will be studied, in
chapter 5. The aim of this study is to investigate whether the choice of synthesis process
has an impact on the Na diffusion from the substrate. Additionally, it allows to study
the impact of the Se partial pressure on the formation of CIGSe, since this is a major
difference between the two investigated routines.
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Annealing sputtered precursor in PVD chamber

For comparison purposes, the morphology of the co-evaporated absorber, at 450 °C
in section 4.2.1, is repeated in Figure 4.20a. Figures 4.20b and 4.20c show a representa-
tive CLSM optical image, and respective height map, of the morphology of the resulting
CIGSe inside the micro-dots and on the SiO2.

(a) (b) (c)

(d) (e)

Figure 4.20: CLSM optical image of: a) the co-evaporated absorber at 450 °C, discussed in
section 4.2.1. b) the absorber annealed in the PVD chamber, under Se flux (10-6 mbar), at
450 °C. c) CLSM height map corresponding to the CLSM image in b). d) Raman spectra
measured, using a 532 nm laser, from the numbered locations in b). e) EDX spectra mea-
sured, at 10 kV, from the numbered locations in b). The calculated CGI, Se/Cu and Se/III (or

Se/[In+Ga]) ratios are also shown in the legend for the respective locations.

A first comparison of the optical images highlights that the two routines yielded dis-
tinct CIGSe morphologies on SiO2 and especially inside the micro-dots. In contrast to the
co-evaporated layer, the sputtered and annealed CIGSe layer has a blue appearance and
a considerably higher RMS roughness (490 nm compared to 180 nm in the co-evaporated
case). Inside the micro-dots, secondary phases are additionally visible. Although, the
higher roughness could be justified by the initially high roughness of the precursor layer,
it is nevertheless clear that the co-evaporation and the sputtering plus annealing routines
yield rather different layers, in particular inside the micro-dots. This already demon-
strates that the synthesis method has a critical impact on the absorber’s morphology.
Raman analysis confirms that the phase with a blue appearance shows the CIGSe A1

mode, characteristic of the chalcopyrite phase. However, based on Raman and composi-
tion information, the orange phase could not be identified. Elemental characterization of
the CIGSe phase shows that the CGI ratio varies widely, as shown in the legend of Fig-
ure 4.20e. Furthermore, a lack of Se was measured in all locations, comparatively to the
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expected CIGSe ratios, i.e. Se/Cu=2 and Se/III=2. The lower Se ratios are highlighted in
red, in the legend of the EDX spectra. Additionally, EDX surprisingly unveils that no Na
is detected. These results suggest the Se flux was too low to form a homogeneous CIGSe
phase and allow us to hypothesize that the Na diffusion is also influenced either by the
Se partial pressure or the synthesis process. This hypothesis is tested in the following, as
the partial pressure of Se, used in the tube oven annealing, is orders of magnitude higher.

Annealing sputtered precursor in tube oven

The annealing in the tube oven involves placing the precursors, along with the Se
powder (40 mg), inside a graphite box and anneal it in a Se atmosphere, where the Se par-
tial pressure (120 mbar) is orders of magnitude larger than in the PVD chamber (10-6 mbar).
Figure 4.21 shows CLSM and SEM images of the morphology of the resulting absorber.

(a) (b)

(c) (d)

Figure 4.21: a) CLSM optical image and b) respective height map of the absorber’s morphol-
ogy, at the microscopic level, in a micro-dot with a diameter of 20 μm. c) SEM image of the
same region as b). d) EDX spectra acquired, at 10 kV, from the two locations indicated in c).
The red spectrum corresponds to the grey CISe phase (red circle) and the blue spectrum to

the NaCl phase in and around the micro-dot (blue circle).

Focusing on the CLSM optical image and respective height map, in Figures 4.21a-b,
a 20 μm micro-dot shows a representative morphology. On the one hand, the interior of
the micro-dot shows a mix of black, yellow and blue phases, surrounded by an aura with
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mostly blue and yellow phases. Some micro-dots additionally show yellow crystals with
around 10 μm in size. On the other hand, further away from the micro-dots, the CIGSe
grey granular phase is visible, similar to the co-evaporated absorber. In fact, away from
the micro-dots the CIGSe phase shows a homogeneous morphology and its RMS rough-
ness is around 300 nm, which is much closer to that of the precursor, suggesting a more
compact morphology. To have a higher lateral resolution on the micro-dot, shown in
Figure 4.21a, an SEM image is acquired with similar magnification in Figure 4.21c. Here,
it is possible to resolve that the micro-dot and its aura are populated with cubic crys-
tals, which are surrounded by the CIGSe polycrystalline phase. Surface sensitive (10 kV
acceleration voltage) EDX analysis, in these two distinct regions, unveils that the cubic
crystals are composed of Na and Cl, whereas the polycrystalline phase is CuInSe2 (CISe)
and this time with the Se ratios closer to the expected values (Se/Cu=1.7 and Se/III=2.1).
Thus, one can already conclude that depending on the synthesis routine that is taken, a
different Se partial pressure is required to obtain a similarly compact and homogeneous
CIGSe phase.

Regarding the NaCl crystals, given that no Na was intentionally added and the crys-
tals are only observed around the micro-dots, it is safe to assume that the Na is diffusing
from the soda lime glass substrate. Since the synthesis routine here is the same as pre-
viously, i.e. precursor sputtering followed by annealing in Se, it stands out that the Se
partial pressure drives the Na diffusion from the substrate. Referring back to the co-
evaporation case (in section 4.1), possibly, the Se has an easier access to the substrate
since the Mo layer is directly exposed and thus a lower Se partial pressure is required to
drive enough Na to form a secondary phase. Conversely, with the sputtered precursor, a
lower Se partial pressure implies the Se atoms are less likely to reach the substrate inter-
face, which means that a Na-enriched secondary phase is formed only at high enough Se
partial pressures.

The origin of Cl could not be clearly pinpointed. Nevertheless, no Cl peak was mea-
sured during the EDX analysis on the precursor layer, in Figure 4.18d. Thus, the Cl con-
tamination may have arisen from previous annealings of electrodeposited metal precur-
sors in the same graphite box. In fact, the In and Ga electrodeposition solution does
contain a substantial amount of Cl, which could have been incorporated in the deposited
layer and subsequently evaporated into the graphite box’s walls. At the annealing tem-
perature, the chlorine gas phase desorbs from the graphite box’s wall and only reacts
where Na is available, that is within micro-dots. Nevertheless, the Cl is not expected to
influence the diffusion of Na from the substrate, as it was never observed to incorporate
within the absorber layer, and consequently never sees the substrate interface.

To confirm the spatial distribution of the elements, EDX mapping was performed on
a micro-dot close to a cleaved edge, in Figure 4.22. The interest here is to confirm whether
Na can only diffuse through the micro-dots or also through a cleaved edge.
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(a) (b) (c)

(d) (e) (f)

Figure 4.22: a) SEM image of an 80 μm micro-dot near the sample’s edge, from which EDX
elemental maps were acquired at 10 kV. Corresponding EDX elemental distribution maps for
b) Na, c) Cl, d) Cu, e) In and f) Se. All maps’ color scales indicate the respective elemental

content in atomic ratio.

Figure 4.22a shows the SEM image of the investigated region. On the right side, an
80 μm wide micro-dot is visible and, on the top left side, a fraction of the cleaved edge can
be identified. Referring to the Na and Cl elemental distribution maps, in Figures 4.22b-c
respectively, both maps show the exact same trend. In fact, the two elements are only
present inside the micro-dot and roughly 30 μm away from the edge of the micro-dot as
well as from the edge of the sample. In these regions both elements are the main con-
stituents of the film. No Na nor Cl is detected in the intermediate region. Conversely,
the elements making up the CISe phase are measured in all regions, as presented in Fig-
ures 4.22d-e. The particular spatial distribution of Na observed, demonstrates that the
diffusion of Na, from the underlying substrate, can take place through the micro-dots
and through cleaved edges. In quantitative terms, a substantial amount of Na (∼50 at%)
is found within the micro-dot, despite the relative low annealing temperature (450 °C).
This disrupts the formation of CI(G)Se, making it impossible to synthesize the absorber
layer in this way. Thus, the use of a barrier is required to control the diffusion of Na from
the substrate. Regarding the Na diffusion itself, the radial distribution around the micro-
dots is similar to the co-evaporated samples at 450 °C, however the amount of diffused
Na is higher, presumably due to the higher Se partial pressure.

To conclude, this section has demonstrated that the synthesis routine has indeed an
impact on the diffusion of Na from the substrate, however it is the Se partial pressure
that plays a major role in regulating the Na diffusion. Indeed, the diffusion of Na is
driven by Se partial pressure and the required pressure to drive the same amount of
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Na, from the substrate, differs depending on the synthesis routine. Furthermore, the Se
partial pressure was demonstrated to have a major influence on the morphology and
composition homogeneity of the resulting absorber. Additionally, it was observed that
an annealing routine in an inert atmosphere is not effective to reduce the precursor’s
roughness in the case of a sputtered mixed metal precursor.

4.4 Summary

In this chapter, the impact of using patterned substrates to grow CIGSe absorber lay-
ers was investigated and it was put forward that, for the two explored synthesis routines,
a locally enhanced diffusion of Na takes place, from the soda lime glass and through the
holes in the patterned matrix, due to the diffusion blocking effect of the matrix mate-
rial (SiO2 in our case). This enhanced diffusion interferes with the growth of the CIGSe
absorber, causing a poor adhesion of the CIGSe layer to the Mo back contact, ultimately
compromising the absorber’s performance. To circumvent this issue, three methods were
tested to reduce Na diffusion and it was proven that the most effective one is to imple-
ment a Na barrier. Nevertheless, with this method, providing some Na externally is
essential to ensure CIGSe adhesion. It is worth mentioning that growing CIGSe in Cu-
rich conditions also allowed to fabricate working micro solar cells with PCEs around
6.5 %, whereas Cu-poor CIGSe did yield a higher VOC but suffered from light-induced
resistance issues.

Knowing the impact of growing CIGSe on patterned substrates, a comparison be-
tween the reference co-evaporation method and the sputtering plus annealing routine
is made to understand if changing the synthesis method impacts the diffusion of Na.
The aim being to anticipate which parameters are important to account for when syn-
thesizing the absorbers with the material-efficient synthesis methods, as discussed in
chapter 5. In this context, the Cu(In,Ga) sputtered precursors were converted into CIGSe
absorbers through two annealing routines: (i) annealing in similar conditions as the co-
evaporated absorbers, i.e. with very low Se partial pressure. (ii) annealing in a tube oven
with the same annealing parameters, but with high Se partial pressure. This compari-
son has demonstrated that the Se partial pressure has an important role in regulating the
Na diffusion, from the patterned substrate, and it also influences the morphology and
composition homogeneity of the resulting absorber.

Thus, for the synthesis of micro solar cells through material-efficient routines, the
enhanced Na diffusion can be countered either by growing Cu-rich CIGSe absorbers or
by implementing a Na barrier, underneath the Mo back contact, and grow Cu-poor CIGSe
absorber while providing some Na. Furthermore, it is expected that controlling the Se
partial pressure will be crucial to optimize the absorber’s properties and performance.
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Chapter 5

Material efficient growth of CIGSe

on patterned substrates

In chapter 3, an effective method to characterize and monitor the morphology of thin
films was developed for sequential processes. With this, it was possible to measure the
composition and monitor the phases formed in the individual micro-dots that make up
the arrays of the substrate. In chapter 4, a co-evaporation process was used to grow
the absorber on the patterned substrate, as it should yield CIGSe solar cells with high
PCEs. It was found that the patterned substrates enhance the diffusion of alkali dopants
through the micro-dots. Based on these results, chapter 5 investigates the synthesis of
CIGSe absorbers, in patterned substrates, using material efficient methods. The latter are
typically more challenging to control and thus harder to achieve high quality material
compared to the co-evaporation case. Two synthesis routes are explored. In the first case,
the Cu(In,Ga) metal precursor is deposited, inside the micro-dots, by magnetron sputter-
ing, followed by an annealing in a Se-containing atmosphere to form the CIGSe absorber.
In the second case, a two-step electrodeposition process is chosen to grow first the Cu
layer and second the In and Ga layer inside the micro-dots. Similarly to the first case, the
CIGSe absorber are formed by an annealing in a Se-containing atmosphere. For the two
cases, Cu-rich (CGI > 1.0) and Cu-poor (CGI < 1.0) precursors are investigated. The aim
is to investigate the layer’s morphology at each step of the two aforementioned material
efficient methods and determine the relevant parameters to obtain working micro solar
cells consistently. Also, the impact of using different patterned substrates is discussed.
To have an overview of the synthesis routes and substrates discussed in this chapter, the
reader may refer to the summary schematics (Figure 2.6) shown in chapter 2.

5.1 Sputtered solar cells

In this section, the first material efficient method, i.e. sputtering and annealing rou-
tine, is addressed, starting with the Cu-rich based solar cells. Given that the aim of the
present chapter is to focus on material-efficient methods to produce micro solar cells, the
Cu(In,Ga) precursor was sputtered only into the micro-dots, as detailed in section 2.1.2.
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Note that the difference in the synthesis process, between the material-wasteful sputter-
ing, discussed in section 4.3 and the material-efficient sputtering presented here, is the
moment when the resist layer is removed. In the former case, the resist is removed be-
fore the sputtering of the Cu(In,Ga) metal precursor, leading to its deposition inside the
micro-dots and on the SiO2 layer. In the latter case, the resist is kept during the sputtering
step and only dissolved afterwards, which results in the deposition of Cu(In,Ga) only in-
side of the micro-dots. The removed resist and excess precursor material can potentially
be separated easily and reused, making this method material-efficient. Full details about
synthesis process may be found in reference [160].

5.1.1 Cu-rich solar cells

This section is based on the publication [160], which demonstrates a proof-of-principle
of working micro solar cells synthesized by sputtering, as a material efficient method.

Given that the lack of Cu-vacancies, i.e. a CGI > 1.0, was demonstrated to hinder the
Na diffusion from the substrate, Cu-rich metal precursors were chosen as a starting point.
In the following, the morphology and composition of the precursors is investigated and
afterwards, the annealed absorbers are characterized.

Precursor characterization

Morphology and composition

The substrates used in this section differ slightly from the other substrates, in previ-
ous chapters, in the sense that the SiO2 thickness is 1 μm. Additionally, the micro-dots are
arranged in an hexagonal lattice and are accompanied by a 3×3 mm2 square hole in the
SiO2 to access the Mo back contact for electrical characterization, as shown in Figure 5.1a.

Looking at the morphology of the precursors, two extremes are observed. On the
one hand, the precursor shows a flat and smooth surface with a white appearance, vis-
ible in Figure 5.1b. Figure 5.1c presents the corresponding height map, from which the
following conclusions can be drawn: First, the smooth surface is confirmed as hardly
any height fluctuation is perceived. Conversely, along the perimeter of the precursor, a
narrow rim (1-2 μm width) is protruding higher (0.4-1 μm) than the inner region of the
precursor. Finally, it stands out that, in this case, the metal precursor is slightly higher
(∼100 nm) than the SiO2 layer, suggesting a precursor thickness of roughly 1 μm. On
the other hand, in Figure 5.1d, the precursor has an uneven appearance instead and is
populated by black structures, present both inside and outside of the micro-dot region.
According to the height map, in Figure 5.1e, these structures can have heights larger than
2 μm. As previously, the underlying precursor itself has a flat morphology, except for the
protruding rim along the perimeter.

Focusing first on the origin of the rim, cross-section SEM images were acquired be-
fore removing the resist. Figure 5.2a shows an SEM cross-section close-up at the periph-
ery of a micro-dot directly after the sputtering of the Cu(In,Ga) metal precursor.
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(a)

(b) (c)

(d) (e)

Figure 5.1: a) Top-view optical image of the array of micro-dots containing the Cu(In,Ga)
precursor layer. The square at the top of the image is a hole in the SiO2 matrix to access
the Mo back contact. CLSM b) optical image and c) respective height map of a micro-dot
containing the metal precursor without apparent contaminants. CLSM d) optical image and

e) respective height map of a contaminated micro-dot precursor.

As expected, the topmost layer is the sputtered Cu(In,Ga), which covers the whole
substrate. However, focusing at the periphery of the micro-dot (indicated by a double
ended arrow in Figure 5.2a), a small fraction (∼1.5 μm) of the SiO2 layer is neither covered
by the resist nor by the Cu(In,Ga). This suggests that the Cu(In,Ga) sputtering damaged
and removed the resist. Since the width of the protruding rim is also roughly 1.5 μm,
as observed with CLSM, its origin could be related to the abrasion of the resist during
the sputtering step, leading to an accumulation of Cu(In,Ga) deposit at the periphery be-
tween the resist and the micro-dot. This hypothesis implies that the protruding rim is
a blend of organic resist and Cu(In,Ga). Assuming this resist damage happens early on
during the sputtering process, the incorporation of resist within the Cu(In,Ga) precursor
is not limited to the surface, but might affect the whole micro-dot volume. In fact, dam-
ages to photolithography resists by magnetron sputtering processes have already been
reported [161]. To verify the contamination hypothesis, EDX mapping of a filled micro-
dot, after the removal of resist and similar to that in Figure 5.1b, was measured to have
the spatial distribution of C content (signature element of the resist), in Figure 5.2b.

The C EDX mapping shows three regions that can be differentiated by their C con-
tent and correspond to the inner region of the micro-dot, the protruding rim and the sur-
rounding SiO2 layer. The latter acts as a reference for the eventual C deposition during
the EDX measurement. According to the map, the rim indeed contains a higher content
of C than the inner region of the micro-dot and both are clearly higher than the reference
SiO2 region. This is also demonstrated in Figure 5.2c, where the frequency distributions
of C content in the three regions is plotted. The vertical dashed lines indicate the respec-
tive average C content in the respective regions and the error bar is the distribution’s
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(a) (b)

(c)

Figure 5.2: a) SEM cross-section image of a micro-dot before removing the organic resist
(colors were added for easier distinction). White double arrow indicates region without
resist nor Cu(In,Ga). The cross-section image was provided by Dr. Ana Pérez-Rodríguez
and adapted here from [160]. b) Spatially resolved EDX map, measured at 10 kV, of a 50 μm
diameter micro-precursor with distribution of C content. c) Frequency distributions of C
content, extracted from Figure 5.2b, within the three regions schematized as an inset. Blue
curve is related to the C content measured outside the micro-dot, black curve to the inner
region of the micro-dot, i.e. the precursor, and the red curve related to the rim around the

micro-dot.

standard deviation. Here again, the protruding rim shows the highest C content, as well
as the broadest distribution, followed by the inner region of the micro-dot, with a lower C
content and finally the SiO2 region which has the lowest C content and sharpest distribu-
tion as expected. This observation corroborates with the hypothesis of resist contamina-
tion in the rim and within the precursor layer, despite its smooth morphology, suggesting
an inherent contamination issue in the sputtering process. It is also speculated that the
high density of micro-dots in this pattern, i.e. the reduced spacing between neighbour
micro-dots, could also promote the abrasion of resist during the precursor’s sputtering.

In terms of composition, the smooth metal precursors show a homogeneous compo-
sition within the array with a CGI ratio of 1.5± 0.1 and a GGI ratio of 0.46± 0.06. This is
also verified for the micro-dots containing the observed black structures (see Figure 5.1d).
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However, the C content is roughly three times higher in the flat regions, whereas the black
structures themselves are made up of C, O and Na, as highlighted by the SEM images and
EDX spectra in Figures 5.3a-c. Since the resist itself is organic, this also supports the hy-
pothesis that the sputtering process causes an abrasion of the resist and creates a blend
between the metal precursor and the resist within the whole volume of the micro-dot.
However, the origin of the Na peak, visible in Figure 5.3c, could not be identified. It is
worth mentioning that the dedicated cleaning procedure (ultrasound baths in acetone
and deionized water) could not remove these black structures.

(a) (b)

(c)

(d)

(e)

Figure 5.3: SEM image of a micro-dot precursor a) without visible contaminants and b) with
contaminants. Dashed squares indicate the regions where EDX spectra, shown in c), were
measured. c) EDX spectra measured at 10 kV from the corresponding locations in a) and
b). The two spectra from the precursors (black and red) were shifted upwards. The bottom
spectrum (blue) is related to the black structures. The relevant peaks were labelled with the
corresponding elements. SEM images of a micro-dot precursor d) before and e) after EDX
measurement and high focus with SEM electron beam. The respective locations are indicated

with dashed circles.
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As a side note, it was observed that the morphology of the precursor was irreversibly
modified by the SEM/EDX electron beam after a spectrum measurement or when using
very high magnification (> 40 kX). Figures 5.3d-e are SEM images of the same precursor
micro-dot before and after an EDX measurement and a zoom-in to high magnification
at the indicated locations, respectively. In both cases, the morphology of the precursor
inflates locally and results in a bump with a height of a few hundreds of nanometers. This
effect was not particularly studied, however it is hypothesized that the electron beam
heats up the blend of metal precursor and organic resist, causing the latter to expand.

Attempt to remove contamination

In all cases, it is detrimental to have resist leftovers remaining within the metal pre-
cursor. A strategy to extract the contaminants from the precursor is to perform an anneal-
ing process to potentially vaporize the organics. In the synthesis process, an annealing
routine in Se-containing atmosphere is anyway foreseen. Thus, two methods were tested,
those are, (i) annealing the metal precursors directly in Se or (ii) perform an additional an-
nealing step in an N2 inert atmosphere before the annealing in Se. Both results, pertinent
to the annealings in Se, are discussed in the following section.

The annealing in N2 consists of heating the sample inside a sealed, and slightly
under-pressure, vacuum chamber filled with N2, to avoid oxidation of the precursors.
The temperature of the annealing was 440 °C for 20 min. Figure 5.4 presents the mor-
phology of two precursor micro-dots before (Figures 5.4a-d) and after (Figures 5.4e-h) the
annealing routine to remove the contaminants. For the first micro-dot (Figure 5.4a), the
morphology of the precursor looks flat, whereas in the second case (Figure 5.4c), some
resist leftovers are already present both within the precursor and on the SiO2 layer. The
respective height maps are found next to the corresponding morphology image.

Addressing the first micro-dot, which looked unaffected by the resist abrasion, after
the annealing routine its surface became rougher, marked by an apparently porous and
granular morphology. This can be visible both in the SEM image and CLSM height map
in Figures 5.4e and 5.4f. Note that the dome on the left side of the precursor was caused by
an EDX measurement in between the first SEM image and the annealing routine. In fact, a
fraction of the rim, at the periphery of the micro-dot, disappears after the annealing. This
agrees with the EDX mapping discussed previously, which confirms the protruding rim
to be a blend of Cu(In,Ga) and organic resist. Referring to the phase diagrams of CuGa
and CuIn [162, 163], both have a liquid phase above 300 °C. Therefore, the annealing
is partially melting the precursor. At 440 °C, the organic resist is expected to vaporize
and degas out of the partially liquid Cu(In,Ga) phase, leading to the formation of the
porous morphology upon cooling down to room temperature. A similar conclusion can
be drawn from the second precursor as pinholes are clearly formed after the annealing.
Furthermore, the resist leftovers that were on the SiO2 layer, before the annealing (see
Figure 5.4c), have been vaporized and are barely visible in Figure 5.4g. Regarding the
resist on the precursor itself, the height maps before (Figure 5.4d) and after (Figure 5.4h)
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.4: SEM and CLSM images of the morphology of two micro-dot precursors (a-d, top
row) before and (e-h, bottom row) after the N2 annealing routine at 440 °C. The CLSM height

maps of the respective images are also presented.

the annealing demonstrate that their volume was reduced, meaning that at the very least
they were partially vaporized. Thus, the annealing routine in N2 is indeed effective in at
least partly removing the resist leftovers that withstood the cleaning procedure.

Absorber formation

Having investigated how the contaminated metal precursors change after an anneal-
ing in inert N2 atmosphere, the focus goes now to the annealing in Se-containing atmo-
sphere, i.e. selenization, which converts the precursors into CIGSe absorbers. First, the
selenization of the pristine precursors is discussed followed by the precursors already
annealed in N2.

The selenization process was performed in a tube oven, as described in chapter 2.
The N2 background pressure was 350 mbar, the amount of Se powder in the graphite box
was 150 mg and the annealing time was 20 min for the selenization of pristine precur-
sors, whereas for the already annealed precursors the annealing time was 10 min. For
comparison, one N2-annealed precursor was selenized also for 20 min and the only no-
ticed impact, due to the longer annealing, was the extended damage on the SiO2 layer.
Different annealing temperatures were tested, ranging from 350 °C to 470 °C.

Selenization of pristine precursors

Building up on the results of the previous section, the selenization of the pristine
precursors implies that both the vaporization of the contaminants and the formation of
the CIGSe absorber happen in parallel. In fact, it was observed previously that the inert
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annealing at 440 °C was not enough to completely remove the organics, implying that
both processes do happen simultaneously. This is as problematic as it sounds, given that
just to prevent the SiO2 layer from deforming and cracking, the annealing temperature
had to be reduced to below 450 °C. This is clearly visible macroscopically, but also at the
microscopic level with the CLSM optical image and height map, in Figures 5.5a and b,
where the morphology of an absorber annealed at 470 °C is depicted. Regarding the ab-
sorber itself, it puts forward a granular morphology that resembles that of CIGSe, as well
as some Cu2-xSe platelets, which is expected given the precursor’s Cu-rich composition.
However, the absorber also seems to be cracked locally and heavily deformed, given its
excessive height compared to the SiO2 layer. The expected thickness of the CIGSe ab-
sorber is roughly double that of its precursor, due to the expansion of incorporating Se.
In this case, the anticipated thickness of the CIGSe absorber is about 2 μm, that is almost
ten-fold less compared to the measured heights.

(a) (b) (c)

(d) (e) (f)

Figure 5.5: CLSM a) optical image and corresponding b) height map of a deformed CIGSe
absorber (annealed at 470 °C) and SiO2 matrix. c) SEM image of a fraction of the micro-
dots array, measured with the sample at a 45°angle, to show that the absorbers are barely
attached to the substrate. CLSM d) optical image and corresponding e) height map of a
deformed CIGSe absorber (annealed at 350 °C). f) EDX spectrum acquired from a deformed

CIGSe absorber, measured at 20 kV.

To have a different perspective on the absorber’s morphology, an SEM image was
captured with the sample inclined at about 45°, as shown in Figure 5.5c. The SEM image
shows a fraction of the array of micro-dots, where some have the CIGSe layer barely at-
tached to the underlying substrate, while others only have fractions of the layer and are
mostly empty. This demonstrates that most of the absorber’s measured volume is hollow,
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which drastically compromises the contact between the CIGSe absorber and the Mo back
contact layer. In fact, the low adhesion between the two layers also explains why some
of the micro-dots were found mostly empty after the annealing. Lowering the anneal-
ing temperature to 350 °C did ensure the integrity of the SiO2 layer, however the CIGSe
absorber still shows an excessive deformation, as shown in Figures 5.5d and 5.5e. Obvi-
ously, these absorbers cannot be used for solar cells, given the poor adhesion of the CIGSe
and the Mo layers. An EDX sprectrum was acquired from a deformed absorber layer and
is plotted in Figure 5.5f. Interestingly, a considerable amount of Na (Na/Cu=1.3), and Cl,
is observed in the absorber, in addition to the expected elements. Note that this ratio is
excessively high compared to standard CIGSe synthesis (Na/Cu < 0.04) [141]. This could
either be justified by the presence of Na in the resist contaminants or that the Cu-rich
composition alone is not enough to mitigate the Na diffusion from the soda lime glass,
at such Se partial pressures. In fact, extrapolating from the observations on the Cu-poor
sputtered samples discussed in section 4.3, if the Se partial pressure is too high, the Na
diffusion is still consequent, despite the partial blocking due to the suppression of Cu-
vacancies. All in all, these results demonstrate that forming the CIGSe phase, having an
excess of Na and removing the contaminants simultaneously is not appropriate to obtain
a compact CIGSe morphology.

Selenization of N2-annealed precursors

Given that direct selenization is not viable, in the following the selenization of the
precursors, already annealed in N2, is presented. The introduction of the additional an-
nealing in N2 improved the selenization process, in the sense that previously problem-
atic annealing temperatures (450 °C), now hardly resulted in cracking of the SiO2 layer
and more importantly the morphology of most (∼60 %) of the arrays of absorbers were
compact and within expected thicknesses, as shown in Figures 5.6a and b. Since these ab-
sorbers also show quite some Na (Na/Cu=0.4), possible reasons for not reaching 100 %
success, may be different Na contents in the soda lime glasses or different amounts of
resist contaminants incorporated with the metal precursors, which was also proved to
contain Na.

The morphology of the compact absorbers is characterized by a high number of
Cu2-xSe platelets on a CIGSe granular layer. To understand if the Cu2-xSe platelets were
also present in the bulk of the absorber, a cross-section SEM image was acquired, as
shown in Figure 5.6c. Clearly, the metallic-like Cu2-xSe platelets are also present within
the absorber’s bulk and some are even longer than the layer’s thickness, which would
make a detrimental shunt path between the top and bottom contact layers, in the case of
a solar cell architecture.

An interesting question is how does the CIGSe expand due to the selenization. In
fact, it was observed that some absorbers had a larger diameter than their respective pre-
cursor, while other absorbers retained a similar diameter. This is visible in Figures 5.7a



112 Chapter 5. Material efficient growth of CIGSe on patterned substrates

(a) (b) (c)

Figure 5.6: CLSM a) optical image and b) respective height map of a compact CIGSe ab-
sorber. c) Cross-section SEM of a Cu-rich CIGSe absorber. The Cu2-xSe platelets are visible

across the whole absorber’s thickness.

and b, where both situations are shown. Additionally, Figures 5.7c and d depict the rep-
resentative morphology of the precursors to the aforementioned absorbers. In all cases,
the measured diameter is highlighted and a schematic cross-section of the hypothesized
layer configuration is shown next to the respective height map.

(a) (b)

(c) (d)

Figure 5.7: CLSM height map of: a) a compact CIGSe absorber. In this case, no expansion
beyond the micro-dot’s original region is observed. b) a CIGSe absorber that expanded onto
the SiO2 matrix during the annealing in Se. c) a sister micro-dot precursor to the absorber
shown in a). Note that the precursor is recessed comparatively to the SiO2 matrix. d) a
sister micro-dot precursor to the absorber shown in b). Note that the precursor is protruding
comparatively to the 1 μm thick SiO2 matrix. A schematic cross-section of the hypothesized

layer configuration is depicted next to the respective height map.
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The fact that some absorbers have a larger diameter compared to their respective
precursor suggests a three-dimensional expansion of the material’s morphology during
selenization. Although an expansion perpendicular to the substrate (z-direction) was ex-
pected, the reason for a growth in the xy-plane, in some cases, is not clear. Raman analysis
(spectra not shown), highlight the presence of the chalcopyrite A1 mode also beyond the
micro-dot’s original diameter, which confirms the CIGSe absorber is expanding in both
directions. The extent of the absorber’s lateral expansion seems to be correlated with the
height of the respective precursor compared to the SiO2 layer. More precisely, a precur-
sor with a height lower than the SiO2 layer, as in Figure 5.7c, resulted in a minimal lateral
expansion after selenization, as Figure 5.7a shows. Conversely, a protruding precursor,
as in Figure 5.7d, led to a consequent lateral expansion after selenization, as depicted in
Figure 5.7b. Assuming that the SiO2 matrix is not deformed, the observed expansion is
likely related to the liquid phase, that the precursor forms at higher temperature, which
flows beyond the original micro-dot’s diameter.

To discard a deformation of the SiO2 matrix, EDX was measured from the SiO2 layer
towards the center of the absorber, spatially resolving the Si signal, as shown in Fig-
ure 5.8a.

(a) (b)

Figure 5.8: a) GGI ratio and Si content measured from the SiO2 layer towards the center of
the CIGSe micro-absorber. b) Schematic cross-section of the sample geometry before and
after annealing in Se, illustrating the influence of the precursor’s height, relative to the SiO2

matrix, on the final absorber’s morphology.

The Si content stays constant outside the original diameter of the micro-dot, i.e.
micro-dot’s aura, and quickly decreases to zero inside it. This confirms the CIGSe ab-
sorber grows in a muffin-top fashion, as illustrated in Figure 5.8b, and discards the defor-
mation of the SiO2 layer by the lateral expansion of the CIGSe.

Interestingly, the distribution of Ga in the absorber is different inside the micro-dot
and within the aura, as demonstrated in Figure 5.8a through the GGI. The spatially re-
solved EDX and Raman analysis (GGI deduced from A1 mode position) both corroborate
that no or very low Ga is found in the aura region, whereas a high Ga content is found
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inside the micro-dot’s original diameter. This suggests that the chalcopyrite phase that
lead to the formation of the aura, outside of the micro-dot, is CuInSe2. Mainz et al. have
shown that during selenization, In tends to migrate to the surface, causing Ga to segre-
gate at the back of the absorber [164]. Here, it is speculated that the lateral diffusion of
In hinders the diffusion of Ga towards the aura. Thus, one function of the SiO2 layer is
to retain the CIGSe film’s shape and consequently, composition homogeneity. Since the
targeted absorber thickness is in the 2 μm range, a similar SiO2 thickness is preferable to
guide the CIGSe absorber.

Despite clearly improving the outcome of the selenization, with a 60 % success rate,
the addition of the inert annealing by itself does not guarantee a controlled absorber
morphology and adhesion to the Mo layer. As also suggested in section 4.3 of chapter 4,
the high Se partial pressure, during the selenization step, may increase the Na diffusion
from the soda lime glass, which compromises the adhesion between the CIGSe and the
Mo layer. This shows that controlling the Se partial pressure during the annealing is
crucial to obtain compact CIGSe absorbers.

Device characterization

This section covers the characterization of absorbers that were converted into micro
solar cells. Given the consequent Cu-rich composition of the absorbers, a KCN (10 wt%
for 5 min) treatment [165], followed by the chemical bath deposition of a 50 nm CdS buffer
layer are applied to the array. The former has the aim of removing the Cu2-xSe platelets
from the absorbers and the CdS buffer layer to improve the CIGSe interface and form the
pn-junction. To convert the absorbers into solar cells, the transparent conductive oxide
layers (i-ZnO/ZnO:Al) are deposited by sputtering.

To assess the quality of the solar cells in the array, EQE and JV measurements were
performed in Figure 5.9. From semi-quantitative EQE spectra on individual micro solar
cells, as exemplified in Figure 5.9a, the average bandgap is estimated to EEQE

gap = 1.3± 0.1 eV.
This value agrees well with the bandgap Egap = 1.3± 0.2 eV calculated empirically from
the GGI of the metal precursors (GGI=0.46) [166]. The general shape of the EQE suggests
a poor carrier collection in the infrared range above the bandgap. Additionally, the drop
in the UV-region is associated to parasitic absorption by the CdS buffer layer.

The number of electrically active solar cells was estimated by probing each one with
the EQE beam (at 532 nm) and by measuring the resulting current. Out of 198 solar cells,
182 were electrically active. Finally, JV measurements on groups of micro solar cells was
performed. The preference of groups over individual solar cells was to facilitate the me-
chanical scribing of the window layers, meant to electrically isolate each group of solar
cells, and to minimize the risk of shunt paths. It is noted that when connected in par-
allel, the current of each solar cell, in the group, contributes to the total measured cur-
rent, while the open-circuit voltage of the group is given by the lowest individual open-
circuit voltage. Figure 5.9b shows the JV characteristics of a pair of isolated micro solar
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(a) (b)

Figure 5.9: a) Semi-quantitative EQE from one micro solar cell. The energy derivative of the
EQE is shown as inset to determine the bandgap. The EQE is semi-quantitative because the
laser beam size was larger than the micro solar cell’s active area. b) JV characteristics in the
dark and under illumination of a group of two micro solar cells connected in parallel. Key

parameters are summarized as inset.

cells, connected in parallel. The devices show a diode-like behavior with an efficiency of
(1.2± 0.3) % under 1 Sun. A low shunt resistance (60 Ωcm2) and a relatively high series
resistance (3.4 Ωcm2) were measured, as well as a voltage-dependent current collection.
These are possibly related to shunt paths resulting from the large Cu2-xSe platelets within
the absorbers and potential pinholes and defects caused by the platelets during the syn-
thesis process and the KCN treatment. The short-circuit current density Jsc is found to
be 15± 2 mA/cm2 which is in line with the EQE showing very poor collection in the
near-infrared region. Larger groups of micro solar cells also showed a diode behavior,
however the shunt resistance was even lower in these cases. The active area used for the
JV measurements was calculated by taking the number of individual micro solar cells in
a group and multiplying by the area of a single disc of 100 μm diameter.

To conclude the synthesis of Cu-rich micro solar cells, it was demonstrated that this
material-efficient sputtering and annealing route can lead to working micro solar cells,
however multiple issues were encountered which limited the achieved PCEs. First, the
sputtering process introduces resist contaminants in the precursors, which imposed the
introduction of an extra synthesis step to extract the resist and obtain compact CIGSe
absorbers. It is speculated that the high density of micro-dots in this pattern, i.e. the re-
duced spacing between neighbour micro-dots, could promote the abrasion of resist dur-
ing the precursor’s sputtering. Thus, in the following, patterns with a lower density of
micro-dots are used. Increasing the space between micro-dots also simplifies the process
of electrically isolating individual micro solar cells. Secondly, a significant amount of Na
was found in all selenized absorbers, which could originate either from the contaminants
or by diffusion from the soda lime glass. Since no Na was detected in the precursors
without visible contaminants, the diffusion from the soda lime glass, also observed in
chapter 4, seems more likely. In any case, this could explain why not all synthesized ab-
sorbers were compact. Finally, it was observed that the thickness of the SiO2 is important,
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as it helps holding the precursor’s shape during the annealing step. Indeed, a SiO2 thick-
ness lower than that of the Cu(In,Ga) precursor will lead to a muffin-top morphology
after annealing in Se. This was observed to cause a lateral composition inhomogeneity,
which is detrimental for the solar cell’s performance. For this reason, a thickness of 2 μm
is used in the following. Despite these issues, multiple groups of working micro solar
cells were achieved, with the highest PCE being 1.2 % for a group of two devices.

5.1.2 Cu-poor solar cells

Despite having achieved working micro solar cells with Cu-rich CIGSe absorbers, it
is of particular interest to investigate Cu-poor CIGSe absorbers. This is the case as the
Cu-rich absorbers are known to be limited by interface recombination and by tunnelling
enhanced recombination, due to their high doping level, which reduces the resulting
solar cell’s VOC and JSC, respectively [44].

In chapter 4, an important finding about Cu-poor CIGSe absorbers is that the pat-
terned SiO2 layer causes a detrimental enhanced diffusion of Na, from the soda lime
glass, through the micro-dots. This issue was mitigated by the introduction of a Na block-
ing layer, like Al2O3 or SiOxNy. However, completely depriving the CIGSe absorber of
Na during synthesis led to the peeling of the material from the substrate. Therefore, the
use of substrates with a Na blocking layer is complemented by performing the annealing
step in a Na-containing graphite box. In this way, the peeling of the film is expected to be
avoided [141].

For this section, a 100 nm Al2O3 layer was used as Na barrier and the SiO2 pattern
containing arrays of micro-dots with varying diameter is chosen. This allows to also
investigate if the size of the micro-dots is relevant during the synthesis process.

Precursor characterization

In the following, the morphology of the Cu-poor sputtered precursors is investigated.
Figures 5.10a and b show the morphology and respective height map of a filled micro-
dot. As can be noticed, the morphology of the precursor is identical to that in section
4.3, where the metal precursor had been deposited both inside the micro-dots and on
the SiO2 layer. In short, the morphology consists of a relatively thin Cu-rich compact
underlying layer and an In-rich rough top layer made up of irregularly shaped agglom-
erates. Further EDX analysis show an average compositional ratio CGI of 0.72 and a GGI
of 0.21. Although the CGI ratio is rather low compared to stoichiometry, reports have
demonstrated relatively high PCEs (∼10 %) can be obtained for CIGSe solar cells from
precursors with a similar composition as here [167, 168]. Thus, these precursors are in
line with the objectives of this study.
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Given the resist contamination issues observed in the case of sputtered Cu-rich, an
annealing in N2 inert atmosphere at 250 °C for 20 min is also performed to cross-check
the Cu-poor case. The resulting morphology and height map are depicted in Figure 5.10c
and d.

(a) (b)

(c) (d)

Figure 5.10: CLSM optical image and respective height map of the same micro-dot precursor
(a and b) before and (c and d) after an inert annealing in N2. Red dashed ellipse highlights

one of the regions where the Mo layer was exposed after the N2-annealing.

After annealing, both the appearance and the morphology of the metal precursors are
rather different. In fact, the film seems to coalesce and form some holes in between the In-
rich agglomerates, where the layer was already thinner. In these regions, the underlying
Mo layer is even exposed after the N2-annealing, as corroborated by EDX analysis (spec-
trum not shown). Anticipating the consequences for the annealing in Se atmosphere,
the formation of these holes reveals an easy access for Se to form the conductive MoSe2

layer, which is detrimental when excessively thick [169]. Additionally to the holes, the
precursor layer changed to a yellowish appearance, which suggests that some resist con-
taminants were still present. Although, no large remnants of resist were found as was the
case for the Cu-rich sputtered sample, implying decreasing the density of micro-dots was
beneficial. However, the Cu-poor sample (discussed in section 4.3) sputtered without re-
sist, did not show any modification after being annealed in the same way as the present
precursors. These observations corroborate with the hypothesis of resist damage during
sputtering and demonstrate that increasing the spacing separating micro-dots was not
enough to avoid the contamination of the precursors by the resist.
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Absorber formation

Impact of precursor’s N2-annealing

To assess the impact of the annealing in N2, the pristine and N2-annealed precursors
are selenized in identical conditions. In this case, the annealing temperature was 450 °C
for 10 min with 100 mbar of N2 background pressure and 40 mg of Se powder. The mor-
phology of the resulting CIGSe absorbers are discussed in the following, starting with
the pristine precursor. Figure 5.11 regroups CLSM optical and height images of the same
micro-dot before and after the annealing in Se.

(a) (b)

(c) (d)

Figure 5.11: CLSM optical image and respective height map of: a) and b) micro-dot
Cu(In,Ga) precursor. c) and d) CIGSe absorber after annealing in Se. Red dashed ellipses
highlight the same region, in the precursor and in the absorber, where the precursor shows
a valley in-between In agglomerates and, after annealing, the same region is identifiable in

the absorber, however its morphology is substantially different.

Interestingly, when comparing the optical images of the precursor (Figure 5.11a) and
absorber (Figure 5.11c), it appears that some regions, in particular the valleys in between
In agglomerates, formed grains with a similar shape after the annealing in Se. However,
this correlation between shapes is not visible when comparing the height maps (in Fig-
ures 5.11b and d). Nevertheless, the height maps do show a thinner absorber in some of
the regions where the precursor was also thin, which suggests that the lateral diffusion
of elements during the annealing in Se is rather consequent (estimated to a few microm-
eters) in the xy plane. Zooming in on a sister absorber, SEM imaging in Figure 5.12a
unveils that the absorber layer has some micrometer-sized holes that, according to EDX
spectra in Figure 5.12b and Raman in Figure 5.12c, expose the Mo/MoSe2 back contact.
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(a) (b)

(c) (d)

Figure 5.12: a) SEM close-up image on the edge of a micro-dot containing a CIGSe absorber.
At this magnification, it is possible to identify microscopic holes in the absorber layer. Red
and blue circles indicate the locations where EDX spectra in b) were acquired. b) EDX spectra
measured at 20 kV from the locations drawn in a). c) Raman spectra measured from the
locations indicated in a). A 532 nm excitation laser was used for surface-sensitivity, as it
probes a depth of less than 100 nm [170]. d) Compositional ratios CGI and GGI, calculated

from EDX spectra, as a function of the acceleration voltage.

Additionally, the Raman spectrum from the hole, also detects a Ga-rich CIGSe phase
at 180 cm-1, which would suggest a GGI of roughly 0.60. At the surface of the CIGSe
micro-absorber, Raman detects a Ga-poor (GGI=0.1) CIGSe phase through the A1 mode
wavenumber position at 175 cm-1. The second peak associated with the CIGSe, at 212 cm-1,
corresponds to the E/B modes [171]. Furthermore, an ordered-vacancy compound (OVC)
phase is also detected, at 152 cm-1, at the surface [172], which was to be expected given
the low CGI of the metal precursors (CGI=0.72). To confirm the elemental depth distribu-
tion of the CIGSe phase, Figure 5.12d presents the elemental ratios CGI and GGI extracted
from EDX spectra acquired at three acceleration voltages (10 kV, 20 kV and 30 kV). Start-
ing with the lowest voltage, i.e., the most surface sensitive measurement, the average
measured CGI was 0.92, however locally CGI values as low as 0.67 were measured, which
suggests that only a few regions contain the OVC phase, as suggested by Raman. The
lowest GGI value was indeed measured at the surface, however its absolute value (0.02)
is lower than suggested by Raman. Nevertheless, at 20 kV, the GGI increases whereas the
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CGI remains the same. Finally, at the back, or at 30 kV, EDX confirms the highest value for
GGI (0.11). Note that despite the absolute GGI values being different, between Raman
and EDX, the relative ratio between GGI at the surface and at the back is very similar.
Studies on sequential selenization processes show that In diffuses to the front surface,
due to the lower surface free energy of formation of CuInSe2 compared to CIGSe [173,
174]. This pushes the Ga-containing phase towards the Mo interface, which corroborates
with the above observations. The accumulation of Ga at the back is in fact beneficial, as
it induces a Ga-rich phase, i.e. with a higher bandgap, which in turn reduces carrier re-
combination at the back contact, improving VOC [175]. Interestingly, the micro-absorber
shows a depletion of Cu at the back, as the CGI drops to 0.73. Together with Raman,
these results suggest that the OVC phase is found either at the front and at the back or
throughout the depth of the absorber. It is also worth noting that no Na peak is measured
with EDX, which confirms the good behavior of the implemented Na barrier.

Moving to the CIGSe absorber that corresponds to the precursor annealed in N2,
Figure 5.13 presents CLSM optical and height images before and after the annealing in Se.

(a) (b)

(c) (d)

Figure 5.13: CLSM optical image and respective height map of: a) and b) micro-dot
Cu(In,Ga) precursor annealed in N2. c) and d) CIGSe absorber after annealing in Se.

The respective optical images, in Figures 5.13a and c, show that in the regions where
the precursor had the Mo exposed, an orange phase seems to form, contrasting with the
dark grey CIGSe phase. The orange phases will be discussed later in this section. Note
that on the right side of the layer, a lump of Se solidified on the CIGSe layer covering part
of the absorber morphology. Nevertheless, comparing the height maps, in Figures 5.13b
and d, the holes in the precursor resulted in a thinner absorber in these particular regions,
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which makes it prone to be more affected by interface recombination and ultimately re-
sult in a worse device performance [56]. Thus, the annealing in N2 is not beneficial in this
case and will therefore not be further investigated.

Influence of Se partial pressure on phase formation

In the following, different annealing conditions are investigated to optimize the mor-
phology and the optoelectronic of the resulting CIGSe micro-absorbers. Literature has
shown that a controlled supply of Se is required to optimize the morphological and opto-
electronic properties of the resulting CIGSe absorber [55, 176]. On the one hand, an insuf-
ficient supply of Se compromises the chalcopyrite phase purity [177]. On the other hand,
an excessive supply of Se implies that more Se will reach the Mo interface and form an
overly thick MoSe2 resistive layer [178]. Thus, it is of great interest to regulate the influx
of Se that reaches the precursors. This is achieved by controlling the Se partial pressure
in the system. The graphite box in a tube oven configuration being a common setup [179,
180], for the annealing in Se step, J. J. Scragg originally modelled the partial pressure of
Se based on gas pressure equilibrium principle [181]. In short, the model starts with the
graphite box and the respective lid inside a closed system. The background pressure, at
room temperature, PN,RT is determined by the amount of N2 introduced in the system
before the annealing. At the annealing temperature TAnneal, the Se powder, inside the
graphite box, has partially evaporated leading to a Se partial pressure PSe,box. This Se
partial pressure lifts the lid and a fraction F of the Se gas phase escapes the graphite box
until an equilibrium pressure, inside the graphite box and outside, is reached. Han et
al. improved the model by additionally considering the pressure from the weight of the
lid Plid and the fraction of Se vapor C that condensates at the chamber’s cold outer walls
[55]. Note that C ranges from 0 to 1 and depends on the specific system configuration.
Therewith, the equilibrium partial pressure of Se PSe,eqm inside the graphite box is given
by:

PSe,eqm

PSe,box
= 1 − F = 1 − PSe,box + C · PN,Tanneal − Plid

(PN,Tanneal + PSe,box) · (1 + Vbox
Vchamber

(1 − C))
(5.1)

With PN,Tanneal being the N2 partial pressure at Tanneal and is given by PN,Tanneal =

PN,RT · TAnneal
TRT

. As specified above, Plid is the pressure exerted by the lid’s weight m with
a surface A: Plid = mg

A , with g being the gravitational acceleration constant. Vbox and
Vchamber are the volumes inside of the graphite box and the chamber respectively. Finally,
the partial pressure of Se inside the graphite box PSe,box is calculated with the ideal gas
law assuming the Se vapor phase is composed of Se2 molecules only.

Traditionally, CIGSe is known to demonstrate better device properties when an-
nealed at higher temperatures, usually around 550 °C [182]. However, due to the intro-
duction of the Al2O3 diffusion barrier to the stack, it was required to test for the thermal
stability of the new stack. Indeed, it was found that the SiO2 layer is severely cracked
at 550 °C, however at 525 °C the cracking seems to be minimal. At these temperatures,
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the effect of PSe,eqm on the morphology of micro-absorbers, with different diameters, is
clearly visible. In fact, for both temperatures, a PSe,eqm around 120 mbar resulted in heav-
ily damaged CIGSe layers for smaller diameters, whereas reducing PSe,eqm to 11 mbar
led to compact CIGSe micro-absorbers independently of their diameter. To illustrate this
effect, Figure 5.14a is a plot of the relevant annealing parameters, TAnneal and PSe,eqm, as
a function of the damage of the CIGSe micro-absorber for the different diameters that
were investigated. To assess the damage of the micro-absorber, the average height of the
CIGSe, compared to the SiO2 layer, is used as criteria to color-map the corresponding
circle in the plot. To distinguish between the different diameters, the diameter of each
circle is proportional to the corresponding micro-absorber’s diameter. In other words,
for each set of annealing parameters, 13 concentric circles, representing the 13 different
diameters, are color-coded according to the respective absorber’s extruded height. To
exemplify the criteria that define the scale of the color map, the height map of a compact
micro-absorber is shown in Figure 5.14b, giving a green ring in Figure 5.14a, and that of a
deformed micro-absorber is presented in Figure 5.14c, giving a red ring.

(a)

(b)

(c)

Figure 5.14: a) Colormap representation of the CIGSe absorber’s average height, compared
to the surrounding SiO2 matrix, as a function of the annealing parameters (annealing tem-
perature and Se partial pressure). Each group of concentric circles contains 13 data points
pertinent to the micro-dots in the same array, i.e. annealed in the same conditions. The di-
ameter of each micro-dot is represented by the diameter of the respective circle, which was
calculated with the logarithm of the real micro-dot diameter in order to facilitate visualiza-
tion. The real diameters are: 500, 400, 300, 200, 100, 80, 60, 40, 20, 15, 12.5, 10 and 5 μm.
CLSM height map of a b) compact CIGSe absorber (shown as green in a) - 60 μm diameter,
525 °C and 11 mbar) and a c) deformed absorber (shown as red in a) - 60 μm diameter, 525 °C

and 131 mbar).

Independently of the annealing temperature, it is clear that PSe,eqm has a crucial im-
pact on the absorber’s morphology. In general, the higher the PSe,eqm, the higher the
number of damaged micro-absorbers, with those with a smaller diameter being the most
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sensitive to PSe,eqm. Focusing on the micro-absorbers annealed at 525 °C, each diameter
seems to have a different pressure threshold PSe,t above which PSe,eqm causes the ab-
sorber to be damaged. Furthermore, this pressure threshold shifts to lower values if
TAnneal is increased and to higher values if the TAnneal is decreased. As an example, the
micro-absorber with 100 μm diameter is damaged when annealed at 550 °C and 120 mbar,
whereas it remains intact when annealed at 525 °C with the same PSe,eqm. As a side note,
a higher PSe,eqm was also observed to cause more fissures and further damage to the
SiO2 layer. To compare with the previous Cu-rich section, where only 60 % of the micro-
absorbers were undamaged, the Na-barriered Cu-poor micro-absorbers annealed at the
same conditions (450 °C, 150 mg Se, PN,RT = 350 mbar, PSe,eqm = 420 mbar) did not show
any damage. This further emphasizes the importance of the Na barrier, even for Cu-rich
micro-absorbers.

From the front surface, the morphology appearance of all the Cu-poor micro-absorbers,
damaged or intact, is similar. Thus, to investigate the reason why the diameter is rele-
vant for particular PSe,eqm and TAnneal parameters, it is of interest to explore the interface
between the Mo back contact and the CIGSe layer. To access the back side, the micro-
absorbers are transferred onto a strip of kapton tape. CLSM optical images are then
acquired from micro-absorbers with different diameters, both from the substrate side
(see Figures 5.15a-b) and from the micro-absorber back side (in Figures 5.15c-d). Note
that with this method, the damaged micro-absorbers, i.e. with smaller diameters, easily
transferred to the tape, leaving behind mostly an empty micro-dot. However, for the in-
tact micro-absorbers, only a small portion of the absorber was transferred to the tape and
the rest remained attached to the back contact, proving their superior adhesion to the Mo.

Comparing the back interface of the different micro-absorbers, it is evident that those
with smaller diameter show an orange crystalline phase that covers most of the back side.
In contrast, the micro-absorbers with larger diameters show mostly a grey phase with a
granular structure, which resembles the CIGSe phase. Nevertheless, some orange crys-
tals are also visible, however to a much lower extent. This suggests that the holes with
smaller diameter induce the formation of micro-absorbers with a double layer structure,
whereas the larger holes show the formation of mostly a single phase. Assuming the dou-
ble layer structure is responsible for the peeling of the micro-absorbers, it seems that the
PSe,eqm greatly influences the formation mechanism of the CIGSe phase, as in the cases of
lower PSe,eqm, all micro-absorbers were intact.
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(a) (b)

(c) (d)

Figure 5.15: CLSM optical image of a a) 60 μm and b) 300 μm diameter micro-dots after
removal attempt of the CIGSe absorber. CLSM optical image of the back side of the extracted
CIGSe absorber from the c) 60 μm and d) 300 μm micro-dots. The brown background is the
kapton tape. A side-view schematic of the double and single layer phase is depicted in the

respective image, on the top right corner.

EDX analysis show no sign of Na in this case, which means the Na barrier was
effective and these orange crystals are a different phase than that observed in the co-
evaporation case, in chapter 4. Furthermore, independently of the diameter of the holes,
EDX (at 10 kV) shows a composition ratio (Cu:III:Se) of 1:1:2 at the surface of the micro-
absorbers, suggesting a Cu(In,Ga)Se2 phase. However, concerning the back interface, the
analysis could not identify an individual phase. Instead, Raman analysis is able to dif-
ferentiate phases at the surface and at the back, as shown in Figure 5.16. Figures 5.16a
and b are CLSM optical images of micro-absorbers with a large and a small diameter,
respectively, to help identifying the investigated regions.

Starting from the front side of the micro-absorbers, remaining inside the holes (spec-
trum 1), a similar spectrum is obtained for both diameters. The typical modes of CIGSe
are observed at 175 cm-1 (A1 mode) at in the range 210-230 cm-1 (B2 and E mixed modes).
The A1 mode’s position suggests a low Ga content as also measured with EDX. Addition-
ally, the main peak (A1 mode) of the the OVC phase, CuIn3Se5, is measured at 154 cm-1

[121]. Focusing on the back interface of the large diameter micro-absorber (spectrum 2),
the leftover grey phase shows again the typical modes of the CIGSe phase (A1 and mixed
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(a)

(b) (c)

Figure 5.16: CLSM optical image of a a) 400 μm and b) 80 μm diameter micro-dots after re-
moval attempt of the CIGSe absorber. Raman measurement locations are numbered and
color-matched to the respective spectra. c) Raman spectra measured from the locations indi-
cated in a) and b). Dashed curves are fittings to the spectrum in location 2, in the 150-190 cm-1

range, based on the modes of from the two OVC phases (CuIn3Se5 - blue peak and CuGa3Se5
- green peak) and the A1 mode of CIGSe (red peak).

B2, E modes), however the wavenumber of the A1 mode is shifted to 180 cm-1, confirm-
ing a Ga-rich CIGSe phase at the back interface. Additionally, a fitting to the 150-190 cm-1

range, suggests the presence of two OVC phases at 157 cm-1 and 166 cm-1, which match
the main modes of CuIn3Se5 and CuGa3Se5 phases [121]. Finally, it is possible that some
signal from the neighboring orange crystals is measured in the 200-260 cm-1 range, as the
background level is not reached. To measure these crystals more objectively, two mea-
surements were taken in the hole with smaller diameter, where the density of orange
crystals is larger. In both cases (spectra 3 and 4), the most intense peak is located at
255 cm-1, followed by a secondary peak at 204 cm-1. According to literature, this could
correspond to a In2Se3 phase, where the main peak, at 254 cm-1, is associated with the
Se8 ring vibrations [183, 184]. Given the low CGI (0.72) of the precursor, this phase is in
fact expected to be formed. A low intensity Ga-poor CIGSe A1 mode is also measured at
176 cm-1, given the proximity of the two phases. Lastly, the Raman spectrum of MoSe2 is
also shown to insure they do not match with those observed in the In2Se3 phase.

To conclude, measurements suggest that the diameter of the micro-absorbers has an
influence in the phase formation, where the smaller diameters result in a configuration
closer to a double layer of CIGSe and In2Se3, whereas the larger diameters form mostly
a single layer with a few In2Se3 crystals. Since the initial composition was similar, it is
hypothesized that the distribution and density of OVC phases is different for distinct
diameters.
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Influence of Se partial pressure on absorber’s ΔEF

To solve the morphology issue, one could simply anneal with lower PSe,eqm, as this
reduced the peeling of the micro-absorbers. However, the morphology of the micro-
absorbers does not provide direct information about their optoelectronic properties, thus
it is relevant to also investigate how the quasi-Fermi level splitting ΔEF is impacted when
the annealing conditions are changed, as it is a figure of merit for the solar cell devices. To
separate the effect of the annealing parameters from the effects of the micro-dots diam-
eter, Figure 5.17a shows the ΔEF measured only from 500 μm micro-absorbers prepared
under different annealing parameters, i.e., at different temperatures and different PSe,eqm.
To address the effects of the micro-dots diameter, Figure 5.17b compares the maximum
photoluminescence (PL) counts measured from micro-absorbers with different diameters
synthesized under the same conditions.

(a) (b)

Figure 5.17: a) ΔEF as a function of the Se partial pressure and temperature during the ab-
sorber annealing for micro-dots with a diameter of 500 μm. b) Maximum PL counts as a
function of the absorber’s diameter. All absorbers compared here were annealed at 525 °C

with a PSe,eqm of 130 mbar.

Concerning the impact of the annealing parameters, it stands out firstly that a higher
PSe,eqm results in a higher ΔEF for all annealing temperatures. Conversely, Han et al. had
observed that in large area CIGSe the VOC, which is directly connected to ΔEF, hardly
changed (< 5 % change over 1 order of magnitude PSe,eqm) with PSe,eqm and was around
400 mV [55]. Here, it is assumed that, like in our process, the deposition of the buffer and
window layer only leads to marginal losses in ΔEF, making it possible to directly com-
pare ΔEF and VOC. Note that Han et al’s process is similar to ours here, except for the
annealing temperature which is lower in our case (525 °C compared to 600 °C). Back to
Figure 5.17a, increasing the PSe,eqm, allowed to improve the ΔEF up to 430 meV. This high-
lights that the annealing conditions have a larger impact when using the patterned sub-
strates compared to the typical unpatterned substrates. Regarding the effect of annealing
temperature, it is observed that 525 °C had the best result. As mentioned previously,
literature has proven that a higher temperature leads to a better performance, which is
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also observed here when comparing to 450 °C. However, 550 °C shows a lower perfor-
mance, which is likely due to the extra stress introduced by the thermal expansion of the
SiO2 matrix and the Na-barrier. Nevertheless, a ΔEF of 430 meV (or equivalently a ΔEF

loss of 300 meV), without particular process optimization, regarding TAnneal and PSe,eqm,
nor post-deposition treatment is encouraging. For comparison, world record CIGSe solar
cells have a ΔEF loss of 106 meV [29].

Moving on to the impact of the micro-absorbers’ diameter on their PL signal (pro-
portional to exp(ΔEF)), Figure 5.17b suggests a trend where PL signal increases with in-
creasing diameter. However, it also shows an important discrepancy on the PL signal
from sister micro-absorber with the same diameter. With the current data, it is not pos-
sible to objectively explain the discrepancy, however it could be related to their relative
position in the graphite box [141]. Regarding the diameter dependency, it is worth notic-
ing that some of the smaller diameters presented a "damaged" morphology, but still had
a significant PL signal. Just like in the discussion about the micro-absorbers’ morphology
it was observed that different annealing parameters were necessary for each diameter, it
is hypothesized that to maximize PL signal in each diameter, a particular set of anneal-
ing parameters is required. Thus, from the current dataset, it is not possible to conclude
whether or not a particular diameter is better.

A first attempt at performing Na post-deposition treatment, by evaporation in the
PVD chamber, was tested with the aim of improving the absorber’s ΔEF. This method
has generally been adopted for standard sized CIGSe to further improve the absorber’s
ΔEF [111]. The procedure applied to the standard sized CIGSe absorbers was reproduced
with the micro-absorbers. It was observed that, given the low amount of CIGSe material
in the micro-dots, the flux of NaF was too large and easily formed large alkali secondary
phases, which were detrimental for the morphology of the micro-absorbers. Neverthe-
less, a slight (∼ 40 meV) improvement in ΔEF was observed, which demonstrates the
benefits of the method also in micro-absorbers.

Device characterization

The control of PSe,eqm was demonstrated to be crucial to obtain a compact morphol-
ogy and to improve the absorber’s ΔEF, both being important parameters to fabricate mi-
cro solar cells. In the following, the characterization of absorbers that were converted into
micro solar cells is discussed. Given the Cu-poor composition of the absorbers, a KCN
(5 wt% for 30 s) treatment [165] is applied to the array, directly followed by the chemical
bath deposition of a 50 nm CdS buffer layer. In this case, the KCN treatment is mostly to
refresh the absorber’s surface from the oxides and Cu-Se phases that may have formed
due to air exposition [185]. Stripes of tape were used to form a mask around the individ-
ual micro-absorbers. Finally, the transparent conductive oxide layers (i-ZnO/ZnO:Al)
are deposited by sputtering, after which the stripes of tape are removed to ensure each
cell is electrically isolated from the other.
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Figure 5.18a shows the EQE spectrum measured from a 500 μm micro solar cell. The
expected parasitic absorption by the CdS buffer layer can be identified in the blue wave-
length region, whereas the lower EQE, at longer wavelengths, can be attributed to multi-
ple factors like an incomplete absorption of long-wavelength photons and/or the carrier
recombination at the unpassivated back interface. The JSC is calculated by integrating
the product of the EQE and the solar spectrum, as detailed in section 2.2.9 of chapter 2,
and equates to 31.6 mA/cm2. Also, the measured bandgap is around 1.0 eV, which agrees
with the Cu-poor and low Ga content composition measured from the absorbers [39].

(a) (b)

(c) (d)

Figure 5.18: a) EQE spectrum measured from a 500 μm micro solar cell, with the respective
energy derivative as inset to determine the bandgap. Small bump at 760 nm is an experi-
mental artifact, due to the change of the excitation lamp. b) JV characteristics, in the dark
and under illumination, of the same micro solar cell measured in a). Current was corrected
based on JEQE

SC value measured from EQE. Main JV parameters are shown in a table as inset.
c) Concentration series on a sister micro solar cell using a red laser as illumination source.
Main JV parameters are reported as a function of the light concentration factor (top axis,
shown in log-scale) or equivalently the JSC (bottom axis, shown in log-scale). VOC, FF and
PCE were measured for a light concentration up to about 5 Suns. The same micro solar cell
was measured with the standard 1 Sun setup and the respective JV parameters are indicated
by color-coded star symbols. A vertical black line indicates the 1 Sun illumination. d) Box
plot of the main JV parameters, under 1 Sun illumination, covering all 16 measured micro

solar cells.
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The dark and illuminated JV curves of the same micro solar cell are shown in Fig-
ure 5.18b. The champion device showed a VOC of 357 mV, a FF of 45.8 % and a JSC of
31.6 mA/cm2, leading to a PCE of 5.2 % under 1 Sun. On the one hand, the shunt resis-
tance shows a relatively low value of 100 Ωcm2, both in the dark and under illumination.
On the other hand, the series resistance was estimated to 1-2 Ωcm2, which is worse than
the value measured for the Cu-rich co-evaporated devices (0.1 Ωcm2), discussed in sec-
tion 4.2.2 in chapter 4. This difference in series resistance could also explain the lower FF
observed here (46 % compared to 60 % for the co-evaporated case).

A light concentration series was measured from a sister micro solar cell using the
dedicated micro-setup (red laser as illumination source) and the main JV parameters are
plotted in Figure 5.18c as a function of illumination intensity. For comparison purposes,
the main JV parameters measured with the standard setup under 1 Sun conditions are
also shown. As expected, the VOC increases logarithmically with the excitation inten-
sity, allowing to achieve 456 mV around 5 Suns, which represents an improvement of
70 mV. However, the FF is lower than when measured with the standard setup under
1 Sun conditions. This translates the worse (smaller) shunt resistance measured with
the micro-setup (∼23 Ωcm2 compared to ∼62 Ωcm2 in the standard setup), the origin
of which could not be identified. With higher illumination intensity, even worse values
of the shunt resistance were observed, which justifies the observed decrease of the FF.
One possible issue could be an inhomogeneous illumination of the micro solar cell. In-
dependently of the setup, it is clear that further efforts are required to improve the shunt
resistance, which will allow to further benefit from the PCE gains due to light concentra-
tion.

From all the compact CIGSe absorbers in the previous section, 16 micro solar cells
with diameters down to 100 μm, were characterized and a box plot of the main JV pa-
rameters is plotted in Figure 5.18c. In general, the VOC values are rather close (10-30 mV
lower) to the ΔEF/q measured from the respective absorbers (see Figure 5.17a). This im-
plies a good band alignment between the absorber, buffer and window layers, which
is crucial for optimal device performance. It is worth noting that higher VOC values
(400 mV) were measured compared to the champion device (357 mV), however these de-
vices suffered from low FF and JSC, due to a higher series resistance and lower shunt
resistance.

To summarize the synthesis of sputtered Cu-poor micro solar cells, it was observed
that using a substrate pattern with a higher spacing in-between micro-dots reduced the
contamination issues encountered in the previous section. Nevertheless, some level of
resist contamination seems to persist. Conversely to the Cu-rich case, an annealing in
inert atmosphere was detrimental, given that it led to the formation of larger holes in the
absorber’s morphology, down to the Mo back contact, and promoted the formation of a
secondary phase. In both cases (Cu-rich and Cu-poor), it was highlighted that the precur-
sor’s morphology has an important impact in the formation of pure CIGSe. Regarding
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the annealing in Se, it was shown that the Se partial pressure and the annealing temper-
ature are key parameters to control the morphology, optoelectronic properties and phase
purity of the CIGSe absorber. Furthermore, depending on the diameter of the micro-
dot, a different set of parameters were necessary to obtain compact morphologies, which
suggests that each diameter requires a distinct set of annealing parameters to optimize
the performance of the respective absorber. Finally, multiple Cu-poor micro solar cells
were completed and the champion device showed a PCE of 5.2 % under 1 Sun, which is
the highest value achieved for bottom-up synthesis of island-shaped micro solar cells. A
concentration series was measured and the expected logarithmic increase of the VOC was
observed.

To conclude on the sputtering and annealing route, it was demonstrated that the
method can produce arrays of CIGSe-based micro solar cells in both Cu-rich and Cu-
poor conditions. In the latter case, the implementation of the Na barrier was crucial, as
anticipated in chapter 4, however it is hypothesized that it could also be beneficial in the
Cu-rich phase, where significant amounts of Na were measured only after annealing in
Se. In addition to the Na barrier implementation, further key synthesis parameters for
this method were highlighted, which sets guidelines on how to optimize the process in
terms of device performance. More precisely, the method has an inherent contamination
issue, i.e. resist abrasion into the precursor during the sputtering process, that can be
limited by reducing the density of micro-dots in the substrate pattern. In fact, the design
of the pattern and the SiO2 matrix, play important roles in the synthesis process. For
instance, the height of the SiO2 matrix helps shaping the CIGSe absorber, whereas the
diameter of the micro-dots has an influence in the formation mechanism. Finally, the Se
partial pressure and the annealing temperature have paramount influence in determining
the morphology and optoelectronic performance of the CIGSe based micro solar cells.
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5.2 Electrodeposited solar cells

The second material efficient method that is explored is a two-step electrodeposition
of the metal precursors, followed by the same annealing in a Se-containing atmosphere.
The distinction of the electrodeposition steps is that the metal precursors are deposited
only in the regions where the metallic Mo layer is exposed, as the SiO2 layer has the
function of masking. This implies that only the required material is deposited locally,
resulting in an optimal material consumption. It is worth emphasizing that the substrate,
onto which the precursors are deposited, contains no resist layer. Thus, in this case, no
resist contamination issues are expected, since the resist is removed before the electrode-
position of the precursor layers, unlike in the sputtering process.

5.2.1 Cu-rich solar cells

Similarly to the sputtered Cu-rich (CGI > 1.0) precursors, no Na blocking layer was
used in this case, given the diffusion blocking aspect of Cu-rich precursors observed in
chapter 4. The aim here is to also confirm if a different precursor synthesis impacts the
Na diffusion.

Precursor characterization

To illustrate the distinct steps in this electrodeposition route, Figure 5.19 presents
the optical image, and respective height map, of the same micro-dot at each step of the
process. The starting point is the patterned substrate, where the Mo layer is exposed only
within the micro-dot structure (in Figures 5.19a and e). The first electrodeposition step is
that of Cu, which results in the growth of a Cu layer inside the micro-dots, as exemplified
in Figures 5.19b and f. This is followed by the co-electrodeposition of In and Ga, leading
to a (In,Ga) layer stacked on the Cu deposit, as visible in Figures 5.19c and g.

An optional step is also shown, in Figures 5.19d and h, that is the annealing of the
precursor stack in N2 inert atmosphere. Focusing on the optical images of the (In,Ga)
layer before (Figure 5.19c) and after (Figure 5.19d) annealing, the morphology of the stack
does change, as discussed in chapter 3, however the appearance, or color, of the layer
remains identical. This again confirms the resist contamination issue, observed in the
sputtering synthesis route, is due to the presence of the resist layer during the precursor
sputtering step.

The correlative analysis of the electrodeposited precursor layers, discussed in chap-
ter 3, shows that the layers’ morphology influences the composition and phase purity of
the resulting CIGSe absorber, but also the morphology of the precursor stack itself, which
is clearly highlighted here again by the sequence of height maps (Figures 5.19e-g).
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.19: CLSM optical images of the same 300 μm diameter micro-dot at each step of the
process: a) empty micro-dot. b) electrodeposition of Cu film. c) electrodeposition of In, Ga
film. d) inert annealing in N2. e-h) CLSM height maps of the corresponding optical images

(a-d).

Absorber formation

As previously, to convert the precursor stack into the CIGSe absorber, an annealing
in Se-containing atmosphere is performed in a tube oven, inside a graphite box. Similar
annealing conditions, as for the Cu-rich sputtered precursors, were chosen here. Specifi-
cally, the N2 background pressure was 350 mbar, the mass of Se powder was 150 mg and
the annealing duration, at the target temperature, was 10 min. Three different temper-
atures were considered 450 °C, 500 °C and 550 °C. The range of CGI composition of the
absorbers discussed here is 1.1-1.4.

Figure 5.20 shows optical images and height maps illustrating the morphology of a
representative absorber synthesized at 550 °C. At this temperature, a few cracks in the
SiO2 are observed, but mostly connected to a micro-dot. Also, at the edge of the sample,
the Mo (or MoSe2) layer is peeling locally (not shown). Both observations together sug-
gest that the combination of high temperature and high N2 background pressure, that is
the high resulting Se partial pressure (450 mbar), is causing the growth of an excessively
thick MoSe2 layer which leads to the damage observed in the micro-dots and on the SiO2

layer. This suggests that the thermal expansion is not a problem for this stack (sodalime
glass/Mo/SiO2) and annealing parameters.
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(a) (b)

(c) (d)

Figure 5.20: a) CLSM optical image of a 300 μm wide micro-dot after an annealing in Se at
550 °C. b) CLSM height map associated with the region shown in a). c) Zoom-in CLSM opti-
cal image of the region highlighted by the black dashed box in b). d) EDX spectra acquired
from the locations indicated in a). Spectra were measured with 10 kV acceleration voltage.

Focusing on the micro-dot, a damaged MoSe2 layer is clearly visible in dark brown
around the micro-dot structure. Inside the 300 μm wide micro-dot, only a portion of
the damaged CIGSe absorber remains, leaving the underlying layer also exposed. Fig-
ure 5.20c is a zoom-in to the region indicated in the height map, in Figure 5.20b. Here, one
can distinguish three different phases by color, which can be guessed from the knowledge
acquired with the optical analysis in section 3.3 in chapter 3. In grey, it is the CIGSe phase,
in brown/orange the MoSe2. The blue phase was also observed with the Cu-poor sput-
tered absorber in chapter 4, which allows to guess this phase is Na-related. The EDX
spectra analysis, in Figure 5.20d, shows that the composition, in the regions indicated in
Figure 5.20a, agree with the suggestions from CLSM analysis. In addition, the presence
of the Cl peak allows to further anticipate the formation of NaCl, similarly to the Cu-poor
sputtered absorber. Yet again, the Cu-rich precursor was not enough to contain the Na
diffusion, as was the case in the co-evaporated absorber.
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Reducing the annealing temperature to 500 °C, and thus the Se partial pressure to
420 mbar, considerably reduced the expansion of the MoSe2 layer. Nevertheless, it is
still possible to identify an overly thick MoSe2 layer surrounding the micro-dot, in the
morphology optical image in Figure 5.21a. Nevertheless, the CIGSe seems intact, as also
suggested by the corresponding height map. However, the morphology of the CIGSe
layer displays circular lumps, which are considerably higher compared to the remainder
of the layer. The optical zoom-in, in Figure 5.21c, does not provide directly a reason for
the origin of the lumps, however, in terms of phases, one can identify the light grey
CIGSe, a few Cu2-xSe platelets in dark grey and numerous Na-related phases in blue.
Here, they are only visible at the surface, as the CIGSe absorber is intact, however they
are very likely distributed throughout the absorber’s thickness and interfaces, like for the
absorber discussed above.

(a) (b)

(c) (d)

Figure 5.21: a) CLSM optical image of a 300 μm wide micro-dot after an annealing in Se at
500 °C. Brightness adjusted in image a) for visual purposes. b) CLSM height map associated
with the region shown in a). c) Zoom-in CLSM optical image of the region highlighted by the
black dashed box in b). d) EDX spectra acquired from the locations indicated in b). Spectra

were measured with 10 kV acceleration voltage.
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Figure 5.21d shows the EDX spectra, taken in the two regions indicated in Figure 5.21b.
Both spectra are identical, showing no composition difference. The Cl peak is still present,
which indicates that a consequent Na content is present in the absorber, despite the tem-
perature decrease and the Cu-rich composition. It is worth noting that despite using a
Na-containing electrolyte for the electrodeposition of the Cu layers, no Na was detected
in the precursor stack, which attributes the Na appearance exclusively to its diffusion
from the soda lime glass substrate. Although, no particular correlation is observed be-
tween the lumps and the Na content, it is worth noting that the average Na/Cu ratio is
1.1, which is excessively high compared to standard CIGSe synthesis (< 0.04) [141]. Thus,
it is hypothesized that the excessive Na content is directly or indirectly responsible for the
anomalous morphology. Also, as was the case for the highest temperature, the Cu-rich
composition does not completely block the Na diffusion, from the substrate, when high
Se partial pressures are used. Thus, a Na barrier is also required for the Cu-rich cases.

Further reducing the annealing temperature down to 450 °C (Se partial pressure of
390 mbar), allowed to obtain a promisingly compact absorber morphology, as shown in
Figures 5.22a and b. Also, no excessive MoSe2 layer is visible beyond the diameter of
the micro-dot. In fact, the optical zoom-in, in Figure 5.22c, shows a light grey CIGSe
phase with relatively large grains and dark grey platelets of Cu2-xSe, as expected given
the Cu-rich precursor’s composition. No further phases are visible at the surface and
EDX analysis, in Figure 5.22d, confirms that the Na content is considerably reduced in
the different regions of the absorber. Note that the Cl signal is also suppressed and this
despite using the same Cl-contaminated graphite box. Otherwise, the different regions
show distinct relative compositions due to the inhomogeneous Cu layer, as was discussed
in chapter 3.
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(a) (b)

(c) (d)

Figure 5.22: a) CLSM optical image of a 300 μm wide micro-dot after an annealing in Se at
450 °C. Brightness adjusted in image a) for visual purposes. b) CLSM height map associated
with the region shown in a). c) Zoom-in CLSM optical image of the region highlighted by the
black dashed box in b). d) EDX spectra acquired from the locations indicated in a). Spectra

were measured with 10 kV acceleration voltage.

Strikingly, despite the same annealing conditions as the sputtered Cu-rich case, no
Na is observed here in the absorber, unlike the sputtered case, where a significant amount
of Na was present after the annealing in Se. This suggests that the synthesis of the pre-
cursor somehow affects the diffusion of Na.

An interesting trend is observed when comparing the morphology of the precursor
and that of the absorber. For this, Figure 5.23 regroups the height maps of two absorbers,
and respective precursors, synthesized at 450 °C and likewise, two absorbers produced
at 500. °C. The top row contains the precursors and bottom row the CIGSe absorbers.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.23: CLSM height maps of four (a-d) Cu and (In,Ga) precursor stacks with distinct
morphologies and (e-h) respective resulting absorber’s morphologies after annealing in Se.

The annealing temperatures are indicated at the top left corner of the height map.

As discussed in the precursor section, the particular morphologies of the precursor
stacks are mostly induced by the Cu layer. Interestingly, these features remain apparent
after the annealing in Se atmosphere, independently of the temperature. This suggests
that the diffusion of elements is mostly vertical when forming the CIGSe phase. Further-
more, these results put forward the importance of the precursor’s morphology, as it is
reflected in the corresponding absorber’s morphology. Having achieved compact CIGSe
absorbers, in the following, the absorbers were finished into solar cells and characterized.

Device characterization

To assess the optoelectronic quality of the absorbers, synthesized at 450 °C, spectrally-
resolved photoluminescence was measured and is plotted in Figure 5.24a in logarithmic
scale. The PL signal of the absorber is characterized by the band-to-band transition at
around 1.1 eV. Additionally, a broad defect is visible around 0.75 eV, which shows a lumi-
nescence of about 1 order of magnitude higher compared to the band-to-band transition.
This defect transition seems to be present in low Ga content Cu-rich CIGSe absorbers
[186]. This is expected to greatly impact the VOC of the final solar cell.

After completing the absorbers into micro solar cells, JV measurements were per-
formed to measure their efficiency. However, only the solar cells with the absorbers syn-
thesized at 450 °C show a diode behavior, whereas those deposited at 500 °C displayed an
ohmic behavior, likely due to the excess of Na observed previously. Figure 5.24b shows
the JV characteristics of the best Cu-rich micro solar cell, with the main parameters as
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(a) (b)

Figure 5.24: a) PL spectrum measured from the Cu-rich CIGSe absorber. Fitting parameters
of the broad defect are shown as inset. b) JV characteristics in the dark and under illumina-

tion of an electrically isolated micro solar cell. Key parameters are summarized as inset.

inset. As suggested by the PL analysis, VOC of the device is rather limited due to the
broad defect observed. The measured JSC also seems to be limited by a shunt path, i.e. a
too low shunt resistance, which could not be identified. Thus, the resulting efficiency for
the device is 2.5 %.

In summary, Cu-rich micro solar cells were synthesized with the two-step electrode-
position and annealing method. The achieved PCEs are superior to the Cu-rich micro so-
lar cells, made by sputtering and annealing, possibly due to the absence of contaminants
during the growth of the precursor layers. A common aspect of the two methods was the
presence of Na in the absorber after annealing in Se and this despite that in one case the
precursor is a blend of metals and in the second case it is a stack of metal layers. This con-
firms that the Cu-rich composition is not enough to block the Na diffusion from the soda
lime glass, when high Se partial pressures are used in the annealing. Thus, implementing
a Na barrier here, like was done for the Cu-poor case, is also beneficial. Furthermore, it
was shown that a two-step electrodeposition process requires careful control of the lay-
ers’ morphology as it dictates the morphology, and phase formation, in the subsequent
steps.

5.2.2 Cu-poor solar cells

In the following, Cu-poor CIGSe absorbers are investigated. As for the Cu-poor
sputtered case, the precursors were deposited on a patterned substrate with a Na bar-
rier (100 nm SiOxNy) below the Mo back contact. The pattern used here was the square
pattern with a fix micro-dot diameter (300 μm) to minimize flux inhomogeneities during
the electrodeposition of the precursor layers. In terms of synthesis, there is no particular
difference between the Cu-rich and Cu-poor precursors, except for the relative thickness
of the Cu and In, Ga layers. Except that, due to a technical error during the Cu electrode-
position, also some Ag (from the counter electrode) was deposited.
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In sections 4.3 (chapter 4) and 5.1.2 (chapter 5), it was observed that the Se partial
pressure (or PSe,eqm) influences the morphology of the absorber and its adhesion to the
Mo back contact. Given that here the precursor is synthesized with a different method,
the question that is addressed in this section is if a distinct precursor synthesis method
also impacts the morphology and adhesion of the final CIGSe micro-absorber to the back
contact. For this, sister electrodeposited precursors were annealed at distinct PSe,eqm and
their morphology is monitored with CLSM. Figures 5.25a, b and 5.25c show CLSM optical
images of representative micro-absorbers annealed at 525 °C with a PSe,eqm of 11 mbar,
40 mbar and 131 mbar respectively.

(a) (b)

(c) (d)

Figure 5.25: CLSM optical image of 300 μm wide CIGSe micro-absorbers after the annealing
in Se of the electrodeposited precursors at 525 °C with a Se partial pressure of: a) 11 mbar,
b) 40 mbar and c) 131 mbar. Contrast was adjusted in images a) and b) for visual purposes.
The red arrow in c) indicates a region where MoSe2 formed (underneath the SiO2 layer). For
comparison purposes, d) is a CLSM optical image of a sputtered micro-absorber annealed

under the same conditions as the micro-absorber shown in c).

For the two lower PSe,eqm, the absorbers did remain at least partially attached to the
Mo back contact, however for the higher PSe,eqm (131 mbar), no absorber material was
left inside the micro-dot after the annealing. Furthermore, it can be seen in Figure 5.25c
that a MoSe2 layer formed underneath the SiO2 matrix and even extended about 50 μm
beyond the diameter of the micro-dot. Clearly, in this case, too much Se was provided
to the precursor, causing the formation of an overly thick MoSe2, compromising the ad-
hesion of the CIGSe itself. Reducing PSe,eqm to 40 mbar ensured that the absorber layer
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remained intact and within the micro-dot, nevertheless some MoSe2 can still be identi-
fied in some regions along the perimeter of the micro-dot, as highlighted by a red arrow
in Figure 5.25b. Regarding the morphology of the absorber itself, multiple protruding
lumps are visible, with some reaching heights of 20 μm above the rest of the layer. This
suggests that these are hollow lumps, which in turn implies a weak adhesion of the CIGSe
to the Mo layer. Both the excess MoSe2 and the lumps are considerably reduced with the
lowest PSe,eqm (11 mbar). For comparison purposes, Figure 5.1e shows a CIGSe micro-
absorber synthesized from a sputtered precursor at the same conditions as the micro-dot
shown in Figure 5.25c (131 mbar). In this case, no MoSe2 is visible. This suggests that for
the sputtered case, the Se atoms take longer to diffuse through the precursor/absorber
and reach the Mo back contact comparatively to the electrodeposition case, implying a
thinner MoSe2 layer and consequently a better CIGSe adhesion.

To also illustrate the impact of PSe,eqm on the morphology of the electrodeposited
absorbers, Figure 5.26 shows the average height of the absorbers, compared to the SiO2

layer, as a function of the PSe,eqm, for an annealing temperature of 525 °C. The results for
the sputtered absorbers, that were prepared under similar conditions, are also shown.
Note that in both cases, a precursor thickness of 0.6-0.8 μm is estimated.

Figure 5.26: Colormap representation of the CIGSe absorber’s average height, compared to
the surrounding SiO2 matrix, as a function of the Se partial pressure for electrodeposited
and sputtered micro-absorbers. The annealing temperature is 525 °C. The data related to the
sputtered samples is the same shown in Figure 5.14. Note that the y-axis here differentiates
synthesis method and not annealing temperature. For the electrodeposited samples, the

average height of the micro-absorbers is shown as all have the same diameter (300 μm).

In this representation, it is clear the range of PSe,eqm, that results in a compact CIGSe
absorber, shifts to lower pressure values for the electrodeposited precursor. This implies
that the synthesis of the precursor indeed impacts the morphology and adhesion of the
CIGSe absorber. Based on these observations, it is speculated that the precursor’s double
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layer structure, i.e. Cu/(In,Ga) stack, in the electrodeposition case, requires more diffu-
sion of the elements to form the binary Cu2-xSe and InxSey phases, and eventually form
the CIGSe phase, which implies that a higher flux of Se atoms (from a higher PSe,eqm)
increases the possibility of Se atoms to reach the back contact and form MoSe2. By de-
creasing PSe,eqm, less Se atoms are available, effectively slowing down the reaction mech-
anisms that require Se, allowing for the binary selenides to form without an excess of Se
atoms. Conversely, the sputtered precursor is already an alloy, which could facilitate the
formation of the binary selenides, and thus the CIGSe phase, at higher PSe,eqm.

Device characterization

Given the better adhesion of the CIGSe layers, the absorbers annealed at the lowest
PSe,eqm (11 mbar) were finished into micro solar cells. However, since some regions still
had an apparent low adhesion, a double layer of CdS buffer layer was deposited to min-
imize the risk of a shunt path between the window layers and the Mo back contact. The
thicker buffer layer is expected to reduce the JV parameters by at most 10 % [187]. For
the deposition of the window layers, a similar procedure as for the Cu-poor sputtered
case was followed (see section 5.1.2). Prior to the deposition of the window layers, PL
measurements were taken from the absorbers made through the electrodeposition route.
For comparison, the PL spectrum from a sputtered absorber, with a ΔEF of 430 meV, is
also plotted in Figure 5.27a.

(a) (b)

Figure 5.27: a) PL spectra measured, under the same conditions, from an electrodeposited
Cu-poor CIGSe absorber and a sputtered Cu-poor CIGSe absorber. b) JV characteristics in
the dark and under illumination of a micro solar cell resulting from the electrodeposition

synthesis route.

Since the two absorbers were measured under the same conditions, one can compare
their PL. In this case, the electrodeposited absorber shows a slightly higher PL signal,
which suggests a similar ΔEF. The shift in the PL peak, of the electrodeposited absorber,
may be due to the Ag inclusion [188]. Despite the promising PL signal, both JV curves, in
the dark and under light, show issues with the resulting micro solar cell, as is visible in
Figure 5.27b. Indeed, the JV in the dark shows a rather low shunt resistance of 40 Ωcm2.
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Under illumination, the observed shunt resistance is further reduced to 5 Ωcm2, and a
very low VOC is observed. It is possible that, given the initially not so good adhesion
of the CIGSe to the Mo layer, the deposition of the window layers further damaged the
absorber, leading to a very poor conversion of the measured ΔEF into VOC.

In short, it was observed the synthesis of the precursor layer has an impact on the
range of Se partial pressures that result in a compact CIGSe absorber and thus, with
better adhesion to the Mo back contact. Specifically, it is suggested that depending on
which metallic phases are in the precursor, different fluxes of Se are required to form a
similarly compact CIGSe layer.

To conclude the two-step electrodeposition and annealing method, it was demon-
strated that also this route requires the implementation of a Na barrier independently of
the CGI ratio, reflecting the fact that the Na diffusion is induced by the substrate’s geome-
try. Furthermore, it was observed that the synthesis of the precursor, in particular which
phases are formed, impacts how the subsequent annealing in Se should be performed
to ensure compact CIGSe absorbers. Finally, although micro solar cells with lower PCE
were achieved, it is expected that, with little optimization, this method could yield PCEs
similar to those achieved with the sputtering route.

5.3 Summary

In this chapter, two material efficient methods are investigated with the aim of grow-
ing CIGSe based micro solar cells on patterned array substrates. For each method, both
Cu-rich and Cu-poor CIGSe compositions were synthesized and working devices were
obtained, demonstrating the potential application of the two methods.

The implementation of the Na barrier in the array stack was essential, not only for
the Cu-poor case, as first anticipated, but also for the Cu-rich CIGSe absorbers. Indeed,
the Se partial pressure, during the annealing step, was shown to enhance the diffusion
of Na from the soda lime glass, which overcomes the blocking effect of the lack of Cu-
vacancies. Furthermore, the morphology, phase purity and optoelectronic properties are
also influenced by the Se partial pressure, which puts forward that a fine control of the
Se supply is crucial independently of the specific annealing method that is used. This
also defines the direction of research on how to optimize the different properties of the
CIGSe absorbers. Additionally, the morphology of the metal precursors must also be
optimized in both synthesis methods to avoid phase inhomogeneities. As anticipated,
Cu-poor CIGSe micro solar cells led to higher PCEs compared to Cu-rich.

The sputtering and annealing method suffers from a contamination issue, during the
sputtering of the precursor, which can affect the potential PCEs achieved. Nevertheless,
the issue can be partly addressed by adjusting the design of the substrate pattern, more
precisely, by increasing the space in-between neighbour micro-dots. Following up on
the substrate pattern, the height of the SiO2 matrix plays an important role in shaping
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the CIGSe absorber and the diameter of the micro-dots has an influence in the formation
mechanism.





145

Chapter 6

Energy balance - A pedagogical

approach to energy

The previous chapters focused on the scientific work on the investigation of the ma-
terial efficient synthesis and characterization of CIGSe-based micro solar cells using pat-
terned substrates. As hinted to in the introduction, in addition to pushing the boundaries
of science and technology, experts can educate the general public in order to popularize
science and give the opportunity to the average citizen to follow the scientific progress
and grasp its implications, both at the research level as well as at a societal level. In this
way, every citizen can better assess the situation at hand and form their own opinion re-
garding the latest topics. The current climate crisis is a perfect example of a problem that
directly affects the biosphere, and in particular every human being. Therefore, every-
one should be able to be informed and discuss it on an equal footing with the pertinent
metrics. For this, pedagogic tools can help to overcome the understanding of complex
concepts and directly discuss the implications of the actions themselves, which depend
on and affect everyone. In this context, experts can fill the gap.

In his book, David MacKay takes an objective approach to assess the anthropogenic
environmental impact and presents a methodology on how to attribute meaningful and
comparable numbers to the multiple facets that are involved in the problematic of climate
change [189]. Based on his approach, the Energy4Life (E4L) team has developed an online
pedagogical tool to answer the following question: Can the G.-D. of Luxembourg meet
its energetic needs using renewable energy sources and how much land area would it
need to deploy? [190]. In a nutshell, by answering a few simple questions on our energy
lifestyle, one can find out the approximate land area that would need to be covered with
renewable energy sources, to sustain that lifestyle. To provide the audience with more
than numbers, the Energy balance game was designed and is a materialization of the
E4L online tool. The aim was to develop a pedagogic tool to present the E4L concept to
the general public and high school students in a concise and revealing experience. This
chapter is a tutoring on how the realisation of the Energy balance, as a pedagogical tool,
was developed and may serve as a support for other concepts. The tutoring is showcased
for Luxembourg, but can be adapted to any region or country.
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In short, the following sections offer a description of the design of the Energy balance
game, which is based on a pedagogic approach to address the complex and often intan-
gible concept of energy. A description of the different components is given, as well as,
the details of the calculations used to convert the energies into tangible quantities. Addi-
tionally, a rules description of the current version of the game is presented along with a
discussion of possible expansions or adaptations that could widen the utility of the game
into other concepts.

6.1 Components

The different components that make up the energy balance are: (i) a weighing scale,
(ii) a question sheet, (iii) an answer sheet, (iv) weighted tokens, representing the possi-
ble consumption and production possibilities (v) a map of the region of interest. In the
following, an overview of the conception and principle behind each component of the
energy balance.

6.1.1 Weighing scale

The weighing scale was chosen to be a wooden two-plate scale based on the Zenzi-
Werken model [191]. In this configuration, one plate is used as the energy consumption
side, whereas the second plate is reserved for the energy production. The mass resolution
of the fabricated scale was in the range of 1-2 g, which also defines the lowest mass value
to be used. This value mostly depends on the friction of the different parts of the scale.
In this case, plywood was used as the base material and individual parts were laser cut.
Figure 6.1 is an optical image of the assembled wooden weighing scale.

Figure 6.1: Optical image of the assembled wooden weighing scale.
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6.1.2 Question and answer sheets

The next components that are addressed are the question and answer sheet, as these
are similar. For ease of visualization and to highlight the answers that are chosen, a sep-
arate question and answer sheets are used. Nevertheless, the answer sheet is identical
to the question sheet, except that the fields containing the answer tokens are left blank.
Given the dimensions of the weighted answer tokens, A3 format sheets are utilized. Fig-
ure 6.2 displays the question sheet with and without the weighted answer tokens.

(a) (b)

Figure 6.2: a) Question sheet. b) Optical image of the question sheet with answer tokens
prepared.

6.1.3 Production map

The production map is intended to display the percentage area of the region of inter-
est (ROI) that needs to be covered with production units, in order to satisfy the amount
of energy consumption. For this, the map consists of the ROI divided in a grid with 100
squares, each having the same dimensions as an individual production unit.

To provide the reader with the most flexibility in terms of dimensions and materi-
als, different constraints for the map areas and tokens’ weight and dimensions are sug-
gested. For the production map, two constraints can be considered, either one chooses
the dimensions of the ROI in the map sheet (G.-D. of Luxembourg, in this case) or the
area of a single production unit (solar cells for instance). Given that A3 sheets are used
to print the map, it is more convenient to proceed with the first constraint. For this, one
can start from a geographic map, showing the delimitations of the ROI, and rescale it to
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the desired real dimensions (to fit an A3 sheet in our case). By measuring the total area
of the ROI AROI

A3 sheet (in cm2) and dividing it by 100, one can calculate the real area that
occupies a single production unit A1 unit. Taking the square root of this value, yields the
side length d1 unit of the equivalent square.

d1 unit =
√

A1 unit =

√
AROI

A3 sheet
100

(6.1)

To generate the map itself, one can create a grid of squares, each with an area A1 unit,
and overlap it with the map of the ROI. Although this concludes the production map
itself, it is required to calculate the equivalent energy Eprod.

1 unit that a single production unit
can generate, for latter reference. In this case, one can simply calculate an area conversion
factor farea, which is the ratio of the real area of the ROI AROI

Real to AROI
A3 sheet.

farea =
AROI

Real

AROI
A3 sheet

(6.2)

The conversion factor allows to calculate the area to which a single production unit
corresponds to in real scale. Therewith, one can determine Eprod.

1 unit as follows:

Eprod.
1 unit = A1 unit · farea · Eprod.

density (6.3)

In our case, Eprod.
density is the yearly energy density produced by solar cells. As an exam-

ple, Figure 6.3 shows the finalized map for the G.-D. of Luxembourg.

6.1.4 Weighted tokens

Moving on to the weighted tokens, the aim is to associate each individual token with
a possible answer (for consumption and production) and have its mass proportional to
the energy that is associated with the answer. Three information channels are thus be-
ing used to convey the associated amount of energy: the icon that represents the answer,
the dimensions of the token (area and height) and the weight of the token, as shown
in Figure 6.4. Note that the tokens are made up of two parts, the wooden plate with
the engraving and the aluminum rod for the weight. For simplicity, the description be-
low neglects the weight of the wooden plate itself, since it is much lower than the rod.
Also, the choice of using two materials (wooden plate and aluminum rod), instead of one
(single weight with the icon engraved on it), was only determined by the availability of
resources and services.

The calculations to determine the corresponding mass of each token, relies on defin-
ing an energy-mass conversion factor fenergy, which depends on the constraint that is
chosen. Different approaches can be taken, for instance, define the maximum or mini-
mum weight, impose a specific range of dimensions, the density of material(s) used, etc.
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Figure 6.3: Production map for the G.-D. of Luxembourg.

Figure 6.4: Side view of three answer tokens with different areas, heights and weights.

In all cases, the calculations are based on the equations discussed below and only the
calculation order changes depending on which constraints are chosen.
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To define fenergy, one requires to know the energy associated with one unit (of con-
sumption or production) and the mass associated with that unit. An example would be
to pick the unit with highest energy requirement and decide on the maximum mass de-
sired for the set of tokens. Alternatively, one can calculate the mass of a unit based on
dimensions and material requirements. Taking a production unit as reference, its mass
mprod.

1 unit is given by the density of the material ρmaterial , used to fabricate the token’s weight,
multiplied by its volume V1 unit, as shown in equation 6.4. The weight’s volume is given
by its cross-section area A1 unit and height h1 unit.

m1 unit = ρmaterial · V1 unit = ρmaterial · A1 unit · h1 unit (6.4)

From the previous section, the dimensions of the production map were imposed,
which led to the calculated area of one production unit A1 unit. Setting h1 unit allows to
calculate m1 unit, which in turn is used to define fenergy (see equation 6.5).

fenergy =
m1 unit

Eprod.
1 unit

(6.5)

Having determined fenergy, the mass of each individual token mi can be calculated
based on the respective yearly energy Ei:

mi = Ei · fenergy (6.6)

Note that the units of fenergy are given by those used for m1 unit and Eprod.
1 unit. This means

that if a yearly energy is used in equation 6.5, when calculating a mass of a particular
token, the input energy Ei must also be a yearly energy. Also, it is worth mentioning
that the energies for consumption Ei were scaled to the whole population of the G.-D. of
Luxembourg.

Finally, for each token, one can still vary the individual height hi, area Ai and even the
material’s density ρmaterial, i, if using different materials for the weights. If the individual
areas and densities are fixed, then hi can be calculated as follows:

hi =
mi

Ai · ρmaterial, i
(6.7)

With this, each token has a calibrated weight, proportional to its energy requirement,
and thus can be compared within the set of tokens. This concludes the calculations for
the design of the different components.

For completeness, the calculation to determine the required production area ratio
Aland%, needed to offset the energy consumption is also presented. Note that this is the
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answer that the energy balance gives after going through the game. Nevertheless, Aland%

can be found with the following equation:

Aland% =
∑i Ei/Eprod.

density

AROI
real

(6.8)

Alternatively, one can calculate the number of production units needed nprod.:

nprod. =
Aland % · AROI

A3 sheet
A1 unit

(6.9)

This finalizes the description of each of the components of the Energy balance and in
the following a brief tutorial on how to run the game is presented.

6.2 How to play the Energy balance game

The game can be divided in three phases. In the first phase, players answer questions
by choosing the token(s), that exhibits the answer that best represents their habits, from
the Question Sheet and place it on the Answer Sheet. After all questions being covered,
the Answer sheet represents energetic footprint of the player.

The second phase consists in placing the answer tokens on the Personal Consump-
tion side of the weighing scale. Then, use the production units (solar modules) on the
Renewable Generation side to counterbalance the Personal Consumption.

In the third phase, the player takes the production units that were required to coun-
terbalance his/her consumption, and distributes them on the production map. Since each
module fills one square out of the 100 that make up land area of the ROI, one can directly
see the equivalent percentage of production land area that would be needed to cover
the consumption. In our case, all energies were scaled to the population of the G.-D. of
Luxembourg, implying that the area percentage, that is found from the production map,
would cover the energetic needs of the whole population, assuming everyone has the
same energetic requirement as the player. Thus, to find the equivalent area at an individ-
ual level, one has to divide the required area by the population. To have an overview of
all the components, Figure 6.5 shows a complete set after a playthrough.

After going through the three phases, the player can change their answers and see
what the impact on their energy consumption would be.

6.3 Expanding the game

Multiple directions can be explored to expand or adapt the Energy balance game. In
the following, a few suggestions are shortly discussed.
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Figure 6.5: Overview of the components of the Energy balance game after a playthrough.
The Answer sheet is printed on the back of the Production map.

Climate change being a vast and complex problem, it could be of interest to simply
add more possible tokens, both for consumption and production. On the consumption
side, distinguishing between electric and combustion cars is of importance given the po-
litical discussions on the topic, or as a second example, considering the energetic im-
pact of server-based services, which have energivorous requirements and are consumed
without second thoughts. On the production side, one can consider additional renew-
able sources, like wind and hydroelectric energy, and offer the possibility to choose what
combination is most applicable for the situation at hand.

Instead of broadening the choice spectrum, one can subdivide the weights for some
of the tokens. This would be particularly pertinent to distinguish the energy consump-
tion of buildings in summer and winter, or to differentiate between car-sharing commut-
ing and a single passenger car commuting. Indeed, in the presented version, the Energy
balance game does not consider seasons, but average energies over a year. This avoids
the discussion of energy management and energy storage throughout the year. Subdivid-
ing the weights allows to change the energy of the tokens (using magnets or attachments)
and opens up a winter or summer mode for the tokens. This allows to follow more re-
alistically the consumption and production in a year. Making the production units also
modular to summer and winter, opens up the discussion about batteries, which would
store the excess of produced energy in summer. These also require land area, in the pro-
duction map, and would be included in the consumption side during summer and in the
production side during winter.

Finally, the parameter chosen for comparison is the energy, however one could also
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discuss in terms of CO2 emissions, given that the majority of the energy is currently
generated by burning fossil fuels. In this context, the production side would need to be
adapted to represent the impact the renewable production units would have in reducing
the CO2 emissions.

6.4 Summary

To conclude, this chapter addresses the educational gap that exists between entities
with diverse background knowledge and suggests a method to design and materialize
a pedagogical tool to allow pertinent discussions on the basis of a common denomina-
tor, in this case, energy consumption and production for the topic of climate change. A
description of the Energy balance game and the details of the respective design calcula-
tions are presented, while highlighting the constraints and the possibilities to reproduce
the same game with different materials and dimensions. Indeed, the Energy balance
game, presented here, allows to easily identify the distribution of energy consumption
and meaningfully quantify the abstract concept of energy into PV equivalent land area.
It converts a lifestyle into a land use without visible calculations, which hopefully ev-
eryone can understand. This provides a common scale to discuss the problem of CO2

emissions and directly determine and assess the impact of hypothetical measures to be
applied.
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Chapter 7

Summary and outlook

The objectives of this thesis were (i) to investigate the synthesis of CIGSe on silicon
oxide (SiO2) patterned substrates using material efficient methods, in order to improve
the resulting PCE of the respective micro solar cells and (ii) to develop a pedagogical tool
to help popularizing scientific topics, in this case energy consumption and provision.

To address the first objective, three distinct steps were followed and are summarized
in the following. First, given the high number of individual micro solar cells on each
substrate and the multiple steps involved in the synthesis processes, a new methodology,
based on CLSM, was developed to characterize the individual micro structures, in order
to monitor each step of the synthesis process and perform statistical analysis. More pre-
cisely, CLSM was demonstrated to effectively measure the thickness of individual layers,
their roughness and assess the evolution of the layers’ morphology, for each step in the
synthesis process. A detailed analysis both at the individual micro-dot level, as well as,
at the array level allowed to identify a thickness gradient during one of the electrodepo-
sition steps. Beyond the usual capacities associated with CLSM, a new methodology to
measure relative composition in sequential processes, based on the CLSM morphology
maps, was proposed and verified with EDX. Furthermore, combining the composition
information with the material’s phase diagram, spatial predictions were made of which
phases would form at the end of the synthesis process. This demonstrated the impact the
initial precursor’s morphology has on the final absorber’s spatial composition, and con-
sequently on the formed phases. Lastly, examples of how optical microscopy can be used
to quickly differentiate phases in a material were discussed. In short, CLSM was shown
to be a versatile characterization and diagnosis tool to confirm the good progression of
the multi-step synthesis or to rapidly pinpoint possible issues, allowing to intervene at
an early stage.

Second, to assess the influence that using a patterned substrate, designed for micro
solar cells, has on the synthesis of CIGSe, a reference co-evaporation technique was used
to grow CIGSe on patterned substrates and on conventional, unpatterned, substrates. It
was found that due to the geometry of the patterned substrate and to the diffusion block-
ing property of the SiO2 patterned layer, a locally enhanced diffusion of Na takes place,
from the soda lime glass and through the holes in the SiO2 layer. This interferes with
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the growth of the CIGSe absorber, leading to a poor adhesion of the CIGSe layer to the
Mo back contact and to the formation of a Na-enriched secondary phase (suggested here
to be Na(In,Ga)3Se5). Both consequences compromise the absorber’s final performance,
compared to the reference. Three mitigation strategies were tested, in order to reduce
the enhanced flux of Na from the patterned substrate, and the implementation of a Na
barrier was proven to be the most effective. Nevertheless, with this method, providing
some Na externally is essential to ensure CIGSe adhesion. Furthermore, by comparing
two annealing routines with widely distinct Se partial pressures, it was demonstrated
that the Se partial pressure regulates the Na diffusion from the patterned substrate, and
it also influences the morphology and phase formation of the resulting absorber.

Third, with the characterization methodology developed and the knowledge on how
to avoid the enhanced Na diffusion from the patterned substrates, two material efficient
methods were investigated with the aim of growing CIGSe based micro solar cells. Both
are two-step processes (precursor deposition followed by annealing in Se), where the pre-
cursor layer is either sputtered or electrodeposited. For each method, both Cu-rich and
Cu-poor CIGSe compositions were synthesized. In both cases, the implementation of a
Na barrier in the substrate stack is essential. This is the case, given that both synthesis
methods require a relatively high Se partial pressure to obtain better absorber properties,
and that a higher Se partial pressure enhances the diffusion of Na from the substrate. In
fact, the Se partial pressure was shown to influence the morphology, phase purity and op-
toelectronic properties of the resulting CIGSe absorbers, highlighting the need for a fine
control during the annealing in Se. Additionally, the morphology of the metal precursors
must also be optimized in both synthesis methods to avoid phase inhomogeneities.

It was observed that the sputtering and annealing method suffers from a contamina-
tion issue, occurring during the deposition of the precursor, which was partly addressed
by adjusting the design of the substrate pattern. Working micro solar cells were achieved
with both material efficient methods, with the champion device having a power conver-
sion efficiency (PCE) of 5.2 % under 1 Sun. Although the gap to top down approaches
was indeed reduced, there are multiple directions that can be explored to further de-
velop material efficient methods. A first suggestion is the optimization of the precursor’s
composition, which for state-of-the-art CIGSe solar cells translates to a CGI in the range
0.8-0.95 [29, 192]. This should already improve the CIGSe phase purity and lead to a
higher open-circuit voltage (VOC) independently of the micro-dots diameter. During the
annealing in Se, one could additionally introduce alkali salts (like NaCl, RbF, etc) in order
to dope the CIGSe absorber directly during its formation, which is expected to improve
its VOC without adding an extra synthesis step. Similarly, Na post-deposition treatment
was demonstrated, in this work, to improve the absorber’s quasi-Fermi level splitting by
40 meV, without particular process optimization. This suggests that micro absorbers can
benefit from the potential gains of Na and heavier alkali post-deposition treatments (like
Rb) that are reported in literature for planar CIGSe absorber [108, 193]. In the context of
resource optimization, it would be interesting to replace the annealing strategy used in
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this work with laser annealing. Indeed, most of the heat generated during the annealing
in the tube oven is used to heat up the graphite box and the sodalime glass, which makes
up most the sample’s volume. Since only the absorbers require high temperatures, laser
annealing is an adequate annealing technique given its high localized energy input.

Finally, with the aim of bridging the knowledge gap between experts and regular
citizens on abstract concepts, a pedagogical tool was presented to allow pertinent discus-
sions on the topic of energy production and consumption. A description of the Energy
balance game and the details of the respective design calculations are presented, while
highlighting the constraints and the possibilities to reproduce the same game with differ-
ent materials and dimensions. Indeed, the Energy balance game, presented here, allows
to easily identify the distribution of energy consumption and meaningfully quantify the
abstract concept of energy into PV equivalent land area.
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