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Abstract

Electronic assessment (e-assessment) is becoming increasingly popular in modern education systems

and is emerging as a major and relevant method for evaluating students. Among the variety of new

approaches and tools that have been introduced for e-assessment, the absence of well-defined protocols

for checking the fairness and reliability of evaluations for every student remains a major problem. To

check the credibility of e-assessments, it is paramount to enhance the understanding of children's User

Experience (UX), as learners possess limited cognitive resources, and substantial variations exist across

different age groups. The interface's usability, characterized by its ease of comprehension, ease of use,

and ease of learning, can guarantee a positive UX for children. Children can contribute to the legitimacy

of assessment findings only when they are actively permitted to engage in the system and successfully

demonstrate their expertise and skills. It is therefore essential to integrate user-centric technology into

e-assessments to ensure equitable opportunities for all users.

Thus, the primary objective of this doctoral dissertation is to enhance the methodological understanding

of UX evaluation methods for young school-aged children in the context of e-assessments. As a first step,

we conducted a systematic review (272 full papers) that allowed us to identify an absence of interaction

design techniques that can provide an accurate assessment of the fundamental concepts of UX for

students between the ages of 6 and 12 (Research Paper 1). Furthermore, we identified the need for

methods that might be employed before or after the evaluation setting to prevent any interference with

the children's performance during the assessment. When we began our investigation, we opted to utilize

questionnaires as the principal instrument for evaluating children’s UX. Nevertheless, it became

apparent that the scale—which must be carefully designed when aimed at children, particularly those in

our age bracket—was restricted in range and thus required more careful assessment to improve its

validity and reliability. Therefore, we decided to dedicate resources to analyzing the scale design as a first

action (Research Paper 2) by conducting a cognitive interview study (N = 25) and administering a digital

large-scale questionnaire in a real assessment scenario (N = 3,263). Upon scrutinizing the many biases

present in this research, we decided to employ experts’ perspectives to tackle the issues effectively and

provide a valuable contribution to integrating information in a multidisciplinary area (Research Paper 3).

We derived 10 heuristics on the basis of an evidence-based corpus of 506 guidelines, the evaluation of

several domain experts (N = 24), and one heuristic evaluation workshop (N = 2). These heuristics may be

utilized to assess the UX and usability elements of e-assessments among children aged 6 to 12 years.
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Along with our studies, our inquiry found that the methods used to evaluate children's UX needed more

careful examination. We advocate for the enhancement and advancement of scales that are both

enjoyable and easy for children to use. Furthermore, we suggest that future research efforts incorporate

various stakeholder roles for adults and children to promote a paradigm shift by pushing forward

participatory design trends. Overall, with this doctoral dissertation, we provide an essential step for

improving comprehensiveness and future approaches for evaluating children's UX in an e-assessment

context.

Keywords: User Experience, E-assessment, Children, Methods
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1. Introduction
1.1. E-assessments and current trends in education

Assessment has always played a significant role in educational practices, as it helps educators understand

and evaluate student learning and identify areas for improvement. At a policy level, it facilitates

well-informed decisions about teaching practices and curriculum development. Good performances in

high-stakes assessments give students access to further educational opportunities and employment

(Ridgway et al., 2004). Important considerations about what students need to know, how much of it can

be taught, and how best to promote learning can be found in school assessment programs. Thus,

assessment plays four different roles in education: (a) It helps with future learning (formative), (b) it

provides an overview of how well students did in a class (summative), (c) it provides a way to select

people on the basis of their qualifications (certification), and (d) it enables individuals to determine how

well a class or program worked overall (evaluative) (Hornby, 2003). Students often prioritize summative

assessments above formative assessments, as summative assessments directly impact students’ final

grade (Taras, 2002). However, all types of assessments are closely linked to learning (Mackenzie, 2003)

and offer alignment between teaching and assessment methods (Ashton & Thomas, 2006).

Consequently, evaluation, pedagogy (i.e., teaching), and learning are interconnected. Thus, teaching

methods and assessments should be properly aligned with the learning activities as outlined in a course’s

objectives. We can foresee that only a consistent teaching system supports student learning.

Figure 1. The relationships between assessment, learning, and pedagogy, extracted from (Ridgway et al.,

2004), adapted from (Pellegrino et al., 2001).
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For many years, summative assessments in particular have usually consisted of timed, closed-book,

pen-and-paper examinations. Thus, authors have expressed doubt about whether traditional forms of

assessment are correctly aligned with teaching and learning (i.e., a multiple-choice exam to evaluate

skills) and have thus suggested that assessments should be concerned with how a learning activity is

performed rather than focusing on the outcome of the activity (Ridgway et al., 2004).

"E-assessment must not simply invent new technologies which recycle our current ineffective practices."

Martin Ripley, QCA, 2004 (Ridgway et al., 2004) (p. 2).

With the rise of technology, educational practices have begun to incorporate digital tools. Students study

with computers (e.g., word processors and graphical calculators), yet they’re assessed on class material

with pen and paper. To bridge this divide, electronic assessment (e-assessment) is gaining significant

traction in current education systems, emerging as a prominent and relevant trend in education and the

professional worksphere. As the name suggests, e-assessment involves the use of electronic instruments,

specifically computers, instead of traditional paper and pencil methods for evaluation (Jordan, 2013).

Other authors (Joint Information Systems Committee, 2007) have provided a narrower definition of

e-assessment and have concluded that it is an end-to-end electronic assessment process in which

Information Communication Technology (ICT) is used for the entire assessment process, from the

presentation of questions to the recording of the learners’ responses. The literature is replete with

similar terms that refer to the same concept, including technology-enhanced or technology-enabled

assessment and computer-assisted, computer-based, or computer-aided assessment (Jordan, 2013; Sim

et al., 2007). In this dissertation, I use the term electronic assessment (e-assessment), as it includes any

use of a computer as part of any activity related to the assessment (Joint Information Systems

Committee, 2007).

In the 1990s, researchers predicted four generations of e-assessment (which they referred to as

computer-based evaluation) (Bunderson et al., 1988). Their predictions were entirely accurate but overly

optimistic about the timing (Redecker & Johannessen, 2013). First-generation CBA, or computerized

testing, focused solely on digitizing paper-and-pencil tests (Bunderson et al., 1988). Additionally, the

introduction of the World Wide Web in the 1990s resulted in significant changes in several industries,

mainly in education (Llamas-Nistal et al., 2013). From then onwards, many companies implemented

e-assessment systems until the Joint Information Systems Committee (JISC) introduced joint principles
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and advice for e-assessment in England, Wales, and Northern Ireland (Joint Information Systems

Committee, 2007). The second generation, computerized adaptive testing, went one step further and

modified test difficulty, duration, and material on the basis of student performance (Bunderson et al.,

1988). In the third generation of CBA, continuous measurement focused on taking continuous,

unobtrusive performance measurements and keeping them in places such as log files (Bunderson et al.,

1988). The fourth generation of intelligent measurement focused on centralizing the production of

intelligent scoring, interpreting individual profiles, and recommending to learners and teachers through

knowledge bases and inferencing methods (Bunderson et al., 1988). For instance, in 2009, Cisco, Intel,

and Microsoft transformed the Education by Assessing and Teaching 21st Century Skills approach

(Kozma, 2009), in which the learning experience is tailored for each student (Bunderson et al., 1988).

The development and ever-growing use of e-assessments have spread through many different contexts

(e.g., educational, professional). Thus, in an educational context, we can synthesize the numerous

benefits of e-assessment for two groups of individuals: those engaged in its creation (e.g., educators,

administrators, designers, and developers) and those who undergo the assessments (i.e., the students).

From the creators, the flexibility in providing electronic feedback can, for example, offer new possibilities

for addressing multimodal learning, which has been shown to increase students’ self-reflection

(Whitelock et al., 2015) and motivation (Rolim & Isaias, 2019; St‐Onge et al., 2022). Moreover,

e-assessment can be used to monitor students' progress longitudinally and offer early identification of

students with learning difficulties (Rolim & Isaias, 2019). Other studies have mentioned more

advantages, such as time-saving options (Dermo, 2007), improved data management and analysis,

support in the examination processes, and technical enhancement of the quality of tests by improving

the reliability of scoring (Jordan, 2013). Alongside increased reliability, e-assessment can offer

advantages that are particularly useful for large classes (Whitelock & Brasher, 2006), and it can add value

and enable practitioners to make more productive use of their time (JISC & Team, 2010; Jordan, 2013).

From the student's perspective, e-assessment provides novel opportunities for innovation in testing and

evaluation (Bennett, 1998; Farrell & Rushby, 2016; Kyllonen, 2009). First and foremost, e‐assessments

provide the opportunity for rapid or even immediate feedback (Daly et al., 2010; Jordan, 2013; Rolim &

Isaias, 2019), enabling students to identify areas they need to develop and improve (especially relevant

for formative assessment) (Ridgway et al., 2004; St‐Onge et al., 2022). Interactive feedback approaches

provided by technology-supported assessment or e-assessment can result in a positive learning

experience (Marriott, 2009), increased competency (Gilbert et al., 2011), and enhanced reflective

practice among students (Wongvorachan et al., 2022). Additional student benefits include the
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opportunity to study at one’s own pace regardless of location, providing more flexibility (Osuji, 2012;

Williams & Wong, 2009). Several studies have confirmed that students prefer e-assessment over

pen-and-paper-based evaluations (Donovan et al., 2007; Llamas-Nistal et al., 2013; Tubaishat et al.,

2006).

Consequently, e-assessment can contribute to a more engaging and effective learning environment by

changing how learning, teaching, and assessment occur, resulting in a more efficient and effective

education system. The construction of innovative item formats (Parshall et al., 2000) (e.g., dynamic or

interactive multimedia items) that are not easily assessed by pen-and paper-based evaluations (JISC &

Team, 2010) is an advantage of e-assessments.

In addition to the many benefits that e-assessment provides to education, it is necessary to thoroughly

analyze the circumstances and reasons for its use and the advantages of a digital system over a typical

pen-and-paper assessment. There is empirical evidence that paper-based and computer-based tests

have divergent outcomes. The term used to describe these findings is the test mode effect (Clariana &

Wallace, 2002). However, the impact of this phenomenon is generally disregarded when paper-based

tasks are converted into computer-based tasks, and users' performance or evaluation experience is

usually not taken into consideration (Parshall et al., 2000). Weinerth (2015) called attention to concerns

about the validity and fairness of e-assessment for all individuals. Weinerth (2015) demonstrated that

e-assessment outcomes can be influenced by confounding variables, many of which are directly

associated with computer use. Individual variations in computer literacy, which refers to a person’s

proficiency in using technology, might lead to distinct outcomes that are unrelated to the

problem-solving task (Weinerth, 2015). Instead, these outcomes may be influenced by the unique

usability of the software environment as perceived by each individual (Weinerth, 2015). This observation

is in line with the conclusions drawn by other researchers (Clariana & Wallace, 2002; Farrell & Rushby,

2016). Thus, in order to mitigate the effects of Human-Computer Interaction (HCI) problems and

enhance the accuracy of e-assessments, it is imperative to consider the user experience (UX) of

e-assessment users. Moreover, if the interface's usability is exceptional (e.g., if it is easy to comprehend,

effortless to use, and simple to obtain), it might ensure a positive UX, allowing the user to focus on the

main job of the evaluation (Weinerth, 2015).

Therefore, with this dissertation, my coauthors and I explored the notion of UX and how it corresponds

to the challenges of designing e-assessment interfaces.
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1.2. The importance of introducing UX in e-assessments

Quality Indicators of Technology have traditionally been measured by usability (Nielsen, 1994). ISO

9241-11 defines usability as the use of a product "by specified users to achieve specific goals with

effectiveness, efficiency, and satisfaction in a specified context of use" (International Organization for

Standardization [ISO], 2018, definition 3.1). Usability focuses on product design, particularly the user

interface (UI) as the “channel for interactions” (Weinerth, 2015, p. 20). It focuses on how aspects of the

product design (rather than a person's ability to use a system) improve task performance (Weinerth,

2015). Researchers have argued that usability alone cannot represent the vast spectrum of humans’

experiences with technology (Hassenzahl, 2018; McCarthy & Wright, 2004). More recently, the concept

of UX was introduced to fill in the incomplete notions of usability.

UX is described as "a user's perceptions and responses that result from the use or anticipated use of a

system, product or service" in ISO 9241-11 (International Organization for Standardization [ISO], 2018,

definition 3.2.3). UX defines perceptions and reactions as "the users' emotions, beliefs, preferences,

perceptions, comfort, behaviors, and accomplishments that occur before, during, and after use"

(International Organization for Standardization [ISO], 2018, definition 3.2.3). Hassenzahl and Tractinsky

(2016) define UX as: “A consequence of a user's internal state (predispositions, expectations, needs,

motivation, mood, etc.), the characteristics of the designed system (e.g., complexity, purpose, usability,

functionality, etc.) and the context (or the environment) within which the interaction occurs (e.g.,

organizational/social setting, meaningfulness of the activity, voluntariness of use, etc.)” (p. 95). The

differences between usability and UX have been debated in the past (Lallemand et al., 2015).

Other experts have adopted a broader perspective on the old usability notions in what they call the third

wave of HCI (Bødker, 2006, 2015) or third paradigm of HCI (Harrison et al., 2007). Therefore, the overall

UX must be considered a holistic construct (Lallemand & Koenig, 2017) to comprehensively understand

an individual’s use of technology (Bargas-Avila & Hornbæk, 2011). This UX is typically divided into

pragmatic and hedonic aspects (Hassenzahl, 2001). The pragmatic or ergonomic (Hassenzahl, 2001); or

instrumental (Thüring & Mahlke, 2007) part of UX focuses on efficacy and efficiency in achieving a goal.

The pragmatic dimension usually includes perceived usability (Lallemand, 2015). The hedonic

component of UX goes beyond utilitarian concerns and covers aesthetics, emotions, and joy in using

technology (Hassenzahl & Tractinsky, 2006).
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More recently, HCI researchers have begun to focus on yet another defining component of UX, which

they call the eudaimonic dimension (Mekler & Hornbæk, 2016) and have suggested that eudaimonia

should be added to the definition of UX (Mekler & Hornbæk, 2019). The terms eudaimonic and hedonic

seem similar at first sight. However, there are nuanced differences between them with respect to need

fulfillment. For the hedonic component, users seek well-being via pleasure and joy, whereas in the

eudaimonic component, users seek well-being through deeper human aims, such as excellence, purpose,

or values (Huta & Ryan, 2010; Huta & Waterman, 2014). The concepts resemble the need-driven

theories in psychology (e.g., Maslow's hierarchy, comprising a five-tier model of human needs, often

depicted as hierarchical levels within a pyramid) (Maslow, 1958). The hedonic component could be

associated with lower and less long-lasting psychological conditions (e.g., pleasure), whereas the

eudaimonic element suggests higher esteem-based needs (e.g., self-actualization). Therefore, it might

not be surprising that authors have previously linked the eudaimonic component to learning (Mekler &

Hornbæk, 2016), as it emphasizes the importance of positive and long-lasting experiences for learning

and assessment (Pekrun, 2011).

Investigation of the UX in any learning context is important because learners have limited mental

resources (Baddeley & Hitch, 1974; Miller, 1956). This notion stems from Cognitive Load Theory (CLT),

which emphasizes that human working memory is limited, and technology should be designed with

these limitations in mind (Sweller, 1988). In CLT, three kinds of cognitive load are explained in more

detail: intrinsic, extraneous, and germane cognitive load (Sweller et al., 1998, 2019). Germane cognitive

load is especially applicable in the context of e-assessment, as it refers to complexity that is beneficial for

learning and assessment purposes (Hollender et al., 2010) because learners need to actively integrate

new information into existing schemata. However, extraneous cognitive load, which refers to complexity

derived from the instructions, task, design, or other aspects that need to be processed by learners

(Hollender et al., 2010; Sweller et al., 1998), is also relevant to e-assessment, as it can determine how

easy or difficult it is to use a digital product.

The overarching strategy of several capacity models, referred to as resource models, is that the required

resources for a work, known as task demand, are not static and that any freeing up of cognitive

resources might aid performance (e.g., e-assessment performance) (Wickens, 2002). In summary, any

optimized tool for addressing the notions of usability and UX should help learners perform their primary

task (e.g., the assessment). Several resources mandate usability notions, such as the International
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Guidelines for Computer-Based and Internet-Delivered Testing (International Test Commission, 2006).

However, the focus is solely on the system's usability, not the previously described UX concepts.

In the following, we outline the challenges involved in investigating children’s UX in particular.

1.3. Investigating children’s UX in an e-assessment context

“Computers for kids need to be fun like a friend, but can make me smart for school. They should also be

friendly like my cat. The real thing is that they shouldn’t make me have to type since I don’t like that.

I can talk much better!”

-Quote from an 8-year-old child, extracted from Druin (2002)-

According to a recent survey, 42% of youngsters aged 5 to 7 in the United Kingdom have tablets (Burns &

Gottschalk, 2019). Similarly, digital tools have been included in educational practices and integrated into

e-assessments that are closely aligned with the content of the OECD's latest Programme for International

Student Assessment (PISA) report (About PISA, n.d.). PISA seeks to evaluate educational systems around

the globe by assessing students' knowledge and abilities at the age of 15 (About PISA, n.d.). In the 1990s,

interaction designers’ and researchers’ recognition of the growing interest and need to involve children

as users and participants in research gave rise to the discipline of child-computer interaction (CCI) (Druin,

1999). Developmental psychology, learning science, computer science, and interface design are

interdisciplinary fields impacting CCI (Hourcade, 2015). Research done in CCI mainly explores the design

of interactive technologies for children while also looking at the impact of these technologies on children

and society (Hourcade, 2015). Simultaneously, technology designers are trying to devise innovative

approaches for designing and assessing how children engage with emerging technology. In

child-centered research, methodologies that have been developed for children have frequently stemmed

from experiences with the adult demographic. Hence, scholars have emphasized the need to gain a more

comprehensive understanding of how such methodologies need to be adjusted to address a nonadult

population (Markopoulos & Bekker, 2003). Therefore, it is crucial to collect further scientific and

methodological evidence on how to best evaluate interactive systems designed for children (Lehnert et

al., 2022; Markopoulos & Bekker, 2003).

A fair e-assessment system should consider a wide range of user characteristics, including age, culture,

and other requirements (Reich & Petter, 2009). Age is an essential factor to consider among these traits

because most recent research on UX and the methodologies underlying it have been conducted on adult
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users (Fitton et al., 2014). Due to the substantial differences that exist between children and adults in

cognitive, physical, and emotional characteristics, it is important to carefully consider how to develop

methods for assessing children. As an example, preschool-aged children have a diminished capacity for

sustained focus and possess cognitive capabilities that are still in the process of maturing (Piaget, 1955).

Additionally, preschoolers may have a different degree of technology literacy than adults. Thus,

designers need to consider a particular age group's developmental needs, preferences, and capabilities

when designing systems to ensure that they will be effective and will be able to engage the group.

Examples may encompass the development of intuitive and user-friendly interfaces, the incorporation of

visual aids and feedback mechanisms, and the provision of clear and concise instructions and assistance.

Therefore, system designers need to consider the unique needs of children, especially when it comes to

drawing conclusions from how they engage with a system, such as an e-assessment platform. Only when

children are allowed to actively participate in the system can they effectively showcase their knowledge

and abilities which is required to ascertain the validity of the assessment outcomes. User-centered

technology is critical in e-assessment to provide fair opportunities for all users.

Therefore, to lessen the effect of HCI problems and enhance the validity of electronic assessments, it is

vital to observe the UX of children while they use the e-assessment platforms. An interface with high

usability, characterized by its ease of comprehension, use, and learning, will ensure a smooth UX that

will allow children to focus on the primary purpose of the assessment (Weinerth, 2015).

Therefore, in this doctoral dissertation, I placed significant emphasis on evaluating existing UX

approaches to address the target demographic (school aged children between 6 and 12 years).

2. Research approach
2.1. Motivation

As the use of technology in education increases, changes are becoming more apparent, and teachers are

more committed to using technology in student assessments. However, clear procedures for evaluating

the fairness and validity of e-assessments for all students have yet to be established. Furthermore,

integrating technology into assessment practices has not resulted in significant changes in this regard but

has added yet another layer of complexity to the future of education. To improve the reliability of

e-assessments and reduce the influence of HCI obstacles, it is necessary to observe children's UX while
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they use applications. By ensuring a high level of UX with respect to interface usability, its ease of

comprehension, ease of use, and ease of learning, children are able to focus on the primary purpose of

the assessment (Weinerth, 2015). Furthermore, it is imperative for a comprehensive e-assessment

system to consider a diverse array of user attributes, such as age, cultural background, and any

additional specifications (Reich & Petter, 2009). It is crucial to consider age when examining these

characteristics, as a significant portion of current research on UX and its underlying techniques has

focused primarily on adult users (Fitton et al., 2014).

Therefore, the core motivation behind this doctoral dissertation was a desire to improve our

understanding of how best to evaluate interactive systems designed for young children (Markopoulos &

Bekker, 2003). When my coauthors and I began conducting the studies included in my doctoral research,

we realized that there was a need for better knowledge about how to evaluate e-assessments,

specifically those administered to young children. A systematic investigation, conducted in Chapter 2,

revealed a lack of interaction design methodologies that can accurately measure the constructs

underlying UX for the age group of 6- to 12-year-olds. Additionally, we recognized the need for

techniques that can be administered before or after the assessment to avoid interrupting the children's

performance during the assessment itself. We initially chose questionnaires as the primary tool for

assessing the children's UX. However, it became apparent that the limited number of scale designs,

which are crucial elements of any questionnaire intended for children (but especially for the age group

we looked at), needed more rigorous evaluation.

Consequently, we decided to investigate the scale design as an initial measure. Examining numerous

biases in these studies prompted us to adopt an expert viewpoint to (1) address the challenges

comprehensively and (2) contribute to integrating knowledge in a multidisciplinary field. This allowed us

to gather insights from various fields of expertise, such as psychology, education, and child development,

thus enhancing the overall quality and validity of our research.

2.2. Background
In this doctoral dissertation, my coauthors and I collaborated with two partners who helped us by

providing access to schools, research participants, and e-assessment platforms. LUCET, the first partner,

is a research and transfer center specializing in large-scale assessment and testing in technology-rich

multilingual learning settings (LUCET, 2023). LUCET's most prominent and resource-intensive

commissioned research consists of the establishment, improvement, and assurance of Épreuves

Standardisées (ÉpStan) (LUCET, 2023), a Luxembourg school monitoring program that supports
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evidence-based education policy. LUCET delivers timely and policy-relevant information to national

educational stakeholders while compiling a unique and extraordinarily comprehensive longitudinal

database chronicling students’ competence profiles and their routes through school—and possibly life.

LUCET’s other mission-oriented research and assessment programs include the national analysis and

reporting of international large-scale studies (About PISA, n.d.), cognitive and language testing, university

admissions testing, and student course evaluations. LUCET's online assessment system, OASYS,

administers several of the abovementioned, oftentimes high-stakes examinations. LUCET coordinates,

facilitates, and disseminates nationally grounded educational research at the University of Luxembourg

and its educational measurement research. We have worked with LUCET on various projects (e.g., an

observational study in Luxembourgish schools, a heuristic evaluation workshop) (LUCET, 2023).

The second partner, the Direction de l'évaluation, de la prospective, et de la performance (DEPP) (in

English: Direction of evaluation, prospective, and performance) (Direction de l’evaluation de la

prospective et de la performance (DEPP), n.d.), has assigned its primary activity to evaluating and

measuring skills in education and training. It contributes to assessing the policies conducted by the

Ministry of National Education. The complex activity requires that the measurement of the skills be as

fair as possible to assess students’ actual levels of mastery. Therefore, the collaboration with the

Human-Computer Interaction Research Group of the University of Luxembourg has begun to address

usability and UX concerns with their tools. In an initial workshop with the main stakeholder of DEPP, the

following overall goal of the collaboration was specified: to enhance the quality of assessment by

improving the assessment tools and by creating equal chances for all its users. The cooperation,

exchanges, and valorization of the research outcomes were planned accordingly to communicate the

results of the studies. As DEPP is part of the FLIP+ e-assessment (Flip+ E-Assessment Community, n.d.),

an association that shares its knowledge and experiences, technology development, and content related

to e-assessment, the outcomes of the studies were also shared and valorized there. The primary output

for DEPP consisted of recommendations on how to improve the test design of their current e-assessment

application.
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2.3. Overarching research objectives and contributions

In this dissertation, we examined the challenges involved in UX in primary education e-assessments for

children aged 6 to 12. Implications for a better interpretation of UX evaluation methods for children

were considered a necessary first step for achieving this objective. We formulated the following research

objectives:

The first objective was to provide an overview of recent developments and empirical methodologies in

the CCI field, as doing so would enable us to ultimately select suitable methods for investigating the UX

of children during e-assessment. To this end, we conducted a systematic literature review (Chapter 2).

The second objective was to investigate the cognitive thought processes underlying three commonly

used survey and scale designs. The scales were aimed at measuring children’s self-reported accounts of

their UX. To this end, we conducted a cognitive interview study and incorporated different survey

designs into a large-scale questionnaire we administered to children (Chapter 3).

The third objective included experts’ perspectives on how to design fair and user-friendly e-assessments.

To this end, we developed 10 usability/UX heuristics on the basis of the literature (i.e., previous

evidence-based guidelines), validated with an expert survey and a heuristic evaluation workshop.

Additionally, we made recommendations on how to improve the QRR methodology, which we used to

develop the heuristics (Chapter 4).

The main contribution of all three research papers in this doctoral dissertation is methodological.

According to Wobbrock & Kientz (2016), a methodological contribution adds to or refines how

researchers or practitioners carry out their work.

Our methodological contributions thereby include:

● A systematic evaluation of recent research methods to give designers and researchers from

different domains a unified overview of CCI design methodologies (Chapter 2)

● An investigation of child-appropriate survey methodologies to analyze children’s UX with

e-assessments (Chapter 3)

● The designing of UX/usability heuristics to evaluate e-assessments administered to children

(Chapter 4)

Additionally, we made applied contributions to the existing research by:
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● Formulating several recommendations to establish a current framework for developing usability

heuristics

● Providing insights from cognitive interviews and digital questionnaires on how to improve

pictorial response scales for children

These applied contributions are essential for any practitioners in the field.

In Chapter 5, we discuss the contributions and their output in more detail.

2.4. Research Framework

This doctoral dissertation pertains to the fields of psychology and Human-Computer Interaction (HCI),

specifically focusing on the area of CCI. Additionally, I have integrated information from various

disciplines, including, for instance, from the educational sciences. From an epistemological perspective, a

constructivist stance should primarily be adopted when looking at this work, as such a stance maintains

that different people may construct meaning in different ways, even about the same phenomenon

(Ültanir, 2012). As people form personal interpretations of their experiences, which are focused on

specific items or entities, the researcher seeks to explore the diverse and numerous interpretations

rather than simplifying them into a limited number of categories or concepts. The objective of the

research is to heavily depend on the participants' perspectives about the subject under investigation.

“UX occurs in and is dependent on the context in which the artefact is experienced” (Lallemand &

Koenig, 2020) (p.2) and has therefore often a focus on qualitative approaches (Creswell, 2009). However,

we emphasize the importance of triangulation methods for fully understanding the intricacies of UX

(Pettersson et al., 2018). Therefore, qualitative and quantitative viewpoints and including different

stakeholder roles are necessary to reconcile scientific rigor with practical relevance to investigate the

area of UX. Whereas our studies did not investigate all possible approaches for evaluating children's UX

in the context of e-assessment, we did integrate many research viewpoints, and we emphasize the UX

and usability to improve system design so that children will have a good experience while taking the

assessment (Weinerth, 2015). The complexity that hails from this stance requires different disciplinary

perspectives and methods to be taken into account in order to develop a comprehensive understanding.

Although the current work may prioritize research methods above design methods, we did not explicitly

distinguish between them (Sanders, 2008). In Research Paper 2, we investigated hedonic components

(Hassenzahl, 2001) (e.g., pleasure measured with the Smileyometer Scale (Read & MacFarlane, 2006))

that encourages users to use the e-assessment tool. In research Paper 3, in addition to ISO 9241's
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usability qualities of effectiveness and efficiency (International Organization for Standardization (ISO),

2018), we addressed the following UX concepts: learnability (i.e., how easy it is for users to accomplish

basic tasks the first time they encounter the design), memorability (how easily users can reestablish

proficiency after a period of not using the design), and errors (partly covered by the ISO's effectiveness

definition, errors can help users avoid mistakes and help users recover, which might affect the outcomes’

validity) (Nielsen, 1994, 2012). Additionally, we examined UX accessibility (Morville, 2004) in Research

Paper 3 because e-assessment systems should provide all students with fair chances. The decision to

examine UX from the perspectives of both children and experts was motivated by the challenges of

conducting research with children, for instance, extreme positive response (Read, 2008), particularly in

the present context as outlined in detail in Sections 1.3 and 2.1. The perspective of experts can enhance

the validity of present procedures and provide insights into the limitations of these approaches, thus

contributing to the synthesis of knowledge in a multidisciplinary domain. However, future researchers

should work to create a better balance of power relations by experimenting with new methods in the

area of research-led and participatory mindset that would give children a stronger voice (Druin, 2002;

Sanders, 2008).

The results led to the establishment of a body of scientific knowledge that has practical implications for

professionals seeking to understand and advance the UX and usability of e-assessment systems.

2.5. Structure of the dissertation

Chapter 1 provides a high-level overview of where the field of e-assessment currently stands. We

summarize the main problems that have emerged from recent developments in e-assessments, focusing

on the UX of children. Additionally, we report the challenges of designing e-assessments for children

compared with the adult population. At the end of the chapter, we share our research objectives and

motivation.

Chapter 2 provides the most recent approaches to children's interaction design by systematically

reviewing 272 complete publications. Through our investigation, we comprehensively capture and

explain the latest empirical approaches used in CCI. We identify several trends in technologies (e.g.,

VR/AR) and the preference for combining two or more product evaluation methods. Additionally, we

highlight the significance of novel combinations within the extensive spectrum of research- and

design-led methods, such as combining various stakeholder participation roles. Finally, we stress the

significance of providing additional age-appropriate approaches and activities for younger children. The
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findings from this paper helped us select our tools for assessing UX during e-assessments from two sides:

self-reported accounts of experience from the children and the experts' perspectives on the system.

In Chapter 3, we look closely at three widely used design scales (i.e., the Smileyometer Scale [SOS], the

Thumbs-Up Scale [TUS], and the Nodding Heads Scale [NHS]) to evaluate children's UX with the

e-assessment platforms. This paper focuses, in particular, on the cognitive challenges of designing scales

for young children, as this field remains under-researched and forms the necessary first step in

evaluating the suitability of a scale. We derived design recommendations and ideas for future scales for

assessing children’s UX.

In Chapter 4, we present heuristics designed for investigating the UX of children with e-assessments. The

heuristics are based on experts' knowledge and add to the children's self-reported experience by (a)

overcoming biases and limitations as reported in Chapter 3 and (b) providing a holistic view of the UX for

designing future e-assessment systems. The heuristics may be used to safeguard the UX of children while

taking e-assessments so they can focus on the main work at hand.

In Chapter 5, we synthesize the results from the three research papers in a General Discussion.

Moreover, we outline the exact research contributions and explain how the studies made these

contributions. We summarize the limitations and offer an outlook on future research on e-assessments

for children.
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2.6. Associated content and publications

Chapter Associated publications Publication status

2 Lehnert, F., Niess, J., Lallemand, C., Markopoulos, P.,

Fischbach, A., & Koenig, V. (2022). Child–Computer

Interaction: From a systematic review towards an

integrated understanding of interaction design

methods for children. International Journal of

Child-Computer Interaction, 32, 100398.

https://doi.org/10.1016/j.ijcci.2021.100398

Published

3 Lehnert, F., Koenig, V., Doublet, S., Lallemand, C.,

Fischbach, A. & Sacré, M. (in preparation for

resubmission). Make Me Smile: Exploring Cognitive

Thought Processes in Pictorial Scale Designs for

Children.

Submitted

4 Lehnert, F., Doublet, S., Koenig, V., Lallemand, C. &

Gavin, S. (submitted). Designing Usability/UX

Heuristics to Evaluate Educational E-assessment with

Children.

Submitted

Additionally, the following related publications and presentations were not included herein:

Lehnert, F.K. User Experience Challenges for Designing and Evaluating Computer-Based Assessments for

children. In Proceedings of IDC '19, the 18th ACM International Conference on Interaction Design and

Children (2019, June 12) Boise, US.

Lehnert, F. K., Lallemand, C., Fischbach, A., & Koenig, V. User Experience Challenges of Children for

Designing Computer-Based Assessments. Poster presented at LuXera conference. November 2019. Belval

Campus, University of Luxembourg.

Lehnert, F. K., Lallemand, C., Fischbach, A., & Koenig, V. Experimenter effects In Children Using the

Smileyometer Scale. Paper presented at the PhD conference in Social Science. 19 November 2020,

Esch-sur-Alzette, Luxembourg.

Lehnert, F. K., Lallemand, C., Fischbach, A., & Koenig, V. How do pupils experience Technology-Based

Assessments? Implications for methodological approaches to measuring the User Experience based on
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two case studies in France and Luxembourg. Presentation at the LuXera conference. November 2020.

Belval Campus, University of Luxembourg.

Lehnert, F. K, Lallemand, C., Fischbach, A., & Koenig, V. User experience challenges for technology-based

assessments. Presentation at the 4th FLIP+ Annual Event, June 2021.
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1. Abstract

Child-Computer Interaction (CCI) is a steadily growing field that focuses on children as a prominent and

emergent user group. For more than twenty years, the Interaction Design for Children (IDC) community

has developed, extended, and advanced research and design methods for children’s involvement in

designing and evaluating interactive technologies. However, as the CCI field evolves, the need arises for

an integrated understanding of interaction design methods currently applied. To that end, we analyzed

272 full papers across a selection of journals and conference venues from 2005 to 2020. Our review

contributes to the literature on this topic by (1) examining a holistic child population, including

developmentally diverse children and children from 0 to 18 years old, (2) illustrating the interplay of

children’s and adults' roles across different methods, and (3) identifying patterns of triangulation in the

methods applied while taking recent ethical debates about children’s involvement in design into account.

While we found that most studies were conducted in natural settings, we observed a preference for

evaluating interactive artifacts at a single point in time. Method triangulation was applied in two-thirds

of the papers, with a preference for qualitative methods. Researchers used triangulation predominantly

with respect to mainstream methods that were not specifically developed for child participants, such as

user observation combined with semi-structured interviews or activity logging. However, the CCI field

employs a wide variety of creative design methods which engage children more actively in the design

process by having them take on roles such as informant and design partner. In turn, we see that more

passive children’s roles, e.g., user or tester, are more often linked to an expert mindset by the adult.

Adults take on a wider spectrum of roles in the design process when addressing specific developmental

groups, such as children with autism spectrum disorder. We conclude with a critical discussion about the

constraints involved in conducting CCI research and discuss implications that can inform future

methodological advances in the field and underlying challenges.

Keywords: Child-Computer Interaction, Interaction Design Methods, Children’s and Adults' roles,

Triangulation, Systematic Review.
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2.Introduction

Children have become regular users of interactive technologies in the last two decades. For instance, a

recent survey found that 42% of the children in the United Kingdom between the age of five to seven

own a tablet (Burns & Gottschalk, 2019). As children became increasingly relevant as users and study

participants for interaction designers and researchers in the 1990s (Druin, 1999), the field of CCI began

to grow steadily. A community with multidisciplinary influences emerged (Hourcade, 2015), which

emphasizes designing interactive technology for children that supports their development as a key

design goal, based on contributions from diverse fields, including developmental psychology, learning

science, interaction design, and computer science (Hourcade, 2015). Therefore, researchers in this field

stress the importance of better understanding of how research methods can be adapted to address

emerging developments (Jensen & Skov, 2005).

Research in CCI focuses on questions concerning the design of interactive technologies for children and

the effects that technologies can have on children and society (Hourcade, 2015). An important

component of this quest has been the endeavor to develop new methods to design and evaluate how

children interact with novel technologies. This quest parallels the evolution of the field, since for CCI to

stay relevant, its methods should evolve as the world around children changes (Markopoulos et al.,

2008). These methods are often adaptations of methods originally developed for working with the adult

population, although several methodological advances have been proposed to specifically address

children’s needs and capabilities.

CCI researchers have recognized the need to take stock of advances in the field and have produced a

number of contributions that review and synthesize earlier research results. For example, Markopoulos

et al. (2008) present an overview of evaluation methodologies for children’s interactive products in a

textbook format; however since its publication, there have been substantial methodological

developments, which are reviewed below. Fails et al. (2012) synthesized methodological advice for

designers of children’s technology, focusing on motivation and practical ideas for including children in

the design process. Hourcade’s (2015) textbook provides an instructional overview of the CCI field that

also includes methods for designing and evaluating interactive technologies for children, although it was

not intended as a systematic, comprehensive survey of the related literature. We add to these resources

by providing a systematic and up to date literature survey of CCI methodology. Our survey follows a

number of literature surveys in the CCI field with different areas of focus. For example, earlier reviews

focused on aspects such as the agency of children with autism, children in technology design (Spiel et al.,
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2019), HCI games for neurodivergent players (Spiel & Gerling, 2021), engaging and educating children in

technology-making activities (Norouzi et al., 2019; Ventä-Olkkonen et al., 2019), as well as values and

ethical aspects (Kawas et al., 2020; Van Mechelen et al., 2020). Our aim is to provide an overview of

interaction design methods that can serve as a resource for designers and researchers in this field. More

recently, a review of CCI methods by Tsvyatkova & Storni (2019) shared some of the aims of this paper,

but focused more narrowly on methodology papers in order to provide guidance for selecting and

adapting methods, techniques, and tools for working with neurotypical children. There is a need to

extend the methodological discussion to a broad group of children, reflecting the interest this

community has paid over the years on their inclusion (Börjesson et al., 2015).

Recent methodological reviews in the field of human-computer interaction for the adult population have

stressed the importance of investigating triangulation patterns in method application to better inform

scholars and practitioners of the advantages of combining quantitative and qualitative methods

(Pettersson et al., 2018). To the best of our knowledge, triangulation patterns have not been

systematically explored by other reviews in the CCI field. This review will therefore pay particular

attention to the triangulation of methods.

In addition, we investigate the roles adults take in interaction design methods that include roles for

children as well in order to uncover patterns and differences in method application. Children’s roles are

enduring topics in CCI, and adults’ roles are particularly significant for work with children as well. This is

the first paper to provide such an integrated overview of the state of the art of interaction design

methods for children. We meet this challenge by analyzing 272 full papers reporting empirical studies

that have been published over the last 15 years. Our work is guided by the following research questions:

● How did interaction design methods and triangulation patterns with children between the ages

of 0 and 18 evolve during the period of 2005 to 2020?

● How are interaction design methods applied across groups of developmentally diverse children

and in different contexts?

● How do the different roles of children and adults in the research and design process inform the

selection of a specific method or vice versa?

● What are current practices regarding ethical conduct in research?

The overarching goal of this review is to provide guidance for future studies in the field and support

methodological advancements. Systematic reviews offer a unique opportunity to analyze the literature
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on a combined set of questions, rather than conducting repeated surveys for individual questions.

Addressing a broad set of questions in a single survey can provide a single coherent overview for the

research community. Based on earlier work, we identified gaps in the current literature and synthesized

the contributions for this systematic review. Our review contributes to the research in this field by (1)

examining a holistic child population, including developmentally diverse children and children from 0 to

18 years old, (2) illustrating the interplay of children’s and adults' roles with different methods, and (3)

identifying triangulation patterns in method application while taking recent ethical debates regarding

children’s involvement in design into account. We begin the systematic review with an outline of similar

reviews in the field to further motivate our research interest. We then provide the details of our review

methodology and its findings. This is followed by a discussion of the implications of our results.

3.Related work

CCI has an established tradition of and appreciation for literature reviews to analyze current trends and

guide future developments of the field. To date, literature reviews on a variety of different topics have

been published, such as designing for neurodivergent populations (Spiel et al., 2019; Spiel & Gerling,

2021) and engaging children in technology making activities (Norouzi et al., 2019; Ventä-Olkkonen et al.,

2019). In this section, we provide an overview of recent literature reviews in CCI, with a particular focus

on methodological reviews, that is, literature reviews that analyze the methods applied in the field and

related aspects. The reviews described here were selected in a systematic approach. While setting the

scope and framing the context of the current review, we searched for similar reviews in the ACM

database published in the period from 2005 to 2020. In our search, we used the terms review, survey or

meta-analysis together with the terms child, kid, teen, youth, young, adolescent, or minor. The search of

the ACM full-text collection resulted in 119 records. After screening all records, we identified a variety of

review papers addressing current trends in method application in the CCI domain from different angles

(Jensen & Skov, 2005; Yarosh et al., 2011; Börjesson et al., 2015; Tsvyatkova & Storni, 2019).

Jensen and Skov’s (2005) review focused on research methodologies used in papers reported in IDC

proceedings and selected journals between 1996 and 2004. They classified 105 papers on children’s

technology design into a two-dimensional matrix on research methods (e.g., case studies, field studies,

lab experiments) and research purposes (understand, engineer, re-engineer, evaluate and describe). In

contrast, we decided to apply a classification system that describes the underlying methodology in more
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detail (e.g., user observation, semi-structured interviews, activity logging), similar to the review by

Börjesson et al. (2015). Börjesson et al. (2015) developed their framework in line with new trends in the

participatory design field by incorporating methods such as creative sessions and prototyping, which we

did not find in any of the categories defined by Jensen and Skov (2005). Additionally, Jensen and Skov

(2005) found that much research has been conducted in natural settings, with a strong focus on field

studies. Our review examines how this trend has evolved in the last fifteen years based on an updated

classification framework of methods.

A review by Yarosh et al. (2011) examined the values held by the CCI community. They conducted a

content analysis of values expressed in full papers published at the ACM IDC conference between 2002

and 2010. They discussed several types of contributions made by IDC papers and examined, inter alia,

the role of the child in technology design based on Druin’s framework (2002). Druin (2002) defines four

roles that children can play in the research process: user, tester, informant, and design partner. Our

review adopts a similar understanding of children’s roles by analyzing two of the underlying dimensions

upon which these role definitions are based: the relationship to adults (which we further refer to as

feedback from children, which spans from passive to active), and the goals for inquiry (which we further

refer to as research vs. design-led), see Figure 1, from (Druin, 2002), p.5.

Figure 1. The four roles children may take on in the design of technologies (Druin, 2002).

We extend such research on the role of the child by also examining the role of adults in the design

process. In current methodological approaches in the CCI field , such as participatory design, children are

given stronger voices in the research and design process. For instance, there has been a shift away from

children taking on roles such as participants in user studies, which are typically applied in a

user-centered design approach, to more enhanced roles like peer codesigner (Nesset & Large, 2004).

However, the importance of adult involvement throughout the research and design process should not

be underestimated. The inclusion of caregivers, teachers, or other experts in the field remains critical,

especially for younger user groups and developmentally diverse children (Börjesson et al., 2015).

Therefore, we stress the importance of investigating the interplay between these different roles taken on
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by children and adults in the design and evaluation process, as this could potentially inform the selection

of appropriate methods.

In addition to identifying many positive aspects in the surveyed papers, Yarosh et al. (2011) also shared a

number of suggestions for improving future research. They concluded that the majority of IDC papers

target children between the ages of 6 and 12. The need to work with other age groups seems apparent

due to the need to design and evaluate technologies in an age-appropriate way. Thus, our review

considers a broad age range, from infants aged 0 years to late adolescents aged 18 years. Moreover,

Yarosh et al. (2011) further expressed the need for longer-term evaluations, as stated here: “the

difficulty of deploying and evaluating a system over a longer period of time cannot be underestimated,

however, neither can the importance of doing so” (p. 143) (Yarosh et al., 2011). They further state that

short-term evaluations can merely address usability aspects and engagement, rather than long-term

effects such as learning. This review will shed light on the temporal stage of system usage (anticipated,

momentary, episodic, retrospective, cumulative experience) as reported by Roto et al. (2011),

cross-sectional vs. longitudinal evaluation (at one moment in time or several moments) and the study’s

goals (Druin, 2002), taking up Sanders’ (2008) distinction between between a research-led vs. a

design-led approach in her evolving maps of design practice and research.

In 2015, Börjesson et al. (2015) published a systematic literature review of methods for developmentally

diverse children. They stated, “compared to other groups of developmentally diverse children, children

with high-functioning autism between 8 and 12 years old are the ones that are most often actively

involved in the design process. The other groups of children are often taking a more passive role, like

being observed, both in the requirements, design, and evaluation phase” (p. 136) (Börjesson et al.,

2015). Our review focuses on the whole child population from infants to late-stage adolescents and

includes developmentally diverse children. With this approach, we can cross-validate methods rather

than treat them as distinctive from one child population to the other. Our goal is to inform the

development of more accessible and inclusive research methodologies. Therefore, our analysis of

methods is based not on children’s biological age but on the type of feedback children provide across the

various methods underlying Druin’s (2002) definition of children’s roles. The type of feedback children

are asked to provide guides our evaluation of the appropriateness of a method in a given context.

Tsvyatkova and Storni (2019) conducted a review of methods, techniques, and tools in CCI

developed/adapted to support children’s involvement in technology development based on 36
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methodological papers published between 1996 and 2015. The authors classify methods and techniques

in CCI based on the framework by Sanders (2008), which maps them along a continuum from an expert

to a participatory mindset. Sanders (2008) uses this continuum to classify design and research

approaches, with their underlying methods, on her evolving map. This idea of a participatory continuum

harkens back to earlier research in the CCI community, such as the IBF Participatory Continuum Model

developed by Read et al. (2002). The letters IBF stand for the three different design contributions a

domain expert can make. It begins with the lowest contribution, termed informant design, and proceeds

to balanced design and finally facilitated design, the highest level of contribution. The review by

Tsvyatkova and Storni (2019) applies the participatory continuum to recent CCI methods, techniques,

and tools. However, this review did not include the full framework presented by Sanders (2008), which

consists of two continua, from an expert to a participatory mindset and from a research- to design-led

selection of methods. As stated before, we believe that children’s degree of involvement across different

methodologies can provide us with guidance for choosing the right method in a given context.

Therefore, we adopted the original framework (Sanders, 2008), introducing the type of children’s

feedback on the first continuum (similar to the original continuum from an expert to a participatory

mindset) and maintaining the second continuum of design vs. research-led approaches. The results

obtained by applying this framework have a different base than in Tsvyatkova and Storni’s (2019) work

because we (1) utilize a different classification scheme for our methods and (2) draw on a selection of

empirical studies and case studies rather than a selection of methodological papers. We want to stress

the importance of tracing back how the methods we propose are implemented in the field to shape a

more realistic picture and state of the art, providing us with the possibility to improve and iterate on our

methods.

Keeping the above reviews in mind, one important aspect has not been addressed to our knowledge in

the CCI community so far, namely the triangulation of methods. Within the broader human-computer

interaction (HCI) research community, a recent review addressed the importance of method

triangulation for the adult population (Pettersson et al., 2018). The early roots of triangulation can be

found in the different epistemological standpoints taken in social, behavioral, and human science. The

interplay of qualitative and quantitative methods can help researchers addressing the same problem

from different angles to derive a fuller understanding of it. The application of multiple methods within

the same study is known as concurrent triangulation and can lead to a more reliable and less biased

investigation (Creswell, 2009). A sequential triangulation of methods, by first using quantitative methods
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and later qualitative methods, can lead to a fuller and more holistic picture, highlighting different

dimensions of the same phenomenon (Creswell, 2009).

In recent years, we have observed a growing interest in ethics within the CCI community, which are

addressed in a recent systematic review by Van Mechelen et al. (2020). In their paper, they explore how

and to what extent ethics has been dealt with over the last 18 years. They demonstrate that while ethics

is frequently mentioned, the literature remains underdeveloped in a number of areas, including

definitions and theoretical foundations, the reporting of formal ethical approval procedures, and the

extent to which design and participation ethics has been dealt with (Van Mechelen et al., 2020). As our

review seeks to deliver an integrated understanding of interaction design methods based on empirical

papers, we were especially interested in how and to what extent formal ethical approval is reported in

the CCI literature, in order to provide a realistic picture of the state of affairs.

4.Method

To develop an integrated understanding of interaction design methods focusing on a diverse population

of children, triangulation patterns, and the roles of children and adults, we conducted a systematic

literature review. This systematic review follows the PRISMA statement, which stands for Preferred

Reporting Items for Systematic Reviews and Meta-Analyses (Moher et al., 2009). We present our detailed

methodological approach in this review in 5 main steps.

Step 1: Identification of potentially relevant publications

Search terms. Based on our research questions and inspired by the review by Börjesson et al. (2015), we

performed a search query in papers’ abstract for the terms "design method" OR "design process" OR

"design approach" etc. AND in the title for child* OR kid* OR adolescent*, etc. (see Table 1). The

characters (“ ”) reflect a search for the exact match of that phrase, whereas (*) specifies a number of

unknown characters. For example, when using the expression child*, the search engine results will also

contain words such as children or childhood. We limited our second search term to the abstract because

we found that searching for the terms in the complete text returned too many false positives, which we

would then have to remove later on based on our exclusion criteria. The same was the case for our
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target group (first search term). After several iterations, we found that searching for the term in the

complete text or abstract resulted in too many false positives; therefore, we decided to search for it in

the title only.

Table 1. The search query with search terms 1 in title and search terms 2 in abstract

Search Term 1 (Title) Boolean operator Search Term 2 (Abstract)

Child(ren) Design method(s)

Kid(s) Design process

Adolescent(s) Design approach

Minor(s) Design technique

Youth Interaction design

Teen

Teenager

User-centred design

User experience

Human-centered design

Child-computer interaction

Human-computer interaction

User-system interaction

Inclusive design

Universal design

Young OR

Student

Pupil

Note: Terms were searched in both their British and American English forms
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Database selection. We selected journal papers from the SCOPUS database and ACM Digital Library. A

structured database search within SCOPUS identified 6963 potentially relevant papers from January 2005

to July 2020 (when the database search was conducted). We started our systematic review with papers

from 2005 onwards, as the earliest literature review we identified in our search for related workcovers

studies until 2004 (Jensen & Skov, 2005). After filtering for document type “article”, source type

“journal” and publication stage “final'', a total of 2844 references remained. Within the ACM library, we

identified a total of 3750 papers. After filtering for proceedings and research articles (to exclude short

papers and extended abstracts), 1528 papers were left.

Selection of Journals and Conferences. We included 7 top-level journals (based on the selection by

(Jensen & Skov, 2005)) plus the International Journal of Child-Computer Interaction. In line with

arguments by Jensen, J. & Skov, M. (2005) , we find that the pool of included journal papers provides a

solid base for our review given the number of papers and the journals’ high-quality peer review process.

We further narrowed the scope to two suitable target conferences (IDC, CHI) based on their relevance

for our study aim. These two venues seemed to be the dominant venues for our target audience

because they returned the most hits for our search query. We excluded the International Conference on

Human-Computer Interaction (HCII) proceedings, for example, because they are only reviewed based on

abstracts, and we wanted to focus on peer-reviewed venues. We also excluded education technology

conferences such as the International Conference on Education Technology and Computers (ICETC)

proceedings, because these communities do not focus specifically on developing methodologies for

interaction design. In addition, the choice of scope was made in order to retain a manageable corpus of

papers.

The PRISMA flowchart (Figure 2) presents the overall distribution of publications per journal and

conference venue. We counted a total of 829 papers after checking for duplicates. Additional false

positives (e.g., no full paper) were excluded at later stages.

Journals:

● Transactions on Human-Computer Interaction, (ToCHI) ACM

● International Journal of Human-Computer Studies, (IJHCS) Elsevier

● International Journal of Human-Computer Interaction, (IJHCI) LEA

● Behaviour and Information Technology, (BIT) Taylor & Francis

● Interacting with Computers (IwC), Elsevier
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● Personal and Ubiquitous Computing, (PUC), Springer-Verlag

● International Journal of Child Computer Interaction (IJCCI), Elsevier

Conference proceedings:

● Interaction Design and Children Conference (IDC), ACM

● Conference on Human Factors in Computing Systems (CHI), ACM

Step 2: Definition of scope and procedure

We conducted two rounds of exclusion. The first round aimed to quickly exclude papers based on formal

criteria, whereas the second round narrowed the scope based on content.

Exclusion criteria 1st round. We double-checked for the presence of false positives in our selection based

on the paper format. We therefore excluded papers (1) that were not full papers. In the Interaction

Design and Children Conference proceedings, the distinction between short and full papers is sometimes

blurred. According to the paper submission guidelines of the 2019 Interaction Design and Children

Conference, papers of 8 pages or more were classified as full papers. (2) We further excluded papers that

did not include an empirical study, or did not include a clear description of the evaluation process or the

study results. Case studies, even with a single child, were included as long as user data were reported in

a clear way. Studies based on the author’s self-reflection or introspection, without involving children,

were excluded. (3) Papers were excluded that did not report research with children directly (e.g.

research with adults about products for children was excluded). (4) Papers reporting studies with

participants more than 18 years old were excluded, except if only part of the sample was above age 18

(e.g. 16-24), in which case we included the paper.

Exclusion criteria 2nd round. We excluded papers (1) that did not report a new study and solely referred

to former ones, (2) that relied solely on perceptions or psychological factors, with no tangible or

interactive artifact involved. We included, however, early studies that did not evaluate a specific

system/technology/tool but described a system/technology/tool authors intended to design in the

future.

Procedure. Studies were selected independently by the first two authors based on a screening of titles

and abstracts. Miles et al. (1994) (p. 11) emphasize the importance of conclusions being verified,

whether by reference back to field notes, achieving “intersubjective consensus” through discussion with
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colleagues, or replicating findings in another dataset. Thus, the selected papers were cross-checked

during two exclusion rounds, and discrepancies were resolved by including the third author to reach a

consensus about study inclusion.
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Step 3: Identification of relevant publications

Figure 2. Flow chart of our systematic review adapted from the PRISMA statement (Moher et al., 2009).
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Step 4: Categorization of relevant publications

Coding scheme. Our coding scheme was developed in an iterative approach to ensure that the categories

were understandable and easy to use. We tested the coding scheme with a group of eight HCI

researchers to gain external expert feedback and ensure that coding would not assume specialized skills

or prior knowledge. Our final coding scheme used for the analysis consisted of 20 codes, classified into

several code groups.

1. General study setup codes included the type of paper (conference, journal), type of study

(natural, artificial, environment-independent, combination), study location, and product

evaluated.

2. Methodology codes included the temporal stage of system use (anticipated, momentary,

episodic, retrospective, cumulative experience, and any combination), longitudinal vs.

cross-sectional evaluation, classification of the special developmental group, method

triangulation, data triangulation (qualitative vs. quantitative), method type (e.g., user

observation, semi-structured interviews, standardized questionnaires, etc.), the specific methods

used (note that we did not distinguish between methods, techniques and tools, as most of the

papers included in this review did not do so) (Börjesson et al., 2015) .

3. Information about the sample was also coded, including the age of the children (including the

upper and lower age bounds) and the number of participants. Those codes were applied for all

methods separately in cases in which multiple methods were reported in a single paper.

4. Children’s roles were classified based on Druin’s model (2002), focusing on the relationship to

adults (indirect, feedback, dialogue, elaborate), which we hereafter refer to as feedback from

children on a continuum from passive to active, and the goals for inquiry (theory, impact,

usability), which we hereafter refer to on a continuum from research to design-led (see Figure 1).

We also coded the form of involvement of adults in the research and design process by using

Börjesson’s (2015) classification to distinguish adults’ roles (user, proxy, expert, facilitator,

support).

5. Ethical guidelines focus on informed consent and ethical approval as mentioned in the papers.
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Step 5: Analysis of relevant publications

Procedure. All included papers were coded by the first author. 10% of the papers were double-coded by

the first and second authors. The interrater reliability was found to be Kappa = 0.59 (p < .05). According

to Landis and Koch (1977), this is a moderate level of agreement. However, we found it more important

to achieve group consensus by reconciling discrepancies between the coders than to achieve a high

inter-rater reliability score (Blandford et al., 2016) (p.93). Therefore, the coders extensively discussed the

10% of double-coded papers on a weekly basis. For the remaining 90%, the first author marked the

papers about which she was uncertain and asked the second author for input during their weekly

meeting. In cases of disagreement, the third author was brought in, and corresponding adjustments in

the coding scheme were made.

Quantitative Analysis. The quantitative analysis of the relevant coded data set was conducted in SPSS

v.25.

5. Results

We present the results beginning by charting the temporal trends and perspectives, followed by a

description of the child population addressed in terms of age and developmental group. We then

elaborate on the context in more detail, including research location, type of study, type of product and

longitudinal vs. cross-sectional studies. Subsequently, we examine the type of method and triangulation

patterns. We summarize our methodological findings in a graphical overview of interaction design

methods for children based on the type of feedback from children and the degree to which the reported

studies are design vs. research-led. We conclude with a brief analysis concerning ethics in research with

children.
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5.1. Temporal perspective and trends

Our review shows an increase of both conference and journal papers between 2007 and 2020 (see

Figure 3). Based on our exclusion criteria (see Section 3.4), we did not identify any relevant papers

between 2005 and 2006. Furthermore, we only included conference papers archived in the searched

databases by July 2020, when our search was executed; therefore, we see a sharp drop in Figure 3.

Conference papers seem to be the more popular venue for publications in the field of child-computer

interaction. One reason for this development could be the establishment of the Annual Conference on

Interaction Design and Children in the Netherlands in 2002. Interestingly, there has been a sharp rise in

conference papers in recent years. Before the first exclusion round, 71.8% of papers in our review were

from the proceedings of the Interaction Design and Children Conference. Additionally, we included the

ACM Conference on Human Factors in Computing Systems (CHI), which is one of the most prestigious

conferences in the broader HCI field (15.5% of all papers included in our review are CHI papers).

Figure 3. Publication trend for all papers included in the review, from 2007 to 2020 (conference venues

until January 2020 and journal papers until July 2020).
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5.2. Population of children

The sample size of children participating in the studies ranged from N=1 to N=1031, with an average

sample size of 71.03 (SD=115.85). Children from all age groups are represented, with a primary focus on

those 7-13 years old (Figure 4 left). We calculated the children’s median age (based on the lower and

upper age range, because only some papers reported the mean age) M= 9.88 (N=255 papers, N=18,610

child participants overall; SD= 3.53). In 17 papers, the participants' age was not stated.

Figure 4 (left). Age of child participants involved in the reviewed studies, across all interaction design

and research methods (n=255).

Figure 5 (right). Distribution of child participants across developmental groups, within reviewed papers

(n= 272)

Overall, we can state that children participate across all studies and methods. We found that 75.3% of

papers did not mention a specific developmentally diverse group (see Figure 5). Autism Spectrum

Disorder (ASD) is the most frequently represented group within developmentally diverse children, at 7%

of papers. Some papers also report studies with mixed groups of normally developing and

developmentally diverse children, accounting for 8.1% of total participants across the reviewed papers.
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5.3. Context

Research location. The majority of research studies (37.9%) took place in educational institutions (e.g.,

schools, preschools). 10.7% took place in a laboratory environment, 7.4% at the participants’ homes,

5.1% on the premises of health care providers (e.g., clinic, hospital, rehabilitation center), 4% in

museums and 3.7% in other places. We also observed that 12.1% of the papers report studies that were

conducted in a combination of locations.

Type of study. We distinguished between a natural setting (field studies, case studies, action research),

artificial setting (e.g., laboratory), environment-independent/online setting (e.g., survey research,

applied research, basic research, normative writing), or a combination of these. Jensen et al. (2005)

applied the same classification in their review, based on earlier work (Wyeth & MacColl, 2010). In our

sample of reviewed papers, 55.2% of studies were conducted in a natural setting, 31.3% in an artificial

setting, 13.1% in an environment-independent setting, and only 0.4% in a combination of the above. For

13 papers, we could not identify the exact type of study.

Type of product. The most common products studied from 2005 to 2020 were interactive games (25.4%),

followed by professional software (12.1%), application/mobile phone (11.8%), VR/AR (4.0%), wearables

(2.6%), mix of products (2.6%), webtools (2.2%), websites (1.1%), audio/video/TV (0.7%), non-digital

products (0.7%) and other products (34.7%). We did not further classify this last category due to the

heterogeneity in products examined. Examples include a pet robot (Segura et al., 2012), a multimodal

collaborative music environment (Zhou et al., 2011), an interactive tabletop (Rick et al., 2011) and a

digital clay interface (Follmer & Ishii, 2012). We also classified non-use of a product (n=16), for instance

developing an educational toolkit (Wyeth & MacColl, 2010), under other products. In Figure 6, it can be

seen that products such as VR/AR have arisen more recently in the published papers, whereas interactive

games, application/mobile phone and professional software have a longer history.
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Figure 6. Distribution of product types over time until July 2020.

Examining the distribution of products per developmental group (Figure 7), interactive games are

applied for all developmental groups except ADHD. The results presented in Figure 7 should be

interpreted with caution, as the numbers for several developmental groups are quite low. Moreover,

professional software is also studied in a number of groups, such as ASD, diabetes patients, as well as the

typically developing group (no developmentally diverse group mentioned) and mixed groups. An

example of professional software is computer-generated audio and visual feedback to encourage

vocalizations among children with ASD (Hailpern et al., 2009). Apart from typically developing children,

ASD seems to be the most frequent target group in the studied products. In Figure 7, we can also see

that a lot of other products are used. Moreover, most products were studied in a natural setting:

connected service/IOT (100%), wearable (85.7%), VR/AR (70%), interactive games (60.2%). We only

found webtools in an artificial setting (80%). Mobile phones/applications and professional software were

almost evenly studied in artificial as well as natural settings.
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Figure 7. Type of product by group of children.

Longitudinal vs. cross-sectional studies. 58.1% of the studies evaluated a product or system at only one

moment in time (cross-sectional studies). Of these, 55.9% were conducted in a natural setting. In 41.9%

of cases, a product was evaluated several times (longitudinal studies), 44% of such studies were in a

natural setting. In terms of development over time, we see a sharp rise in longitudinal studies in recent

years, from only two studies reported in 2008 to nine studies reported in 2016 and 20 studies in 2020.

5.4. Method application

We clustered the research and design methods into predefined categories inspired by the reviews by

Börjesson et al. (2015) and Petterson et al. (2018). Börjesson et al. (2015) classified methods and

techniques together, arguing that “while there is a fine distinction between methods and techniques we

will use these words interchangeably, as most of the papers included in this literature review also do” (p.

80). We decided to merge methods and techniques used in the participatory design field, such as

drawing and creating stories with users, under “creative sessions/workshops”, similar to Börjesson et al.

(2015). In contrast to Börjesson et al. (2015), we decided not to distinguish between pre- and
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post-interviews but between the exact interview methods used (semi-structured vs. free/open

interview), as in Pettersson et al. (2018). We also further specified questionnaires into self-developed

questionnaires and standardized questionnaires, as in Pettersson et al. (2018). In contrast to Börjesson et

al. (2015) and Pettersson et al. (2018), we added cooperative inquiry as a stand-alone method due to the

high number of papers mentioning it as a method and the specific methods/techniques underlying it,

such as Sticky noting (Kumar et al., 2018; Woodward et al., 2018). We further decided to classify

prototyping as a stand-alone method because we coded it as design-led to a lesser extent compared to

the creative sessions (see description of the coding scheme in Section 3.4 point 4). The same was true

for brainstorming, which had a stronger research-led focus compared to the creative sessions and was

therefore also given a separate method category.

Our coding revealed that the studies reported in the reviewed papers applied various methods, the most

popular one being user observation (23.9%). We included in this category field observation and video

observation conducted in a laboratory setting. We could identify some observation schemes developed

for specific user scenarios, such as outdoor play (Ma et al., 2018). The second most popular method was

semi-structured interviewing (16%), followed by self-developed questionnaires (11.7%) and creative

sessions and workshops (11.2%), which encompass a variety of sub-methods and techniques (see Table 2

for all percentages and definitions of the methods).
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Table 2. Overview of method types and their definitions along with the underlying exact method,

technique or tool mentioned by the authors. In the percentage column, we report the frequency of each

type of method as a share of all studies. Note: not all reviewed papers mentioned an underlying method,

technique or tool and were therefore left blank.

Type of method

(with an example

reference

from our review)

Definition % Name of exact method,

technique or tool

(with an example reference

from our review)

User Observation

(Hiniker et al., 2017)

“Observation involves watching

and noting what happens, and

usually takes place in the situation

where the technology of interest is

or will be used. The focus may be

on work or leisure

activities, and how the technology

supports, hinders or otherwise

shapes them, or on people’s

interactions with the technology.”

(Blandford et al., 2016)(p. 36)

23.9 Outdoor play observation

scheme (OPOS) (Ma et al.,

2018), Observational

System of Motor Skills

(OSMOS) (Landry et al.,

2013) , System for

Observation of Children’s

Social Interactions (Raffle

et al., 2010)

Semi-structured

interview (Scharf et

al., 2012)

“In semi-structured interviews

many questions (or at least

themes) will be planned ahead of

time, but lines of enquiry will be

pursued within the interview to

follow up on interesting and

unexpected avenues that emerge.”

(Blandford et al., 2016)(p. 40).

16 Question-asking protocol

(Hudson et al., 2018),

this-or-that (Zaman &

Abeele, 2010), Rapid

desirability testing (Fleck et

al., 2018)

Self-developed

questionnaire

(Fletcher-Watson et

al., 2016)

A questionnaire developed by the

researchers whose psychometric

properties have not yet been

tested (unlike for standardized

questionnaires, see (Boynton &

Greenhalgh, 2004)).

11.7
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Creative

sessions/workshops

(McRoberts et al.,

2019)

Methods and techniques used in

participatory design, such as

drawing and creating stories with

users (Börjesson et al., 2015) and

all other creative design

activities/workshops not explicitly

named as part of the cooperative

inquiry method.

11.2 Co-design (Hamidi et al.,

2014), storyboarding

(Schaper et al., 2018),

design critique

(Frauenberger et al., 2013),

track method (J. C. Read et

al., 2014), drawing-telling

(Desjardins & Wakkary,

2011), design exposès

(Frauenberger et al., 2016),

obstructed theatre

(Mazzone et al., 2010),

persona (Jones et al.,

2012), scenario-based

design (Vacca, 2019), cool

wall (Bowen et al., 2013),

blue sky (Bowen et al.,

2013), x-factor (Bowen et

al., 2013), dragons den

(Bowen et al., 2013), group

sorter (Soute et al., 2013),

context mapping (Van

Mechelen et al., 2015),

drama-based method

(Frauenberger et al., 2017)

Activity logging

(Nacher et al., 2018)

Monitoring, recording or tracking

user actions such as the target of a

click, hover event, current mouse

position, etc. and nearly any other

on-screen activity (Atterer et al.,

2006).

9.9
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Standardized

questionnaires

(Metatla et al., 2019)

Usage of a previously validated

and published questionnaire

(Boynton & Greenhalgh, 2004).

5.4 Smileyometer (Leite et al.,

2017), Fun Sorter (Sim &

Horton, 2012), Again-again

Table (Sim & Horton, 2012),

Self-assessment Manikin

(Metatla et al., 2019),

Attrakdiff (Fleck et al.,

2018), Intrinsic Motivation

Inventories (IMI) (Harms et

al., 2013), Kids Game

Experience Questionnaire

(KidsGEQ)

(Martin-Niedecken, 2018),

PA Measure-Revised

(MPAM_R) (Ma et al.,

2018), Playful Experiences

Questionnaire (PLEXQ) (Ma

et al., 2018)

User testing

(Bateman et al.,

2018)

Users are invited to complete

typical tasks with a product or

simply asked to explore it freely

while their behaviors are observed

and recorded in order to identify

design flaws that cause user errors

or difficulties. The term is often

used interchangeably with

usability tests (Bastien, 2010).

4.7 Think aloud (Leduc-Mills &

Eisenberg, 2011)

Diary keeping (Sonne

et al., 2016)

“Diary studies enable participants

to record data in their own time,

at particular times of day or when

a particular trigger occurs. Diary

entries may be more or less

structured.” (Blandford et al.,

2016)(pag. 46)

2.3 Memoline (Sim et al., 2016)
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Focus groups (Gray et

al., 2015)

“The researcher typically takes a

role as facilitator but the main

Interactions are between

participants, whose responses

build on and react to each others’.”

(Blandford et al., 2016)(p. 45).

2.3

Cooperative Inquiry

(Garzotto, 2008)

In the cooperative inquiry method,

adults and children use a broad

range of techniques to work

together throughout the entire

design process to create new

technology (Fails et al., 2012).

2.1 Sticky noting (Kumar et al.,

2018), kid reporter

technique (Schaper et al.,

2018), bags of stuff (Yip et

al., 2019), Big Props (Yip et

al., 2019), line judging (Yip

et al., 2019), big paper

technique (Woodward et

al., 2018), layered

elaboration (Yip et al.,

2016), mixing ideas (Fails et

al., 2019)

Free interview (Liszio

& Masuch, 2017)

“A completely unstructured

interview is more like a

conversation, albeit one with a

particular focus and purpose.”

(Blandford et al., 2016)(p. 40).

2.1

Prototyping

(Alhumaidan et al.,

2018)

Prototypes are the “filters that

traverse a design space” and the

“manifestations of design ideas

that concretize and externalize

conceptual ideas” (Lim et al.,

2008).

2

Brainstorming (Chu

et al., 2015)

Brainstorming is a technique for

fostering group creativity in which

ideas and thoughts are shared

among members spontaneously in

order to reach solutions to

practical problems (Al-Samarraie &

Hurmuzan, 2018).

1
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Physiological

measurements (Antle

et al., 2019)

Users’ physiological signals can be

used to assess their emotional

experience while interacting with

the product. Physiological

measurements are signals which

can be measured for living

organisms (e.g. heart rate or skin

conductance) (Alexandros &

Michalis, 2013).

0.8 Eye-tracking (Maqsood et

al., 2018), emotion tracker

(Cerezo et al., 2019)

Probes (Brule et al.,

2016)

(Cultural) probes gather qualitative

data based on participatory user

self-documentation. Cultural

probes are a collection of tools,

typically consisting of single-use

cameras, user diaries, maps,

postcards, or the like—each item

added with some instructions on

how to use it (Thoring et al., 2013)

0.7

Card sorting

(MoraGuiard & Pares,

2014)

A methodology that can be used

to capture users’ mental models of

how information is organized in a

software interface. For software

and website content, the results

also lead to suggestions for

navigation, menus, and possible

taxonomies (Chaparro & Hinkle,

2008)

0.5 Picture Sorting Task

(Kory-Westlund & Breazeal,

2019)

Other 3.1 Robotic Intervention

Method (Fransen &

Markopoulos, 2010),

concept mapping

(Michaelis & Mutlu, 2019),

thought-listing technique

(Jones et al., 2012)
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Not clear 0.3

5.5. Triangulation patterns

The following analysis of triangulation is based on the definitions of methods outlined in Table 2. We

observed that two-thirds of the papers use at least two methods (see Table 3). When calculating the

triangulation patterns, we took only the main methods into account (those listed in the left column of

Table 2).

Table 3. Number of methods used in each paper (cumulative percentages)

Number of methods

reported

1 2 3 4 5 6 or more

Distribution and

cumulative percentage

N = 272

(100%)

n = 182

(66.9%)

n = 93

(34.1%)

n = 43

(15.8%)

n =17

(6.2%)

n = 7

(2.5%)

Looking into concurrent triangulation, that means, the combination of different methods mentioned in

the left column of Table 2 within the same study, we found the strongest link between user observation

and semi-structured interviews (17.0%), followed by user observation and activity logging (12.6%). Less

frequent were combinations of user observation and self-developed questionnaires (7.1%), or

semi-structured interviews and self-developed questionnaires (5.4%). In 4.3% of cases, we find

combinations of three methods in the same study (typically user observation, semi-structured interviews

and self-developed questionnaires). In terms of sequential triangulation, we observed a mixed-method

approach, that is, a mix of qualitative and quantitative methods, in 37.9% of papers. Qualitative methods

alone accounted for more than half of the selected papers (50.7%), while quantitative methods alone

were applied much less frequently (9.2%).
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Looking at sequential triangulation in different user groups, we see that qualitative methods are more

often applied than quantitative methods for most user groups (see Figure 8). However, a mixed-method

approach is a common choice with children with hearing impairments, Down syndrome and ADHD, for

instance. In the visual impairment and Autism Spectrum Disorder (ASD) groups, we observed a

preference for qualitative methods. In research with ASD children, user observation (13 out of 19) and

creative sessions (6 out of 19) are the most preferred qualitative methods. Participatory design is also a

common approach and is used as an umbrella term for many creative techniques in which children are

actively involved in the design process (Nesset & Large, 2004). Although participation seems challenging

for some user groups (e.g., children with ASD), new methods are continuously being developed to

involve them in the research and design process, for instance the recently developed design critique tool

(Frauenberger et al., 2013). In contrast, we observed that methods involving children with cerebral palsy

more often involve gathering indirect feedback via methods such as activity logging or user tests

(Saturno et al., 2015). In general, we see a preponderance of mixed methods across all groups of

children, with visually impaired children as the only exception.

Figure 8. Data triangulation across developmental groups
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5.6. An integrated understanding of research and design
methods

In Figure 9, we present an overview of all interaction design methods for children based on our selection

of papers. We positioned the methods (grey circles) along two axes reflecting the different types of

feedback children can provide and research vs. design-led methods (based on the coding scheme

described in Section 3.4 point 4). The two dimensions are based on Druin’s model (2002), although we

focused on children’s relationship to adults, which we hereafter refer to as feedback from children (coded

as: indirect, feedback, dialogue, elaborate), ranging from passive to active, and goals for inquiry (coded

as: theory, impact, usability), which we hereafter refer to on a continuum from research to design-led

(see Figure 1).

The small black circles indicate examples of specific methods and/or techniques named by the authors of

the reviewed papers. The size of the circle reflects the relative frequency of the method in all papers

(e.g., user observation, at 23.9%, has a bigger circle compared to semi-structured interviews, at 16%).

User testing ranges from indirect feedback to verbal feedback, as different papers described different

types of feedback provided by children. For methods such as creative sessions, children were mostly

reported to be actively involved in the design process and therefore coded as having engaged in either

dialogue or elaboration within the feedback dimension. For probes-based methods (where participants

typically engage with probe materials independently and in context), we considered the feedback

provided by the children as very active, even though no researcher or adult was present during the time

they were working with the probes. This is because the children actively engage with and elaborate on a

tool or prototype to provide their feedback, for instance, by making video recordings. However, we

clustered the methods in Figure 9 based on the descriptions of the authors of the reviewed papers and

not on our own understanding or interpretation based on other literature. Accordingly, Figure 9 is based

on empirical research rather than a methodological perspective, as was the case for Tsvyatkova and

Storni (2019). The children's roles underlying this model (user, tester, informant, design partner) should

not be understood as absolute, clear cut distinctions, but rather orient the reader regarding on which

side of the continuum a certain method could be placed. Therefore, we present the different children's

roles as circles, similar to the onion model introduced by Druin (2002). In that model, as one moves

along the continuum, roles represent a lower level of involvement. Thus, a tester can perform the roles

of both tester and user, while a design partner can perform all roles (Druin, 2002).
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Figure 9. Illustration of an integrated understanding of interaction design methods for children.

5.7. Adult roles

Adults assumed different roles in the studies, which we coded based on the classification by Börjesson et

al. (2015):

● User: a relative (e.g., sibling or parent) can also be the user of the technology developed.

● Proxy: people (e.g., parent, caregiver, teacher) surrounding the child are speaking for them.

● Expert: a professional (e.g., therapist, psychologist, teacher) aids in the design by speaking for a

group of children. The difference to a proxy is that they do not seek to reflect a specific child’s

experiences.

● Facilitator: adults present during design activities to introduce the children and researchers or

designers to each other, help build rapport, and provide practical assistance during the activity.
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In addition to the roles described by Börjesson et al. (2015), we also coded whether the parents or legal

guardians supported the children by e.g. escorting them to the testing location and waiting in a separate

room. We called this role support. In the papers, mixed roles were most frequent (22.8%) (indicating any

combination of roles, such as a parent acting as support while also help to facilitate the research),

followed by the role of facilitator (12.1%), expert (10.7%), user (9.9%), proxy (3.3%) and support (1.5%).

In 28 papers, we could not identify an adult role. Moreover, we found a relationship between different

adult roles and the children’s developmental group. We can see in Figure 10a that the role of expert is

dominant for children with dyslexia, visual impairment, and Down Syndrome. Other developmental

groups, such as diabetes or Autism Spectrum Disorder, have a wider spectrum of adult roles. In the

mixed and typically developing groups, we see the widest variety of roles applied. In addition, Figure

10b shows that some adult roles are linked to the type of feedback children provide. The role of

facilitator is often taken in methods where children have to provide active feedback. Adults take the role

of expert more often in combination with verbal or passive feedback from children. Adults are least

involved when children are asked to provide written feedback. In general, we observed a strong

tendency towards mixed adult roles across all types of feedback.

Figure 10a. Relation between children’s developmental group and adult roles

Figure 10b. Relation between type of feedback gathered from children and adult roles

Furthermore, we were interested in the correlation between children’s age and the roles adults take in

the different papers. A point-biserial correlation was calculated to determine the relationship between

the children’s median age and adult roles. There was a positive correlation between age and adult role,

which was statistically significant (rpb = .138, n = 272, p = .028). Three outliers are included in the figure,

from left to right, representing papers numbered 190, 27, and 241). We did not exclude those three
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papers with a mean age above 18 years from further analysis, as argued in more detail in our exclusion

criteria in Section 3.2 . In the very active adult role as proxy (e.g. speaking for a child), the median

children’s age is significantly lower compared to the other adult roles (see Figure 11).

Figure 11. Boxplot representing the relation between adults’ roles and children’s age.

5.8. Ethics in research with children

Informed consent was reported in 42.7% of the papers. 19.5% state having received consent from

parents only, 3.3% from children only, and 19.9% from both children and parents. In 56.6% of papers, no

information or unclear information was provided about informed consent. Moreover, we counted the

number of papers that reported ethical approval. Only 21% did report ethical approval, 1.8% clearly

stated that they had not received ethical approval, and for 76.5% of reports, it was not clear whether

ethical approval had been received or not.

6. Discussion

This systematic review of interaction design methods for children is based on a sample of 272 full

empirical papers published in predominant venues in this field. We aimed to provide a comprehensive

overview of methods used in the CCI field by surveying methods addressing the complete age range of

childhood and adolescence (0-18 years), including developmentally diverse children, addressing
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stakeholders’ roles and looking at methods and data triangulation patterns. In this section, we discuss

future research challenges, which could serve as a guide for upcoming research in the CCI field.

6.1. Evolution of CCI methods

We identify an increasing number of CCI papers over the past 15 years, with conference proceedings

from IDC and CHI the predominant publication venues. In terms of research locations, we found a strong

tendency for natural settings, especially in the educational context (e.g., schools, preschools), compared

to laboratory environments. As already noted in 2004 by Jensen and Skov (2005), the preference for

natural settings prevails due to the usefulness and necessity of examining a product solution in a

real-world environment. However, the lack of a controlled setting in the real world has led some

researchers to prefer a controlled laboratory environment (Kjeldskov & Graham, 2003). The preference

for natural settings is not surprising considering the types of products that are most commonly studied

according to our review, namely interactive games and mobile applications. Such products lend

themselves to investigation in the field, which can be essential in order to learn more about their

usefulness and usability in realistic conditions. Similar to product categories for the adult population,

where the most frequently studied products are mobile phone/applications and interactive games,

newer technologies such as connected services/IoT and VR/AR have attracted increased interest over the

past couple of years (Pettersson et al., 2018). However, these new technologies have not yet been used

to support the evaluation of products or systems, which might be a future usage scenario. Furthermore,

approximately half of the studies conducted in a natural setting evaluated a product or system at one

moment in time (cross-sectional studies), compared to 41.9% that evaluated it several times

(longitudinal studies). Petterson et al. (2018) observed a positive trend since 2010 for the adult

population in this regard, so we might expect similar perspectives for the child population.

In terms of method triangulation, we observed a trend towards the use of more methods within the

same study, as more than three-quarters of papers applied at least two methods and 34% at least three

methods. Similar results were found for the adult population, with 72% of all papers using a triangulation

approach (Petterson et al., 2018). The majority of papers in our study used a mixed-methods approach

(qualitative and quantitative), which is not surprising when considering the arguments for applying

triangulation, i.a. addressing the same problem from different angles to derive a fuller understanding of

the problem and ultimately strengthen the results (Börjesson et al., 2015), or to “gain deeper insights”.

Petterson et al. (2018) mentioned yet another reason for triangulation, which is to better understand the
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results of other applied methods, e.g., using post-use interviews to make sense of observations.

However, looking at the specific triangulation patterns outside the mixed-methods approaches, we saw

that traditional and more research-led methods are often applied together, whereas we did not see the

same trend for design-led methods. The focus seems to be on the conventional end with the

research-led methods on one side of the coin and the design-led on the other. This might be due to

resource constraints, or that design processes tend to be presented in a linear fashion, from a selected

design method to a resulting design. There seems to be some uncertainty in the field as to what could be

suitable combinations outside of traditional methods. Of the surveyed methods, user observation,

interviews and questionnaires have the longest history, tracing back to early work in the humanities,

which might explain why they are applied together most often (Pettersson et al., 2018).

As a new and interdisciplinary field, CCI has contributed to the development of participatory design

methods, which are found in the design-led area with active user involvement (Sanders, 2008). The

framework by Sanders (2008) illustrates this melting pot of approaches and methods. However, an open

question concerns which methods qualify for triangulation and why. We therefore suggest that

researchers go beyond data triangulation in general, with its obvious advantages (such as in terms of

reliability) and instead look for new triangulation patterns along the two intersecting dimensions of

design vs. research-led approaches and different levels of user involvement (from passive to active) (see

Figure 9). An example could be to combine cooperative inquiry (design-led, active feedback) with

standardized questionnaires (research-led, passive/written feedback). Combining research-led and

design-led methods could, for instance, help design-led inquiry avoid confirmation bias and premature

commitment, similar to the advantages of a mixed-methods approach (Pettersson et al., 2018).

Furthermore, since design is contextual by nature, any attempt to generalize lessons learnt would

benefit from a complementary research-led inquiry. This would allow us to extend our understanding by

looking at the same problem from different perspectives, providing further inspiration for the

development of technologies and products. However, exploring new method combinations remains a

challenge, as many researchers might favor what has worked from them in the past.

6.2. Perspectives for diverse developmental groups

This review is the first to examine CCI methodology addressing the whole child population from 0 to 18

years, including developmentally diverse children. Similar to other reviews (Tsvyatkova & Storni, 2019;

Yarosh et al., 2011), we see that not all age groups are evenly involved in the research and design
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process. Children between 7 and 13 years old (see Figure 1) are predominantly represented, while

younger and older age groups have received less attention. This age focus seems independent of

developmental group, as Yarosh’s (Yarosh et al., 2011) findings indicate that typically developing children

are generally between 6 and 12 years old, while developmentally diverse children involved in design are

also within this age range (Tsvyatkova & Storni, 2019). We believe that by including children of different

ages and from diverse developmental groups, we can provide a broader and more realistic picture of the

current state of the art within the CCI field and can make explicit methodological advances that cut

across developmental groups.

As such, we investigated sequential triangulation across different user groups, observing that qualitative

methods are more often applied than quantitative methods for most user groups (see Figure 8). Similarly

to other studies (Börjesson et al., 2015), we found that research methods with ASD children are more

varied. In addition, research with ASD children applies methods from the participatory design field, a

common approach and umbrella term for many creative techniques in which children are actively

involved in the design process (Nesset & Large, 2004). Although this seems challenging for children with

ASD, new methods are continuously being developed to involve them in the research and design

process, such as the recently developed design critique tool (Frauenberger et al., 2013). In contrast, we

observed that methods involving children with cerebral palsy more often involve gathering indirect

feedback from methods such as activity logging or user testing (Saturno et al., 2015), which is also in line

with Börjesson et al. (2015), who found user testing to be a dominant method along with prototyping

and post-experience interviews. In general, we also see a mixed-methods trend within all groups of

children, with visual impairment the only exception, which might be due to the low number of studies

found for that group.

The most variation in method application was found in the typically developing group, which again

might be due to the higher number of papers analysed for this group (75.3%). Given the predominance

of typically developing children in recent research, we believe that the field should strive for greater

inclusion when consolidating its methods. Most real-world technologies are not solely designed for one

particular user group, and many school systems group developmentally diverse children together in

inclusive classrooms. So why are we not developing methods that suit the needs of all children? Some

authors state that different groups of children might require different approaches, such as providing a

clear structure in the sessions, and different levels of active participation by caregivers, teachers and

therapists based on different groups of children’s unique needs (Börjesson et al., 2015). Linking different

methods to particular skill sets children should possess, such as writing or expressing themselves
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verbally, could help with the selection of a suitable method. Another fruitful approach might be to

investigate the environment in which children reside instead of focusing solely on their disability

(Börjesson et al., 2015). We believe the first step in this direction can be taken by formulating

appropriate alternatives to current methodologies by defining the rationale underlying each option and

the specific user and usage description of context characteristics. We hope that the selection of

appropriate methods will profit from this approach and create awareness of the benefits of employing

heterogeneous methods. We do not suggest a one-size-fits-all approach, but wish to stimulate discussion

about whether and how our methods are applicable for diverse populations of children, with the

overarching goal of informing researchers of how a particular method can be used in different contexts,

with different groups of children and stakeholders. Consequently, we could think about how the

methods proposed for a specific research group could apply to different populations, whether

developments and evidence have been replicated for different groups, and if the methods that are most

commonly adapted to serve specific groups share certain characteristics.

6.3. Children’s and adults’ roles

It seems that work with some developmentally diverse groups does not follow the generally observed

preference for active user involvement and instead relies on more classical approaches with a lower level

of user involvement (e.g., indirect and written feedback) (Börjesson et al., 2015). Scholars researching

the different roles taken by typically developing children in more detail have found that children are

actively engaged in the ideation phase of design, whereas during evaluation, they are mainly considered

as final users (Landoni et al., 2016). For developmentally diverse children, previous reviews have

indicated that such children have been involved in a range of activities in several phases of the design

process (Börjesson et al., 2015), which might indicate an active involvement overall. However, several

papers also mentioned the difficulty of involving developmentally diverse children as design partners

(Keay-Bright, 2007; Menzies, 2011). We found a relation between adults' roles and the types of feedback

children provided. The facilitator role, representing the lowest degree of intervention by an adult, seems

the most dominant across all types of feedback, but had the strongest relation with active feedback by

the children. In contrast, more intervention by adults, for instance as an expert, is associated with the

more passive involvement of children. As stated earlier, the methods that aim to place less of a burden

upon children by studying them passively tend to have a greater research focus. In this context, it is also

interesting to observe that the children’s age has an influence on the roles adults take in the design
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process. However, the question remains open at this stage as to whether adults adopt certain roles

based on the methods selected, or whether certain methods are selected because they are associated

with certain adult roles. Overall, we see a strong potential benefit from studies that move away from the

expert mindset in the direction of a participatory mindset, as we have seen an increasing trend of

methodological developments in that area. It may be erroneously assumed that moving away from an

expert mindset reduces the research focus. At this stage, we cannot answer the question of why this

trend appears and why we are not seeing a research-led focus combined with a participatory mindset, as

defined in the design research map by Sanders (2008). However, we would like to encourage future

researchers to rethink the roles of adults throughout the design process and more actively make use of

the wide spectrum of roles available. We also hope that researchers work to create a better balance of

power relations by experimenting with new methods in the area of research-led and participatory

mindset that would give children a stronger voice.

6.4. Reporting on the code of ethics

The salience of ethical issues when working with vulnerable groups such as children is not a new

challenge. Consequently, we are rather concerned about this review’s finding that more than half of

papers did not report on informed consent and 76.5% did not report if they had received ethical

approval to conduct the study. This finding is similar to a recently conducted systematic review of the

top four conferences in the field of Human-Computer Interaction in the years 2018 and 2019, including

the Conference on Human Factors in Computing Systems (CHI) (Van Mechelen et al., 2020). For CHI,

24.6% of papers mentioned an IRB or ethics committee review , similar to the 21% we found for our

reviewed papers (Pater et al., 2021). Applying and reporting ethical procedures should not be a

pragmatic choice, nor should we blindly assume that researchers must have fulfilled their duty. We as

researchers have a responsibility to answer certain fundamental questions concerning the risks and

burden to participating children. Some of the main conference venues for publishing interaction design

work with children, such as the ACM Interaction Design and Children Conference, have formulated a

strict requirement to include a special note on ethics and children in all research papers from 2018

onwards, following the adoption of theEuropean Union's General Data Protection Regulation (GDPR)

(Calder et al., 2017). In this note, paper authors should state how the participating children were

selected, what consent processes were followed (e.g., did they consent and if so, what they were told),

how they were treated, how data sharing was communicated, and any additional ethical considerations.
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The GDPR has also contributed to shaping the ACM Code of Ethics, as Principle 1.6 “Respect privacy”

now includes a call for a more general requirement for informed consent procedures (Gotterbarn et al.,

2017). According to the ACM, informed consent procedures should go beyond ensuring that users

understand what data is being collected and used; they should actually give them the ability to consent

or withhold consent from data collection. Informed consent should ideally be a proactive agreement

with the user about the type, content, and usage of data collected about them (Gotterbarn et al., 2017).

Van Mechelen et al. (Van Mechelen et al., 2014) developed CHECk, a value checklist created for use prior

to and at the start of design activities to help CCI researchers critically consider their values when

involving children in design projects and examine how best to explain participatory design activities to

children to aid informed consent. These developments are promising; however, we strongly encourage

CCI researchers to pay sufficient attention to ethical issues when working with children. The successful

application of a code of ethics should reflect the values of our community in a way that can help

researchers make appropriate ethical decisions.

7. Limitations

This review had several limitations. First, when searching for relevant publications according to the

defined search query, we narrowed our scope down to two main databases (ACM and Scopus). Our

analysis might thus have missed relevant papers, such as papers conducted within disciplinary

backgrounds not typically referenced in ACM and Scopus. We also required the presence of “child” or

related keywords (as presented in Table 1) in the title, which might exclude some papers from specialized

venues such as IDC, which do not require children to be mentioned in the title. We also only cover

published literature in the English language, as the language of international research.

Community-specific approaches published in other languages might also have been overlooked. Second,

due to the ambiguity of what is considered by the authors themselves as a tool, a method and a

technique, we did not distinguish between those terms in our analysis. Third, even though the first two

authors worked together to double-code a number of papers, from which we calculated the interrater

reliability, and the third and fourth authors did an independant cross-check on a sample of papers, most

papers were single-coded by the first author. This might have introduced some bias. However, discussing

uncertainties and cross-checking the coding scheme with independent researchers in the field helped to

further reduce bias in the interpretation of some codes. Finally, the interpretation of results related to

diverse developmental groups should be taken with caution, as some of those groups were represented
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in a limited number of papers. For instance, only one study involving children with ADHD was included in

the review.

8. Conclusion

In this paper, we conducted a structured literature review to examine the state of the art in interaction

design methods for children. Our final corpus consisted of 272 empirical papers. Based on our analysis,

we built a systematic understanding of recent empirical methodologies in the CCI field. Our results

indicate a preference for conducting field studies, mainly focusing on product categories such as

interactive games and professional software. Furthermore, we observed an increase of studies focusing

on newer technologies such as VR/AR in recent years and identified a preference for evaluating products

repeatedly over time, with more than half of researchers applying a combination of two or more

methods to design or evaluate their product. However, as we found that combining various research-led

methods, such as user observation and semi-structured interviews, was most common, we would like to

challenge future research to look for new combinations of methods across the wide continuum of

research- and design-led approaches by, for instance, mixing different roles of stakeholder involvement.

The challenges reported in former reviews published in the field also emphasizes the need for more

methods and activities suitable for children of younger ages and diverse abilities, which is also in line

with our findings. A strong effort to develop more methods in the participatory design area, such as

creative sessions with children, is also clearly visible, especially when looking at the development of new

tools and techniques. It seems desirable for this trend to continue into the future and be extended to all

developmental groups. Along with this, we would like to draw attention to the need to establish best

research practices by reporting ethical procedures when involving children in the research and design

process. With this in mind, we look forward to future trends and challenges in the application of CCI

methods towards a truly child-centred approach.
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Chapter 3:

Make Me Smile: Exploring Cognitive Thought
Processes in Pictorial Scale Designs for Children
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1.Abstract

While self-reported accounts of experience from children are essential in designing and evaluating the

technologies they interact with, scale design, particularly with young children, in the field of

Child-Computer Interaction (CCI) remains underresearched. As we demonstrate in a digital large-scale

questionnaire study (N = 3263) containing three pictorial response scales (i.e., Nodding heads,

Smileyometer, Thumbs-up) involving children aged 6 to 8, the quality of children's survey responses can

be compromised by including extreme responding and nonresponse. Therefore, we started to investigate

the cognitive thought processes underlying children's responses with a cognitive interview study (N =

25). We show (a) how the children comprehend the scales and retrieve the information from memory,

(b) how children judge and communicate their final answers, (c) how the scales are rated in terms of

their preference, ease of use, and fun by the children, and (d) how the scales can be improved to

safeguard potential biases in children’s responses. The two primary disruptive outcomes of the survey

responses, nonresponse and extreme response, might be attributed to the following underlying factors:

satisficing, ambiguity in item and response formulation, labeling, and number of response options. Our

results point forward critical aspects of scale design for children and discuss how reducing complexity

and increasing fun in scale designs could be two essential ways to cope with biases in children’s

responses. Following our conclusion and design recommendations, future research on pictorial scale

design for children has to carefully investigate the underlying variables to draw scientifically rigorous

conclusions and generalize our findings.

Keywords: Child-Computer Interaction, Survey, Pictorial scale, Smileyometer, Thumbs-up
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2.Introduction

Several interdisciplinary fields like Child-Computer Interaction (CCI) began to grow steadily (Hourcade,

2015) and along with it, the need to develop methods to design and evaluate how children interact with

technologies along all stages of the design process (Lehnert et al., 2022). The use of surveys as an

evaluation method is popular in the field of Human-Computer Interaction (HCI), and they have been

widely used to collect opinions and data from individuals (Read, 2008); they are easy to administer and

require a low effort from experimenters, and they are especially useful in domains where deeper forms

of engagement are not possible (Lallemand & Gronier, 2018). However, surveying does pose distinctive

methodological problems that could impinge on the quality of data (Scott, 2000). For example, survey

questions can be misinterpreted by respondents, especially children, whose cognitive abilities (i.e.,

literacy and language use) are still maturing, which makes them more receptive to biases (Borgers et al.,

2000). It is thus important to investigate how children comprehend and respond to survey questions to

increase the validity and reliability of our instruments.

Research concerning the question-answer process in surveys with children is very rare (Borgers et al.,

2000). Previous research has mainly focused on improving question formulation to increase validity,

based on generic rules for questionnaire construction for adults (i.e., simple words, avoid ambiguity, one

question at a time) (Alwin & Krosnick, 1991; Borgers & Hox, 2001; Borgers et al., 2000). Hence,

methodological expertise on how to conduct well-designed response scales taking children’s cognitive

capacity, motivation, or contextual factors into account remains scarce. Extreme answers (Read et al.,

2002.; Zaman et al., 2012), nonresponse, random answers, low repeatability, and inconsistency are often

reported (Borgers, 2003; Borgers et al., 2004; Borgers & Hox, 2001), especially with young school-aged

children (Read & MacFarlane, 2006; Zaman et al., 2012).

To address this methodological gap, the current paper investigates the cognitive thought processes

underlying children's survey responses to uncover potential sources of errors in design scales for

children. We obtained the data for this analysis from an initial investigation involving a large-scale digital

questionnaire. This questionnaire implied the presence of certain inherent biases in children's responses

(i.e., on the extremely positive end of the scale). Consequently, we conducted a study employing a

cognitive interview technique to investigate the connection between cognitive processes, children's

motivation, and the scale's complexity level. From the results, we derive recommendations for future

scale design with children to inspire and guide researchers in designing more valid and reliable scales.
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The following section provides more background and underlying theories informing our methodological

choice. Also, we summarize earlier research studies for the three scale formats and conclude with our

research objectives. In section 3, we describe the digital questionnaire study and the cognitive interview

study. In section 4, we provide a detailed analysis of the findings. Section 5 discusses the results before

concluding on the primary outcomes in section 6. The last section details the selection and participation

of children in our study.

3.Related work
3.1. Cognitive processes underlying children’s responses

A common problem in questionnaires with children relates to having confidence that the children

understood the question so that the correct answer can be elicited (Markopoulos et al., 2008). The study

of Cognitive Aspects of Survey Methodology (CASM) focuses on respondents' thought processes to

assess the validity and potential sources of error in survey responses (Jobe, 1991; Schwarz, 2007; Willis,

2005). This methodology is based on Tourangeau’s four-stage model of response process (Kano et al.,

2010) which is widely used in the HCI field, to explain how respondents in a survey process respond to

questions. According to this model, a well-designed survey question will prompt a respondent through

four stages, underlying specific cognitive processes:

● Comprehension – understanding the question and the information required;

● Retrieval (for factual questions) – remembering or calling to mind the appropriate information;

● Judgment (for factual questions) – the processing of recalled information to form judgements;

● Selection – choosing and communicating an answer. Two sets of processes have been proposed:

translating a judgment into the scales provided, and revising the response based on factors such

as consistency;

Survey response effects can arise at any stage of the response process and a respondent can decide to

skip certain stages of the model (Kano et al., 2010). Previous research (de Leeuw, 2011) identified

several age-specific biases as having an influence on the survey responses across the different response

stages. For children in the middle childhood challenges have been reported in the comprehension stage

with ambiguity or indirect questions as they are not skilled in thinking abstractly and reflecting on

intangible concepts (Piaget, 1955); they interpret words literally. In the retrieval stage, questions’
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complexity can cause difficulties with children's memory skills. Within the judgment stage, certain types

of judgments are hard to make for children, as they are developing their capacity to reason; unbalanced

response options should be avoided. In the selection stage, children between 7 to 10 years are able to

give informative responses only if provided with clear and concrete response options; for example, no

ambiguity of response scales (e.g., vague quantifiers/unclear quantifiers as sometimes or often) and

response options should offer neutral midpoints and contain completely labeled response options

(except for pictorial response scales where labels are not necessary). Research has shown (Borgers et al.,

2004) that the optimal number of response options in early middle childhood (7 to 10) equals 2 to 3

options, in later middle childhood and early adolescence 4 to 5 options (de Leeuw, 2011).

Disregarding respondent and question-response characteristics can lead to biased outcomes and

non-response in surveys. Researchers (Borgers & Hox, 2001; Hall et al., 2016) compare item nonresponse

or extreme responding to a way of satisficing, that is, when the respondent gives responses that appear

acceptable without going through all the steps in Tourangeau’s model. The opposite strategy, optimizing,

occurs when the respondent carefully goes through all the cognitive steps necessary to answer a

question. The latter generates more reliable responses than satisficing (Borgers & Hox, 2001) .

Previous research has shown that child respondents have a tendency to select a positive response option

more frequently and that they are more inclined to select the higher end of a scale, than the lower end

(Read, 2008; Read & MacFarlane, 2006). Research investigating potential reasons for this tendency has

focused mainly on the children’s age as a decisive factor (Read et al., 2002; Read, 2008; Read &

MacFarlane, 2006). However, satisficing can be mitigated by different factors; the task’s difficulty, the

respondent's cognitive ability, and the motivation to perform the task (Borgers & Hox, 2001; Krosnick et

al., 1996a).

One way of supporting the cognitive thought process of children’s responses in surveys can be

accomplished by limiting the verbal load of a question-response option. Therefore, survey design for

children has recently focused on applying pictorial scale design to overcome reliability issues caused by

maturing cognitive abilities.

3.2. Pictorial scale design in children’s research
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Pictorial scales are anticipated to enhance motivation, direct attention, and provoke interest (Haddad et

al., 2012; Valla et al., 1994) due to their reduced cognitive load, enhanced comprehensibility, and

heightened enjoyment (Ghiassi et al. 2011; Sauer et al. 2021). A pictorial scale utilizes visual components

to communicate the significance of its pieces, eliminating the need to express emotions through

language (Kunin, 1955) (p. 66); the images should speak for themselves (Borgers et al., 2000). Pictorial

scales have proven especially useful for respondents with insufficient language and reading skills (Sauer

et al., 2021), for example, in multilingual contexts or among younger age groups. A problem reported

with pictorial scales is that they are aesthetically more appealing, which might lead children to choose

the most pleasing response instead of the one that best reflects their opinion (Haddad et al., 2012;

Reynolds & Johnson, 2011). Another drawback is that the graphical representation may not be intuitively

understandable due to oversimplifications of the design (Sonderegger et al., 2016) or due to the rely on

outdated design principles (Betella & Verschure, 2016). Hence, this ambiguity can lead to severe

measurement error (Sauer et al., 2021). To overcome this limitation, verbal instructions or hints can be

offered in addition to the images; however, they are often discussed to be counterproductive (Borgers,

2003; de Leeuw, 2011).

Two prominent and widely used pictorial scales in CCI are the Smileyometer (SOS) (Fig. 2) and the

Thumbs-up scale (TUS) (Fig. 3). In the following section, we briefly review these two pictorial scales and

include a third scale, the Nodding Heads (NHS) which is implemented in a survey from the governmental

monitoring program in Luxembourg. We discuss empirical evidence for their psychometric quality from

prior research.

Smileyometer scale

The Smileyometer scale (SOS) has been developed within the Fun Toolkit by Read (Read & MacFarlane,

2006), an instrument for gathering experiences of children about technology (Hanna et al., 1999). It can

be used before or after children experience the technology, to measure their expectations or their

experienced feelings. The SOS has been widely implemented in evaluating children’s experiences in

contexts, such as museum technology (van Dijk et al., 2012) or games (Zaman et al., 2012). The SOS is a

5-points hybrid Likert scale; it uses smiley faces combined with a text-based response set (see Figure 1).

The scale ranges from “awful” to “brilliant”, with an increase towards positive evaluation from left to

right. Based on a co-design study with children aged 8 to 9, the neutral condition was removed (the

straight-line mouth in the neutral condition, changed to a weak smile - Point-3 ) (Read, 2008). The SOS is
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presented to the children in a horizontal row with supporting words under the faces; children are asked

to tick one face.

Figure 1. The Smileyometer scale (Read, 2008).

Studies validating the Smileyometer scale have often questioned the suitability of the scale for a younger

age group (Read et al., 2002; Read, 2008; Read & MacFarlane, 2006; Zaman et al., 2012). Across several

studies, authors found that younger children (8-10 vs. 9-10 (Read, 2008) and 7-9 vs. 12-13 (Read &

MacFarlane, 2006)) scored higher on the Smileyometer scale than older ones. Thus, the age of children

has been identified as a significant factor influencing children’s responses. Other factors for the SOS than

the respondent characteristics have been less documented so far (Borgers et al., 2000).

Thumbs-up scale

The Thumbs-up scale (TUS) (figure 2) is a 5-point hybrid Likert scale that intends to measure the

perceived skill level of the respondent in a particular task (e.g., keyboard typing skill) (Kano et al., 2010).

The TUS combines images of thumbs with a common text-based response set. The scale ranges from

“poor” to “very good”, with an increase in positive evaluations from left to right and a red/green color

scheme.

Figure 2. An example of the Thumbs-up scale (TUS), retrieved from (Kano et al., 2010).

The TUS can be applied to any question regarding skill perception, and it has been validated in one study

with children 7 to 8 years and 9 to 10 years old (Kano et al., 2010). Findings support the high construct

validity of the scale (based on high correlation scores with a word cloud scale TUS r= .89), indicating that

TUS can be used with children as young as 7. However, the authors reported very high scores on the

positive end of the scale compared to the cloud scale, indicating that the answers had low sensitivity

(Kano et al., 2010). The TUS has been implemented in a few recent studies, such as for the evaluation of

music technology (Danso et al., 2021) or within a co-design method for large workshops (Read et al.,
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2022). For the TUS, to the best of our knowledge, no age-related differences have been reported yet,

and other factors influencing the scale responses have also been less investigated to date.

Nodding Head Scale

The Nodding Head Scale (NHS) is a pictorial Likert scale featuring nodding and pictorial shaking heads,

with stripes indicating a faster movement at the outer scale options. It has been designed with the

intention to avoid polarity issues with items that inquire negative emotions (e.g., math anxiety). The NHS

is used without additional labels and it has been implemented in Luxembourgish School Monitoring

Programme (LUCET, 2023). It has been used in different point variants; a 2-point variant of the scale is

used for the first grade (6 to 7 years) and a 4-point variant is used for grade 3 (8 to 9 years) and grade 5

(10 to 11 years). In the original scale, it was decided to use no neutral midpoint. The scale exists in black

and white (see figure 3) and in color (see figure 5). In the younger grade, all teachers moderate through

the entire questionnaire and the pupils receive a written example before starting the questionnaire.

Figure 3. Sample item from a questionnaire intended to measure perceived mathematical skill for

children aged 6 to 7, asking the children to rate the statement ‘I am good at mathematics’ on a 2-point

scale.

There is no validation study for the NHS to date, and no effects of age are known, also with regards to

the different scale answerpoints.
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3.3. Scale evaluation

Throughout the reviewed papers (Kano et al., 2010; Read et al., 2002; Read, 2008; Read & MacFarlane,

2006; Zaman et al., 2012), the authors of the SOS and TUS focus on investigating the psychometric

properties of the scales. However, as we learn from a recent review on pictorial scales in research and

practice, there are more steps and methods which should be undertaken before evaluating the scale’s

validity and reliability (Sauer et al., 2021). Based on their review, the authors (Sauer et al., 2021) propose

a three-phase approach to develop a pictorial scale: (1) item generation with methods such as

brainstorming and rapid prototyping, (2) interpretation check with methods such as interviews and

think-alouds, and (3) scale validation where a quantitative evaluation of the psychometric properties

takes place. To our knowledge, neither one of the scales has included inspection methods to gain insights

into user’s mental models. For the development of the SOS, children were involved in a co-design study,

which resulted in a slight difference in the design of the faces (Read, 2008). We would classify this kind of

research in the item generation. To our knowledge, there are no user studies for any of the three

selected scales that would address the mental models of the children and thus phase two of the

approach. Therefore, we identified the need for a qualitative evaluation to understand why a particular

scale might not be suitable for a particular group of children.

3.4. Research Objectives

As the selected scales (i.e., NHS, SOS, TUS) had already been published, and some had been used in

several case studies (e.g., (Kano et al., 2010; Read, 2008), we trusted their validity and started with the

implementation of our initial digital questionnaire. Additionally, our partners' interests and the yearly

administration of e-assessments guided our choice to prioritize and begin with introducing the

questionnaire in the field before launching the cognitive interview study.

However, due to the inherent biases (i.e., extremely positive responses) that we discovered during the

analysis of the results of the digital questionnaire, we were forced to conduct a cognitive interview study

to explain our quantitative results. We followed an explanatory sequential design (Creswell & Creswell,

2018), in which the researcher first does quantitative research, then looks at the results and uses

qualitative research to go into more detail about what the results mean. This design may be
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counterintuitive because cognitive interviews or walkthroughs are usually done first so the researcher

can address the changes before the quantitative study is conducted (i.e., exploratory sequential design

(Creswell & Creswell, 2018)). However, due to the reasons mentioned earlier (i.e., previous

implementation and partners’ interest), we followed an explanatory sequential study design (Creswell &

Creswell, 2018).

Consequently, with a cognitive interview study, we assessed the three scales more thoroughly to

understand the thought process in survey responses with children. We focused on children between 6

and 8 years old as this was the age group where our questionnaire had been implemented.

We formulated the following research question: How effective are the Smileyometer, Thumbs-up, and

Nodding Head scales in supporting the thought process in survey responses with children between 6 and

8 years? This general research question is broken down into four specific questions:

o RQ1: How do children comprehend the questions and retrieve the according information

from memory to answer the question?

o RQ2: How do children judge and communicate their answers on these scales?

o RQ3: How are the scales rated in terms of their preference, ease of use, and fun by the

children?

o RQ4: What are children’s ideas for the (re)design of the scale?

The cognitive interview study investigates the four-stage model of thought process in-depth and helps to

discover sources of confusion and misunderstanding to improve instrument design. We provide

qualitative data to investigate RQ1 and RQ2. The first two stages of thought process (RQ1) and the third

and fourth stage (RQ2) are taken together because these processes are often experienced as fluent. To

complement the item response process, we have to include the survey question in our investigation,

although the current paper focuses on the evaluation of scales.

Moreover, we investigated the scales’ preferences, ease of use, and experienced fun (RQ3) in the

cognitive interviews. We investigated these components as they are identified as influence factors on the

satisficing strategies (Krosnick, 1991; Krosnick et al., 1996).

Finally, we provide design ideas of the scales by letting children brainstorming in the cognitive interviews

(RQ4). This part of our investigation is based on phase one the three-phase approach to scale validation

(Sauer et al., 2021).
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4.Method
4.1. Study 1: Digital Questionnaire

Participants

Before the initial digital questionnaire study, we ran a pilot study during a large-scale tablet-based

assessment (TBA) in two French schools. We implemented a paper-based version of our questionnaire

with 73 pupils (i.e., N = 43 boys and N = 36 girls between 6 and 8 years). For the pilot study of the

questionnaire, we received written consent from the parents for the participation of their child. The

children received a certificate of participation to express our gratitude.

For the digital questionnaire, we collected data from 3261 pupils from 78 public French schools' CP (1st

grade in US) (44.46 %) and CE1 (2nd grade in US) (55.54 %) grades, which correspond to age ranges 6-7

and 7-8 years respectively. For the CE1, we received data from N = 2,188, from which we removed 187

cases due to non-assent and 190 cases due to missing assent data. For CP, we received N = 2,187 and

removed two cases due to duplicates, 329 cases due to non-assent, and 406 cases due to missing assent

data. The final valid sample is N = 1,811 for CE1 and N = 1,450 for CP. For the digital questionnaire, the

legal representative of the child gave consent to the Tablet-based assessments (TBA) conducted by the

French Ministry of education, and our questionnaire was implemented as part of that study. We added

an additional assent form into the TBA for the children: after a short introduction of the study purpose,

the pupils had to state if they wanted to participate in the study by answering yes or no on a Nodding

heads scale. As pointed out in detail above, we removed a total of 1112 participants from our data

collection due to non-assent or missing assent. In addition, the study has been approved by the ethics

board of the University of Luxembourg.

Material

The questionnaire was administered in the context of a TBA in France (“évaluation numérique socle”).

The questionnaire content was chosen to address children’s literacy with electronic devices (NHS)

(LUCET, 2023), the perceived skill level of the respondent with a tablet (TUS) (Kano et al., 2010), and the

experienced feeling (SOS) (Read et al., 2002; Zaman et al., 2012).

The outcomes from the pilot observation served the final design of the digital questionnaire, as outlined

in table 1 and illustrated in figure 5. We made the following changes to the final questionnaire design

based on the observation during the pilot study:
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● The complete question and response options with all labels were added for each question (i.e.,

we replaced the sentence completion by full sentences)

● We splitted the question regarding the children’s literacy with electronic devices (i.e., computer,

tablet, smartphone) into separate questions;

● We asked for the children’s ownership and their frequency of use for all the devices in a separate

question;

● Instead of using yes and no (without pictorial response option) we introduced the NHS with

accordingly two (e.g., question 2) and three response options (e.g., question 3);

● We standardized the voice input (i.e., a female voice-over was used to explain the questionnaire

and study very short and then read aloud all question and answer options);

● The children could replay the voice-over of all questions and response options as often as they

wished;

For the digital questionnaire implementation (Study 1), we conducted a pre- and post-measurement of

the TUS and SOS similarly to the authors implementation (Kano et al., 2010; Read et al., 2002).

Therefore, we decided on the following order of questions (see table 1) to connect the pre- and post-

measurements of question 9 and 11 and question 10 and 12.

The complete questionnaire was read aloud by a female voice-over (see Figure 5 for an example of the

questionnaire).

Figure 5. The Nodding Head scale implemented into the digital questionnaire design.
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Table 1. The questionnaire description, with all answer and response options. In the Study 1, the

questionnaire is divided into pre-questionnaire (before the TBA assessment) and post-questionnaire

(after the TBA assessment). In Study 2, we skipped the post-questionnaire because the children were not

exposed to an e-assessment.

# Question Scale Response
options

Pre-questionnaire (Study 1 & 2)

1 Do you want to answer our questions?  Nodding
Heads

Yes / No

2 Do you have a computer at home? Nodding
Heads

Yes / No

3 Do you use that computer at home? Nodding
Heads

Yes, very often /
Yes, sometimes /
No, never

4 Do you have a tablet at home? Nodding
Heads

Yes / No

5 Do you use that tablet at home? Nodding
Heads

Yes, very often /
Yes, sometimes /
No, never

6 Do you have a smartphone at home? Nodding
Heads

Yes / No

7 Do you use that smartphone at home? Nodding
Heads

Yes, very often /
Yes, sometimes /
No, never

8 Do you use a tablet or computer for doing your
homework?

Nodding
Heads

Yes / No

9 How good are you at using a tablet? Thumbs-up Very difficult /
somewhat
difficult /
somewhat easy /
easy / very easy

10 How are you feeling right now? Smileyome
ter

Very bad / not
very good / good
/ really good /
very very good
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Post-questionnaire (Study 1)

11 How good are you at using a tablet? Thumbs-up Very difficult /
somewhat
difficult /
somewhat easy /
easy / very easy

12 How are you feeling right now? Smileyome
ter

Very bad / not
very good / good
/ really good /
very very good

Procedure

We collected large-scale data with a digital version of the questionnaire that was integrated into a TBA

application, randomly containing either a French or a Mathematics module. In figure 4, we illustrate the

procedure of the field study.

Figure 4. Procedure of the digital questionnaire during the Technology-Based Assessment (TBA).

Data analysis

For the large-scale study, we received anonymized .csv files from the French Evaluation, Forecasting and

Performance Department (DEPP) with the outcomes from our questionnaire. After cleaning the data

files, we transferred the data output to IBM SPSS Statistics V25 for further analysis.

We followed a quantitative evaluation method similar to (Hall et al., 2016). We looked into the following

measurements:

● Completion rates: this assesses the percentage of children who completed the rating scales. Low

completion rates can indicate a lack of motivation or misunderstanding of the question-answer

process;
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● Individual Variance: this identifies the variance within an individual’s responses. High Variance

(e.g., using the whole scale across different moments of measurement) can indicate that the

scale provides children with a method that supports them in making judgments;

● Sample Variance: this assesses the variance between participants, determining if, within the

whole sample, the entire scale within one question (e.g., for the Smileyometer, all 5

Likert-points) has been used. Higher variance (i.e., usage of the entire scale) across different

participants would indicate that the scale supported them in making judgments;

4.1. Study 2: Cognitive Interviews

Participants

25 children (11 boys and 14 girls) with a mean age of 6.83 years old participated in the cognitive

interviews. Most children were between 6 and 8 years old, with two exceptions (one child was almost

six, and one just became nine years old). For the cognitive interviews, we received written consent from

the parents by mail. The children received fair compensation and a certificate of participation to express

our gratitude. In addition, the study has been approved by the ethics board of the University of

Luxembourg.

Procedure

We conducted the cognitive interviews online via a video conferencing tool (i.e., Microsoft Teams),

together with the children’s legal representative. We used a combination of think-aloud and verbal

probing techniques, similar to (Knafl et al., 2007). Children were not exposed to any assessment situation

for this study as we needed all additional time and cognitive resources (e.g., for asking in-depth

questions).

The procedure of the cognitive interviews foresees two consecutive phases. The first phase addresses

comprehension of the questionnaire and retrieval of related information from memory (RQ1 and RQ2),

while the second phase of the interview aims to compare the scales and collect children’s suggestions for

scale improvement (RQ3 and RQ4) (see fig. 6).

After an introduction, the moderator walked through all questions as described in table 1. After each

question, the moderator conducted a verbal probing technique by asking the child the following

questions, repeated for all items contained in the scale (phase 1):
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● Why did you choose this answer?

● How easy or difficult was it to understand that question?

● How easy or difficult was it to answer that question?

● What do you think about the pictures (nodding heads, smiley, and thumbs-up scale)?

Figure 6. The procedure of the cognitive interview study.

Once all the TBA questions were answered, the researcher asked the following questions to the child

(phase 2):

● Why do you think this scale is most fun/least fun?

● Why do you think this is easiest to use/most complicated?

● Which scale do you think other children would prefer most?

● What scale did you prefer? (we showed a picture with all scales and let them sort the scales)

● Why do you prefer this scale?

● How can we make the scale better? (we showed a text beneath each scale and asked the children

to come up with a different visual representation)

As three children showed signs of tiredness, we skipped the last questions for them (i.e., “how can we

make the scale better”). We finalized each interview by thanking the child and adult and sending out the

voucher and certificate immediately after. 

Material

For the cognitive interview study, we implemented only the pre-questionnaire (see table 1). The

post-questionnaire was skipped because we did not confront the children with a TBA.
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Data analysis

During the interviews, another researcher took notes. After the study, the moderator and the researcher

completed the transcript based on the video recordings. Both then coded all transcripts from every

participant in Microsoft Excel individually. As we started with an open coding approach (deductive

coding), we met again to discuss and agree on the formulation of the codebook, resulting in a consensual

codebook (see appendix).  Then both authors coded the transcripts of all participants again individually.

For this last round of coding, the interrater agreement was calculated in IBM SPSS Statistics V25 using

correlation analysis, Kappa = 0.869 with p < 0.000.

5.Results
5.1. Study 1

In study 1, we followed a quantitative evaluation method. We used three measures, similar to Hall et al.

(2016), that is, completion rates, individual and sample variance.

Completion Rates

We see that the NHS has the highest percentage of nonresponse for most cases, except for the CE1 grade

TUS (see table 2). For the SOS, we observed no huge difference in nonresponse across both grades and a

higher completion as for the NHS and TUS CE1. We observed a significant difference in completion

between the grades for the TUS, with a high percentage of nonresponse for the CE1 grade (14.03 %) and

a very low percentage for the CP (0.16 %).

Table 2. Summary of all completion rates and nonresponses for the three scales (Thumbs-up,

Smileyometer, and Nodding Heads) across the two grades (CP and CE1).

Grade Completion TUS % SOS % NHS % Total %

CP (6 to 7 years) No 0.16 1.82 13.95 9.24

Yes 99.84 98.18 86.05 90.76

CE1 (7 to 8
years)

No 14.03 1.24 11.71 10.23

Yes 85.97 98.76 88.29 89.77
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Furthermore, we see in table 3 that for the CP grade on the NHS scale the nonresponse percentage is

higher on the 3-point Likert scale compared to the 2-point Likert scale. For the CE1 grade on the NHS, we

almost did not observe a difference between the two Likert options.

Table 3.

Non-completion rates across the two different response options of the NHS (2-point vs. 3-point Likert

scale) for the two grades, CP and CE1.

Grade N response options NHS non-completion %

CP (6 to 7 years) 2 0.11

3 32.41

CE1 (7 to 8 years) 2 12.29

3 10.91

Individual variance

We investigated how the pupils changed their responses on the SOS (Q10 and Q12) and the TUS (Q09

and Q11). We used the following formula to calculate the individual difference in SPSS for the SOS:

diffSmiley= post-smileyometer - pre-smileyometer and respectively, diffSmiley= post-smileyometer -

pre-smileyometer for the TUS.
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Figure 7. Bar chart illustrating the difference in responses on the pre- and post-SOS (left, figure 7a) and

pre- and post-TUS (right, figure 7b) for the CE1 dataset. 

In both figure 7a and 7b of the CE1 dataset, we see that most pupils did not change their responses on

the scales; for SOS (M = .05, SD = 1.30829, N = 1,680), and for TUS (M = .2446, SD = 1.36592, N = 1,762).

We observed similar findings in the CP dataset for the SOS (M = .2432, SD = 1.47841, N = 1,320) and TUS

(M = .4661, SD = 144732, N = 1,401). Only CE1 data are shown as the CP visualization is very similar.

We further calculated Spearman's rank-order correlation to determine the relationship between the

pupils' scores on the pre-SOS and post-SOS. There was a slight positive correlation which was statistically

significant for the CE1 dataset (rs(1678) = .266, p = .000) and for the CP dataset (rs(1318) = .210, p =

.000).

The correlation between the pre-and post-thumbs-up scale is close to 0 for the CE1 dataset (rs(1760) =

.175, p = .000) and for CP (rs(1399) = .166, p = .000), indicating a non-monotonic relationship. No linear

relationship is assumed. 

As illustrated by the scatter plot presented in figure 8, pupils choose roughly the same responses on both

scales before and after the assessment, with most responses on the extreme ends of the scales. Only

CE1 data are shown as the CP visualization is very similar.
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Figure 8. Scatter plot illustrating the correlation of the responses within the SOS (left) and TUS (right) for

the CE1 dataset.

Sample Variance

We further investigate the variance between participants, determining if, within the whole sample, the

entire scales had been used for each question. 

We see a clear shift toward the extremely positive end for the SOS and TUS. A Mann-Whitney-U test

showed that the scores of the CE1 grade were statistically significantly lower than for the CP grade on

the pre-TUS (U = 1527846.50, Z = -4.724, p < .001) and the pre-SOS scale (U =1923984.00, Z = -2.193, p =

.028), meaning that children from CP grade have an even stronger tendency toward the extreme positive

end of the scales. The differences between grades in the post-TUS (U =1664668.00, Z = -1.078, p < .281)

and post-SOS (U = 2029910.50, Z = -1.955, p < .051) scales were not significant . 

Also, between the scales, we can observe a relationship between the pre-SOS and pre-TUS, meaning that

the children who choose, for example, 3 on the pre-TUS also choose 3 on the pre-SOS. We run a

Spearman's rank-order correlation to determine the relationship between the pupils' scores on the

pre-SOS and pre-TUS. There was a positive correlation found, which was statistically significant for CE1

(rs(1691) = .601, p = .000) and for CP (rs(1315) = .529, p = .000).

We ran a Spearman's rank-order correlation to determine the relationship between the pupils' scores on

the post-SOS and post-TUS. There was a positive correlation found, which was statistically significant for

CE1 (rs(1356) = .391, p = .000).
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5.2. Study 2

In this section, we summarize the findings from the cognitive interview study. We refer to the appendix,

for a complete overview of all codes coming forth from the analysis of the three scales, including

descriptions and examples along the different stages of the question-response model of thought.

Nodding Head Scale

Comprehension and retrieval (RQ1)

Regarding the comprehension of the questions for the NHS, we observed differences among the

children. Some children could explain the word smartphone to us, and others did not know for sure what

it was and what you could do with it (“It's a phone that takes 3D pictures” - P2). One child also

experienced problems telling us if there was a tablet in her house because she was not sure if it was hers

or the parent’s tablet and hence, what she should report. One participant also got confused with the

question if there was “one” computer at his house, because there were several computers. In total, we

counted three children who expressed their understanding of the question-response options for the NHS

and three children, who did not understand the meaning in the question-answer option.

Judgment and response (RQ2)

We observed that children generally understood the NHS with ease (N = 3) and some mimicked the

movement of the head compared to two children who did not understand the scale. However, two

children also took some cognitive effort to identify the movement of the head (e.g., “I couldn't see

clearly what the head was doing” - P9). One child was also telling us that they found the movement of

the Nodding Heads funny, whereas another one did not like the design (e.g., “it's a bit weird the heads

like there are two guys with a stripe” -P8). Referring to the middle point of the 3-point NHS, the children

have no problem differentiating it from the other points on the scale (e.g., “the yes very often option, he

does move a lot with the head and one can see that well with all the lines (...) with the third one, no

never, we see that he moves his head to the other side, not up and down, but to the side” -P1).

Moreover, most children understood the difference between the very often and the sometimes answer

(e.g., “very often means the whole day"..." sometimes means that I am not using it every day”- P4). One

child also mentioned that the words describing the labels were useful to better understand the meaning

of the scale. However, some children (N = 7) used alternative words to describe how often they used a

tablet, phone, or computer. Also, three children mentioned that they would like additional response
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options like almost never. Interestingly, we also observed that children formed a judgment around their

answers (e.g., "it means that he looks at the screen too much, that he is absorbed by the screens and he

cannot let go of the tablet" - P5 and “I never use a phone because I don’t have the age for it”- P9). Some

children also relied on parents' activities with the devices to respond to the question, for example, P14

said yes, very often, and after counseling with the mother, he corrected himself, saying “no, no zero!”.

We also observed unexplained inconsistencies in the responses children were giving, for example, by

saying not so often spontaneously and then choosing no never (P2) or saying “hyper rarely” and finally

choosing sometimes (P23). We also discovered some inconsistency across the responses, for example,

P12 said he used the tablet very often, whereas he did not have a tablet at home.

Thumbs-up Scale

Comprehension and retrieval (RQ1)

We found different perspectives on how children comprehend the question for rating their skill with

using the tablet. They primarily relied on, what we call the activity level (N = 12), meaning that for

estimating their capacity, they referred to an activity with the tablet, like watching videos or playing

games. Another group of children (N = 6) relied on features regarding the ease of interaction with the

tablet (e.g., "(...) you just click on things, move with your finger" - P9). Four children also approached this

question by relying on their skill level with the tablet (e.g., “I know how to do everything on the tablet, I

know how to use it well” -P6). Two children even went further in terms of skill level and compared their

skills to others (i.e., “I am better at using the tablet than my grandmother” - P1). Other descriptions

referred to technical issues (e.g., connections, bugs) (N = 1), or frequency of use (N = 2). One child had

high expectations and compared themselves to others (e.g., “...sometimes I am even better than my

mother…” - P12).

Judgment and response (RQ2)

A positive point mentioned by three children was the familiarity with the thumbs. One child particularly

mentioned using the thumbs at school to indicate if she likes or does not like something. Another child

was rather concerned with the negative meaning of the thumbs down (e.g., "because you put your

fingers down, it means it's not good, and when you say not good, it's a little sad" - P14). Similarly to the

NHS, one child mentioned that the scale was easy to mimic with the thumbs up and down (i.e., “because

you just had to make the gestures"- P22).
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Moreover, one child expressed a negative association with the colors used in the TUS (i.e., “the hands, I

didn't like them at all since they look like the hands of ogres and witches with red and green”- P13).

Contrarily, one child further stated that the color actually helped him to structure the scale responses

into meaningful chunks (i.e., “red is not good, green means good” - P9). Yet another child indicated to

not understand how the colors are distributed (e.g., “there are three green and two red thumbs, I do not

understand that” - P18). Hence, some children felt overwhelmed by the amount of the scale points (i.e.,

“it was a little hard to answer and say it's good, it's not good, not very good” - P7) while one child did like

to have plenty of options to choose from (i.e., “there are more answer options to choose from” - P18).

Another child particularly mentioned missing the right words in the scale to describe what he wanted to

answer (i.e., “I'm having a little trouble expressing myself when you asked me that question because I

actually didn't directly find the words” - P4). One child also indicated that all the options made it hard for

her to concentrate and one boy said that he has trouble “remembering too much about how to use the

tablet well” (P5) and therefore found it difficult to answer.

Smileyometer scale

Comprehension and retrieval (RQ1)

Almost all children immediately understood the question of how they were feeling, and they relied on

different perspectives to answer it. First and foremost, children (N = 4) talked about an external event,

influencing their mood and, therefore, their rating on the Smileyometer scale. Two children explicitly

mentioned an event from the past that had influenced their feelings (e.g., “because I was at school today

and I don’t really like school” - P19), and one reported on a future event as being responsible for the

actual feeling (e.g., "because on Thursday I'm going to the park, I'm going to have a picnic in the zoo”' -

P25). Some children also talked about the excitement to participate in our study as the reason to feel

good (e.g., “because I’m happy to meet you” - P1) (N = 6). Few children (N = 2) also reported internal

feelings as influencing their rating on the Smileyometer scale (e.g., “I feel just very happy today” - P8).

Negative emotions in children concerned rather some physical aspects (e.g., “I have a little headache…”

- P13) (N = 2).
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Judgment and response (RQ2)

Four children could easily identify themselves with the smileys to express their mood (e.g., “because I

understand the emotion” - P16). Only one child said that they would not understand the meaning of the

smileys without the description of the labels (e.g., “because if there wouldn't have been the writing, we

didn't quite understand what it meant” - P12). One child said that they found the options overwhelming

(i.e., "there are several good ones, I do not know what to choose” - P23), whereas another child only

chose very well because there were not enough options. Regarding the design, children also expressed

positive and negative points about the Smileyometer. Most prominently mentioned within the SOS was

the fun aspect (e.g., “I like the smileys, they are fun” - P5). Another child also particularly mentioned

liking the drawings of the smileys, opposite to yet another child who criticized the design (e.g., “the

smiles are not well done (...) for very bad and really good, they are a little stuck to the chin” -

P13). Similar to the Thumbs-up scale, a child also expressed the similarity aspect as positive about the

scale (e.g., "I use the smileys a lot on Whatsapp” - P19) and that it was, therefore, easy to answer the

question. Interestingly, we found a child arguing that the extreme answer was too strong to express her

emotion (“I do not select very well because it’s too strong” - P5). In general, children who selected very

well had difficulties justifying why they had chosen this answer.

Preferences for the scales (RQ3)

To answer RQ3, we asked all children in the last part of our interview to rate the scales on the aspects

fun, easiness, and preference. In 4 cases, a child did not respond to our question. Table 4 summarizes the

findings. 
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Table 4. The ratings (we gave 1 point for the chosen option of the child) for characteristics of fun,

easiness, and preference across the three scales.

Characteristic Nodding Heads Thumbs-up Smileyometer Total

The most fun 5 8 12 25

The least fun 11 7 5 23

The easiest 7 6 11 24

The least easy 12 8 4 24

Other children like most  3 2 14 19

I like most 3 5 17 25

From table 4, we can see that the Smileyometer scale is the scale reported as the most fun, most easy,

and the preferred scale they would choose for other children and for themselves. In contrast, we see

that the Nodding Heads scale is the least fun and the least easy to complete according to most children,

and they think other children would not like the scale. The Thumbs-up scale has been reported primarily

in between the two other scales and as the least preferred choice for other children.

Ideas for improving the scales (RQ4)

In general, a lot of children were recalling the scales they had seen previously and created combinations

of the scales (e.g., “a head that smiles with a tooth" -P1). For the SOS, three children added an emotional

layer to the scale (e.g.,”there are tears that fall from the hair” - P1). We also observed that children got

inspired by the emoticon design to express certain scale responses (e.g., “a smile in the shape of a wave”

- P1 or “crosses over the eyes” - P13). Other children got inspired by the use of the colors of the

Thumbs-up scale to indicate bad and good accordingly (e.g., “a sad smiley in red and a smiley with a big

smile to the ears in green” - P19). Regarding the frequency indications within the Nodding Heads scale

(Q3, 5, 7), children found it more difficult to come up with representations for very,

often/sometimes/never. One of the few suggestions we received were, for example, “a cross in front of

my hand” (P2) or “someone who does nothing, with arms down” (P7). One child came up with

contradictions to express the scale (i.e., “rain for bad and sun for feeling good” - P7). Last, we also heard

many creative suggestions that were not directly linked to the response options, such as “a king, a

dancing monkey or a french flag” (P14). 
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6.Discussion

Our analysis of the digital questionnaire (Study 1) showed that there are two major disruptive outcomes

to children’s survey responses. The first is extreme responding, where children answered on the very

positive end of the scale as we observed in the individual and sample variance. The second is

nonresponse, meaning that children did not respond to a survey question as we observed in the

completion rates. We discuss the potential underlying factors responsible for these observations based

on our cognitive interview study and literature.

6.1. Satisficing

One underlying reason responsible for the extremely positive answers and the nonresponse in children is

related to the satisficing bias. Extreme responding happens, for instance, when respondents change their

response before they communicate it (i.e., from the actual response to the response considered desired)

due to influences of, for example, social desirability or situational adequacy (Kano et al., 2010). In our

cognitive interviews some children judged the answers in the NHS, for example, “I don’t use a

smartphone because I don’t have the age for it” (P9). In this particular case, we discovered later that the

participant actually uses the phone of his father. However, he decided to reply with no, never to the

question because it is what he thought is expected from him (i.e., social desirability). Additionally, the

various inconsistencies in children’s answers in our cognitive interviews (e.g., first choice is sometimes

and then no, never) could indicate the use of satisficing strategies and cause extreme responding.

In our large-scale study, the digital questionnaire, we can exclude an effect of the experimenter as a

cause for satisficing because we used a digital moderator for the questionnaire (i.e., female voice-over of

the complete questionnaire and instructions). However, we cannot exclude the possibility of social

desirability, as the questionnaire was administered in an assessment context where children might want

to please their teachers, parents, or other authorities involved. Moreover, certain types of wordings in a

question (i.e., “how good are you at…”-Q9 and 11) which relate to the motivations or beliefs of the

participant may drive them to respond in an extreme manner (Krosnick et al., 1996a). Children also use

satisficing strategies if they are not very interested in the topic or lose interest after a while due to their

limited attention span (Borgers et al., 2004). This effect will be worse if the content is experienced as

difficult (de Leeuw, 2011). We observed that the NHS, which was reported to be less fun and more
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complex compared to other scales in the cognitive interviews, was also the scale with the lowest

completion rate in the digital questionnaire. We observed the reverse effect for the SOS, which had been

reported as highly fun and less complex according to the children and containing the highest completion

rates (see figure 9). This illustrates how satisficing strategies can cause nonresponse in children’s

answers. Similarly, other authors (Borgers, 2003; Borgers et al., 2000; Krosnick, 1991; Krosnick et al.,

1996) have reported how the difficulty of the task (in fig. 11 referring to complexity), the motivation (in

fig. 11 referring to fun) and the cognitive abilities of the respondent may cause satisficing strategies.

Figure 9. The figures illustrate a potential relationship between fun and complexity (as measured in the

cognitive interviews) with completion rate (as measured in the digital questionnaire).

Regarding cognitive abilities, we found that for the younger age group (CP grade), the non-response

percentage (in fig. 11 referring to the completion rate) is significantly higher on the 3-point Likert scale

compared to the 2-point NHS. For the CE1 grade, we almost did not observe a difference between the

two Likert options which could illustrate the relationship of the cognitive abilities and the complexity of a

scale. Also, similar to previous research (Read, 2008; Read & McFarlane, 2006), we confirmed that the

younger age group (CP grade) has an even stronger tendency toward the extreme positive end of the

scales (i.e., SOS). We, therefore, assume that the cognitive abilities (i.e., age of the children) can have a

mediating factor in the response output provided by the children.

6.2. Ambiguity of question-response options

Moreover, extreme responding and nonresponse might be caused by the question format itself due to a

misunderstanding in the wording of the question (stage 1 of the response model of thought process)

(Borgers & Hox, 2001). In line with (Krosnick et al., 1996a), the task's difficulty can affect the ease with
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which a survey question is understood and causes satisficing (Borgers & Hox, 2001). In our cognitive

interviews, the TUS questions were interpreted very differently by the children, for example, some

referred to the activity level (i.e., what they can do with the tablet) versus others who referred to the

skill level (e.g., being better than someone else with using the tablet). The different ways of interpreting

the TUS can cause invalid answers, and showing in, for example, the extreme responding. Moreover, the

thumbs' images on the scale labels are not directly linked to the item's meaning (i.e., referring to the skill

level), and it might therefore disturb the thought process (i.e., stage 3) (Tourangeau et al., 2000). The

author refers at this juncture to a possible ambiguity of the item slowing down cognitive processes due

to an overload in working memory (Tourangeau et al., 2000). To solve this, we could also provide

pictorial content to convey the item's meanings to the children as this could, similarly to the rating scale,

enhance the understanding. Therefore, it might be useful, especially for younger children, to have

integrated entities (i.e., conveyor of item meaning and rating scale represent one entity) like in the SAM

questionnaire (Bradley & Lang, 1994). In particular, in a scenario involving repeated measurements, such

as the SOS and TUS in our example, utilizing a visual representation, such as a symbolic image, may

facilitate more efficient and rapid information encoding (Bennett & Walters, 2001).

Furthermore, researchers have discovered notable variations in the dependability of survey results,

particularly when children are asked to provide attitudinal judgments (Alwin & Krosnick, 1991).

Researchers claim that, with attitude questions like the TUS and the SOS, respondents mostly form a

judgment on the spot based on whatever relevant information is accessible then; and they do not

retrieve the according information from memory as the researcher actually would like the respondent to

do so (stage 2 is skipped) (Tourangeau et al., 2000). Younger children especially struggle with questions

administering intangible and theoretical constructs (Borgers et al., 2004). As we have seen with the SOS

question, we received manifold insights into why a child in a particular moment is feeling the way she/he

did; from past external events (e.g., a bad day at school) to internal feelings (e.g., I have a headache).

Therefore, we might wonder, how much those events actually relate to the experience with the

tablet-based assessment, which we were aiming to measure as for most children, we did not observe a

notable variance (pre-and post-scores on the TUS and SUS). Moreover, the sample variance in the

large-scale study underlines this, as the correlation between the TUS and SUS scales could give us

evidence that both scales are not measuring two distinct constructs. We, therefore, should question the

effectiveness of the scales at this juncture to measure the user experience with the assessment system

for those age groups as other authors similarly have in the past (Zaman et al., 2012).
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Last, we observed that the TUS and SOS are familiar concepts for most children as they use the thumbs,

for example, in school and the smileys on Whatsapp. Familiarity can enhance understanding (and i.e.,

lower complexity) in younger children as it eases stage 2 (Tourangeau et al., 2000), making it easier for

children to retrieve information from memory. Younger children had lower missing rates for the TUS and

SOS, which could also be due the familiarity with the scales.

6.3. Amount of Response options

Authors claim that a reason for extremely positive responses could be that the children are not provided

with an adequate set of responses, thus failing to meet stage 4 of the response model (Hall et al., 2016).

One way of addressing this could be to reduce the response options (de Leeuw, 2011). In our data, we

saw that younger children especially benefit from the scale with lower response options, that is, the

NHS. We assume that the older group invested more time in reading and evaluating the answer options.

Younger children think mostly dichotomously, which was best represented in the NHS with the answer

options Yes and No (Piaget, 1955). Consequently, we would be interested in validating if a 3-point SOS or

TUS would make the scale more sensitive. This could be investigated in future studies evaluating the

scale designs for children. Yet another approach could be to break down the standard Likert type

response (agree strongly, agree, neither agree nor disagree, disagree, disagree strongly) into smaller pits

by asking the child first if s(he) agrees or disagrees and then probing for strength of feeling (Borgers et

al., 2000).

6.4. Scale Labels

As we learned from previous research, the scale labels (i.e., labels vs. partly labeled response scales) can

also have an influence on the item nonresponse (Borgers & Hox, 2001). Children differ regarding their

interpretation and ease of use for the different response options for the NHS. Some children found those

labels under the pictures helpful, for others, it led to confusion. First and foremost, children give their

own interpretation of the pictures, and if that's not matching with the labels, they end up confused and

might not respond. The labels for the 3-point Likert scale in the NHS (i.e., sometimes, often, etc.) did not

correspond with the images illustrating a shaking head. This might correspond with the very high

nonresponse for the younger grade (more than 30%). Labels can add an additional cognitive burden to

the thought process, and we, therefore, should carefully evaluate the advantage of adding them in
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addition to the pictorial response options. Especially, considering that other researchers found out that

all age groups are equally affected by a more difficult question format, we should question the added

value of response labels (Borgers, 2003).

6.5. Design Recommendations

Based on the results, we propose the following design recommendations to design scales supporting the

response model of the thought process for children between 6 to 8 years:

● Reconsider the use of attitudinal judgments: it is hard for children to judge their feelings rationally.

We have seen in our cognitive interview studies that the range of interpretation of attitudinal

questions is quite diverse. Therefore, we recommend phrasing our research around the evaluation

of tangible objects for children below the age of 9 years or to use dichotomous question-response

alternatives.

● Use stronger visual differentiation: Children explicitly mentioned the different colors as helpful and

attractive to them to respond to the TUS. The colors help structure and cluster the response

options and let children encode the information faster and more efficiently. However, be aware of

implicit biases introduced by colors (red-bad and green-good; use neutral colors alternatively).

● Use what is known: We favor what is already known to us. New things which fall entirely out of our

mental model are considered less attractive and increase the cognitive load. Therefore, future scale

design should investigate elements already part of the children’s world and how these elements

can be used to design surveys. The NHS has not been favored, having the highest complexity rating

and having the lowest completion rates. We assume that the concept diverged too strongly from

what children were familiar with (i.e., the smileys and thumbs).

● Take out the labels: Especially for children, whose reading skills are not fully developed yet, we do

not need extra clarification of the response options by adding labels. This might form an additional

cognitive burden on the thought process of children. If we decide to keep the labels, we should

carefully check for their representation and interpretation along the spectrum of answers.

● Use common entities: to represent the item's meaning, it might support young children’s response

process if the question aligns with the response scale and is presented by pictorial content,
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similarly as we have seen with the standardized questionnaire SAM. All pictorial item content

should be carefully evaluated for their unambiguity.

● Make Me Smile: Scale design for children should be fun and make them smile as that could result

in fewer nonresponses. We have seen that the SOS, which combined fun and low complexity,

showed the highest completion rates in the questionnaire. Fun might have an effect on children’s

motivation to complete survey questions and can therefore reduce bias in survey design.

7. Limitations and future work

This research holds several limitations. First, the translation of the material into French and back to

English for this paper – despite strict translation processes – could have changed the meaning of the

scale responses and their underlying questions. Future studies have to investigate in more detail how

language and translation of scale responses can affect the evaluations. Second, the qualitative data

collected online made it necessary for some parents to assist their children during the video call. This

might have biased the answers children gave (e.g., pleasing the parents in addition to the researcher).

However, as this was a new situation for most children, we wanted to avoid them feeling nervous or

anxious. Also, in the large-scale study, children may adopt a school attitude by answering our

questionnaire, resulting in less nonresponse compared to questionnaires applied in other settings. Third,

the selection of scales for the empirical evaluation has been based on research interest. We, therefore,

avoid making claims or generalizations regarding these scales to another context or way of

implementation. In order to make the scales comparable, we change critical aspects to the scales

validity, for example, NHS has been used without additional labels in the original implementation and we

have changed the amount of answer options. Therefore, the outcomes can not be generalized to other

formats of scale implementation such as for the NHS in the school monitoring program.

Fourth, the scales are distributed over the questionnaire in a specific order and in different proportions -

there may be a bias in this design which we have not further investigated. Previous split ballot study with

school aged children (10 years and above) found that the children were prone to a primacy effect (Scott,

2000) so future studies could investigate this further. The study settings in the digital questionnaire

closely resemble the situations encountered in ordinary life, preserving the environment's genuineness

(Farrell & Fessenden, 2024) (e.g., enabling a comprehensive evaluation to investigate the behavior of

variables in a real-world context). Therefore, our primary emphasis was documenting and studying
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existing phenomena rather than actively changing them. Field research helped us because it allowed us

to apply our findings to real-world situations (i.e., our partners' large scale assessment) and covered a

more natural surrounding (i.e., the classroom where the assessment is taking place). Nevertheless, with

these advantages came the inability to control for certain factors (e.g., peer influence) and variables,

making it difficult to draw scientifically rigorous conclusions and generalize our findings. Fifth, the scales

were used in a digital version of the questionnaire; therefore, we do not generalize our findings to other

formats, for example, paper-based questionnaire versions, because the way of interacting with the scale

can affect the evaluation. Future studies could further investigate the effects of scale design on different

formats and devices. In general, it is known that using computer-assisted questionnaires produces

better-quality responses (De Leeuw et al., 2003) and this offers the possibility of standardizing the

moderation of the questionnaire. Last, follow-up studies should investigate if new scale designs or

changes to an existing scale like the SOS lead to better validity and reliability. Also, as pointed out earlier,

it is important for very young children to identify with and be able to mimic a scale (i.e., embodied

cognition). We could rethink traditional scale design, and let children respond to survey questions with

their gestures and use appropriate software (e.g., face/body recognition) to track their responses.

Exploring beyond conventional methods of surveying children (i.e., pen and paper or tablets), reveals

several innovative alternatives that extend beyond the limitations of existing surveying technologies, for

instance the use of tangible objects. These new tools might be more natural and put less cognitive load

on the thought process, particularly beneficial for preschool-age children. However, assessing attitudinal

and emotional aspects stays tricky, especially the younger the children are, but these

psycho-motivational constructs are important facets of our research in the Child-Computer Interaction

field.

8.Summary & Conclusion

This paper has empirically evaluated three pictorial scale designs, that is, Nodding Heads (NHS),

Smileyometer (SOS), and Thumbs-up (TUS) with children between 6 and 8 years old. Our results

highlighted different outcome biases of survey questions; extreme positive responding and nonresponse.

We showed how important it is to design scales that are fun and, at the same time, less complex (i.e.,

fewer response options, no ambiguity) as this might influence children’s responses. In our interview

study, the NHS was evaluated as being the least fun scale and, similarly, the most complex one, and

showing the highest nonresponse in the field study. Opposite observations were made for the SOS, as
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children rated the scale as highly funny and less complex compared to the other scales. This rating was in

accordance with the observation in the digital questionnaire where the SOS showed overall higher

completion rates. Future scale designers should investigate if improving fun and lowering the complexity

of the scales can overcome bias in children’s surveys, and more accurately investigate the interaction of

different intervening variables to the scale designs. We derived design recommendations from our

cognitive interview study guiding future scale design for young school-aged children.
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A.Overview of all codes for the Nodding Head Scale including
descriptions and examples along the different stages of the
question-response model of thought by Tourangeau.

Stage Code Description Example Quotation

Comprehension

/Retrieval

Clear wording

in question

Understands the meaning of

Question (Computer)

“We have a computer like this and a big

one where you can watch movies on”

Comprehension

/Retrieval

Clear wording

in question

Understands the meaning of

Question (Tablet)

“Yes, we have two tablets, one for me

and one for Papa”

Comprehension

/Retrieval

Clear wording

in question

Understands the meaning of

Question (Smartphone)

“A smartphone? A gsm that can do a lot

of things”

Comprehension

/Retrieval

Unclear

wording in

question

Does not understand the

meaning of Question (Computer)

“I don’t know the difference between a

computer and laptop”

Comprehension

/Retrieval

Unclear

wording in

question

Does not understand the

meaning of Question (Tablet)

“No, maybe yes, there is a tablet from

me”

Comprehension

/Retrieval

Unclear

wording in

question

Does not understand the

meaning of Question

(Smartphone)

“I don’t know what a smartphone is”

Judgment

Clear scale

representation

(design)

Understands the meaning of the

Nodding Head Scale

“They (nodding heads) are well done, the

first one says yes like that (imitating the

movement) and the other no”

"It’s funny how he moves the head"

"Each time you have to take your time to

do it (moving your head)"

Judgment

Unclear scale

representation

(design)

The interpretation of the design

or some parts of the scale is not

clear

"it's a little weird the heads, like there

are two men with a stripe"

“There was nothing funny in it. There

was just a man who turned his

head…and we're a bit used to seeing
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images of people moving"

Judgment/

Response No explanation

No explanation or justification

given

Judgment/

Response

Clear scale

representation

(text)

Understands the meaning of the

Answer option (Frequency)

“Because I don’t do a lot of trainings

where I use the tablet. Often would

mean every day”

Judgment

Unclear

representation

(text)

Does not understand the

meaning of the Answer option

(Frequency)

“I don’t understand the difference

between often and sometimes”

Judgment/

Response

Inconsistent

choice

Chooses a different answer in

the scale than the spontaneous

one

“Yes, always. I’m only allowed to use it if

there is no school on Saturdays and

Sundays”

Judgment/

Response

Missing scale

option

The given answer is not in the

scale “Once a week”

Judgment

Response

frequency /

positive

The child likes that the scale has

not so many answer options. “…because there a less answer options”

Judgment

Response

frequency /

negative

The child has not enough answer

options to express her/his

opinion.

"Because sometimes you don't have the

answer you found. And then you say to

yourself hmm, do I take this, this, or that

then."
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B. Overview of all codes for the Thumbs-up Scale including
descriptions and examples along the different stages of the
question-response model of thought by Tourangeau.

Stage Code Description Example quotation

Retrieval Interaction

Rely on the ease of the (tactile)

interaction

“it's because sometimes there are

things you can't know if you're a

child. (...) it's because there are

little buttons that we sometimes

don't know the meaning of."

Retrieval Others

Rely on the ease / difficulty of use

for others

“Because if something is not

working my dad could fix it and he

is better than my

mother…sometimes I'm even

better than my mother (...) But not

better than dad"

Retrieval Activity Rely on the ease of the activity

"Sometimes I manage to do stuff

on the tablet, games or something

else, watch videos...."

Retrieval

Frequency of

use / High Rely on the frequency of the use

“because I use it often, (...) because

I do it very often and I find it easy"

Retrieval Skill oriented Rely on the capacity (how to use)

“Because I have no trouble using it

(...) For me that means that I know

how to use it”

Retrieval DiffTech

Rely on the technical issues (e.g.,

connection, bug..)

"because it's not hard but

sometimes there are bugs (...) you

just have to press things"

Retrieval

Frequency of

use / Low

Rely on the low frequency of the

use

“Because I'm not very much used

to using a tablet”

Comprehension

Unclear

wording in

question

Does not clearly understand the

meaning of question

“I didn't really understand the

question”

163



Retrieval /

Judgment Color / positiv

Makes a positive statement

regarding the color of the scale

"it shows, when it's red it's not

good and when it's green it's good"

Retrieval Familiarity

Recognises/related the thumbs-up

scale from another context of use

“at school we do this to say if we

are friends or if we are not friends”

Retrieval /

Judgment Mood Relates the scale to the mood

"Because it's more like when we

say we are very very well”

Judgment /

Response

Answer

options /

positive

Does like the wide range of answer

options

”because there are more answer

options”

Judgment Color / negativ

Does not understand the

distribution of the colors

“I don't really understand because

there are 3 green thumbs and two

red thumbs”

Retrieval /

Judgment Unclear

The meaning of the scale is not

clear

“it's harder to understand the

meaning because we don't know

what that (the thumbs) means”

Retrieval

Negative

association

Has a negative association with the

thumbs

“the hands, I didn't like them at all

since they look like the hands of

ogres and red and green witches"

Judgment /

Response

Gestures /

positiv

Likes that the scale expresses a

gesture

“because you just had to make the

gestures"

Judgment /

Response

Answer

options /

negativ

Does not like the wide range of

answer options

“it was a little hard to answer and

say it's good, it's not good, not very

good... It was hard to answer"
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C.Overview of all codes for the Smileyometer Scale including
descriptions and examples along the different stages of the
question-response model of thought by Tourangeau.

Stage Code Description Example quotation

Judgment

Participation

Study

Relate their feeling to the

participation in the study

“…and also because I like to do

the quiz (the interview)”

Retrieval

External Event /

positive

Rely on a positive event to

express the feeling

"Because today everyone is nice to

me..."

Retrieval

External Event /

negative Rely on a negative event

“because I was at school, I don't

really like school”

Retrieval

Internal Pain /

negative Rely on a negative body sensation “I have a little headache…”

Retrieval

Internal Feel /

positive

Rely on a global positive mood

without reason given

“because I'm happy (...) and

because I like to be happy.”

Retrieval

External Event /

Past Rely on a past event

“I have a friend who played with

me at…"

Retrieval

External Event /

Futur Rely on a future event

"because Thursday I'm going to

the park, I'm going to have a picnic

in the zoo and there will be

pancakes in the cantine"

Judgment/

Response

Missing scale

description

The given answer is not in the

scale

“between good and really good, I

don't know how to choose…”

Judgment/

Response

Inconsistent

choice

Choose a different answer in the

scale than the spontaneous one

“not too often” then she says

“almost never” then she chooses

“no never”
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Comprehension No explanation

No explanation or justification

given

Judgment

Mood Expression

/ positive

Uses the smileys to express the

mood

“there were those (smileys) who

were happy, joyful, a little sad"

Judgment Fun / positive Finds the smiley funny

“Because the smileys are too

funny"

Judgment

Too many

options

Too many answer options to

choose from

“there are so many good ones, I

don't know what to choose”

Comprehension /

Judgment /

Response Question The question is easy to answer “I found it easy to answer”

Retrieval Familiarity

Know the smileys from

somewhere “I'm using the smileys a lot”

Response Color Mentions the color as beautiful “I like the yellow color”

Judgment Design / negativ Doesn’t like the design

“because if there wouldn’t be the

words to describe them, , I would

not really understand what it

meant.”

Judgment Fun /negative Finds the smileys not very funny

The heads weren't very funny (...)

when they were very bad"
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Chapter 4:

Designing Usability/User Experience
Heuristics to Evaluate E-Assessments
Administered to Children
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1. Abstract

The application of electronic assessments (e-assessments) has risen recently, particularly among

elementary-school-aged children. Despite their popularity, paper-based assessments are frequently

converted into digital formats for efficiency gains, with little thought given to their user experience (UX)

or usability. Individual differences, particularly among young children, can inhibit test-takers from

completing the assessment tasks when the tasks are not designed to match their needs and abilities.

Consequently, recent studies have raised concerns about the generalizability and fairness of

e-assessments. Whereas heuristic evaluation is a standard method for evaluating and enhancing the

efficacy of a product with respect to a set of guidelines, more information is needed about its added

value when designing e-assessments for children. This paper synthesizes heuristics on the basis of the

literature and expert judgments to accommodate children’s abilities and ensure that all aspects of the

domain are addressed appropriately. We present a final set of 10 heuristics, validated and refined by

applying a heuristic evaluation workshop and collecting 24 expert surveys. The results indicate that the

derived heuristics can help evaluate the UX and usability-related aspects of e-assessments with 6- to

12-year-old children. Moreover, the present paper proposes recommendations for a framework for

developing usability heuristics that can be used to help researchers develop domain-specific heuristics in

the future.

Keywords: User Experience, Usability, Heuristic Evaluation, E-Assessment, Children
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2.Introduction

Over the last 2 decades, a dramatic shift has occurred in how young students are evaluated. The use of

electronic assessment (e-assessment), also known as Computer-Based Assessment (CBA),

Computer-Assisted Assessment (CAA), or Technology-Based Assessment (TBA), has become more

prominent in the education sector. Whereas digital technology has gained popularity in the education

sector, it is more than simply a "means to an end" for accomplishing the objective of finishing an exam.

The OECD's Program for International Student Assessment (PISA) is an example of an e-assessment

solution that measures the skills and knowledge of 15-year-old students with the goal of evaluating

education systems throughout the world (About PISA, n.d.). However, paper-based assessments are

often converted into digital formats without considering the test-taker’s user experience (UX) or

improved usability from the test-taker’s perspective (Parshall et al., 2000). When using e-assessment

tools, unoptimized design can prevent users from completing learning and assessment tasks

(International Test Commission, 2006; Tselios et al., 2008). Additionally, individual differences in

computer literacy (i.e., ability to handle technology) might impact learners' performance (Siddiq et al.,

2017) and result in different outcomes that are not related to the problem-solving task (Lehnert, 2019;

Weinerth, 2015).

Consequently, concerns have been raised about the generalizability and fairness of e-assessments

(Weinerth, 2015). Therefore, e-assessment tools must be appropriately evaluated to understand the

technology's potential impact on the test-taker. Evaluating new digital technologies in general, and

e-assessments in particular, involves careful investigations of the needs and abilities of the target users,

as they bring along unique characteristics that require special attention. When evaluating e-assessment

interfaces for children, it is essential to consider the system's usability specifically with respect to this

user group. Usability focuses on product design, particularly the user interface (UI) as the “channel for

interactions” (Weinerth, 2015), p. 20). It focuses on how aspects of the product design (rather than a

person's ability to use a system) improve task performance (Weinerth, 2015). Therefore, the concept of

UX has been proposed to fill in the incomplete notions of usability. UX defines perceptions and reactions

as "the users' emotions, beliefs, preferences, perceptions, comfort, behaviors, and accomplishments that

occur before, during, and after use" (International Organization for Standardization (ISO), 2018),

definition 3.2.3).

Addressing UX is important because children have unique cognitive and developmental abilities (Piaget,

1955), and any technology designed for children should be based on a good understanding of these

169

https://www.zotero.org/google-docs/?wkp93v
https://www.zotero.org/google-docs/?sgww3d
https://www.zotero.org/google-docs/?unQhRS
https://www.zotero.org/google-docs/?3HDdYt
https://www.zotero.org/google-docs/?3HDdYt
https://www.zotero.org/google-docs/?UuPr5o
https://www.zotero.org/google-docs/?UuPr5o
https://www.zotero.org/google-docs/?N40Ub8
https://www.zotero.org/google-docs/?yovZpp
https://www.zotero.org/google-docs/?bkIPeN
https://www.zotero.org/google-docs/?3rHo42
https://www.zotero.org/google-docs/?Lkdfik
https://www.zotero.org/google-docs/?Lkdfik


abilities. Moreover, experts in the area of Human-Computer Interaction (HCI) or, more particularly,

Child-Computer Interaction (CCI), have proposed several methods for evaluating usability (Lehnert et al.,

2022), with the most prominent one being user testing, which involves the representative users

performing tasks with the technology (Markopoulos & Bekker, 2003). Researchers capture data from

these participants using a mix of observation, interviews, and surveys, documenting any problems or

issues with the interface or system (Markopoulos et al., 2008) and allowing them to derive

recommendations for redesigns. However, user testing has the drawback of being time-consuming and

costly because it can require inviting several users (e.g., to a lab) to conduct the study (Lallemand &

Gronier, G., 2018). In addition, testing with participants may require special preparation, especially with

children, so a great deal of consideration and planning must be put into the testing procedure (e.g.,

simplifying instructions, providing additional comfort levels, and ensuring that the pace of the test can

accommodate different attention spans) (Hanna et al., 1997).

Additionally, user studies in the context of e-assessment are challenging to implement, as any

interference during an assessment can affect student performance. Moreover, simulating an

e-assessment context is a complicated endeavor because the researcher has to control a combination of

environmental factors (e.g., the presence of multiple students, the classroom or setting in general, and

the feeling that one is being evaluated) to safeguard ecological validity. Therefore, alternative evaluation

methods may be required when evaluating e-assessment applications that are designed for children.

The Usability Inspection Method (Nielsen & Mack, 2014) is often used as an alternative to user studies,

especially when there are constraints on time or budget. This set of methods focuses on improving the

design of an interactive system by having experts predict potential usability problems. There are various

inspection methods, but the most widely cited and used is the heuristic evaluation (Nielsen, 1992, 1994;

Nielsen & Molich, 1990). Similar approaches have been proposed, such as the cognitive walkthrough

(Lewis & Wharton, 1997) and ergonomic criteria (Bastien & Scapin, 1995). However, heuristic evaluation

can identify structural problems in the interface by looking for breaches of heuristic principles suggesting

potential usability problems (Quiñones et al., 2018). The heuristics are rules or "guidelines" that

evaluators use to conduct a heuristic evaluation. Evaluators inspect the interface, noting problems, and

these problems are mapped onto heuristics, and a severity rating is attached to the problem on the basis

of frequency and criticality (Nielsen & Molich, 1990). The method was initially proposed by Nielsen &

Molich (1990), along with a set of general heuristics that are suitable for evaluating user interfaces

(Nielsen, 1992, 1994). Nevertheless, domain-specific heuristics have been devised in cases when these

generic heuristics are insufficient to cover all domain features of the particular system being evaluated.
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Whereas heuristic evaluation is a comparatively quick and lower cost way to measure and improve a

product's usability (Nielsen, 1992, 1994), tailoring the heuristic evaluation process to accommodate CCI

requirements is necessary to ensure that all domain features are properly addressed. Research has

confirmed that, to find a sufficiently large number of usability problems, researchers need to extend or

modify Nielsen's generic heuristics to make them applicable to the features of the target interactive

system (Markopoulos & Bekker, 2003; Quiñones et al., 2018) (e.g., social network (Quiñones et al.,

2020)).

Looking into the trend of developing domain-specific sets of heuristics, some previous research has

evaluated e-assessment platforms (Sim, 2009; Sim et al., 2007, 2008; Sim & Read, 2016). However, such

work has not focused specifically on the child population or on the specific age-related features of the

e-assessment application. The present paper addresses this gap. By developing domain-specific usability

heuristics for children, we contribute by (a) reviewing the literature on the intersection of e-assessment,

children, and usability/UX, (b) synthesizing a set of heuristics to conduct a heuristic evaluation on the

basis of previous work and expert evaluations, and (c) proposing how to advance a framework for

developing usability heuristics.

This article presents 10 heuristics for evaluating e-assessments in an educational context with children

between the ages of 6 and 12 years. We propose these heuristics as a synthesis of related guidelines and

heuristics from a literature review, following the methodology presented by Quiñones et al. (2018). We

subsequently evaluated the heuristics with two rounds of validation: a heuristic evaluation workshop

and an expert survey.

In the current paper, we define the building blocks that underlie the development of the heuristics and

provide a review of the related literature. In the same section, we introduce different models for

developing domain-specific usability heuristics and explain our choice in more detail. We present the

methods and results from the chosen methodological approach for developing usability heuristics.

Finally, we discuss the results from the validation studies and future directions for designing usability

heuristics for children's e-assessments. In the limitations and future work, we further propose

improvements for the chosen methodological approach for developing the usability heuristics.

3.Related Work

Whereas various sets of usability heuristics exist for nonspecific populations, for the design of both

general products and more specific use cases, to the best of our knowledge, no heuristics have been
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designed at the intersection of the following three components: the children (representing the particular

user group), the usability/UX, and the e-assessment (the system component or domain context).

Figure 1. Three intersecting components for the development of the usability/UX heuristics.

In the following sections, we outline the three intersecting components and existing work in this area in

more detail.

3.1. E-assessments in education

It is common practice for students to use computers to access course materials and complete

coursework or assignments; however, they sometimes must take paper examinations, which interrupt

their learning experience. Ideally, they should have a consistent learning experience, and there are

benefits of delivering assessment content via computers or electronic delivery platforms. The benefits

for students include the ability to study at their own pace, repeat incorrectly answered questions, and

receive immediate feedback (Loewenberger & Bull, 2003), enabling them to identify areas where they

need to develop and make improvements (Tsai & Oppenheimer, 2021). Interactive feedback approaches

provided by technology-supported or electronic assessments can result in a positive learning experience,

increased competency, and enhanced reflective practice among students (Wongvorachan et al., 2022).

Consequently, the use of e-assessments can contribute to a more engaging and effective learning

environment by altering how learning, teaching, and assessment occur, resulting in a more efficient and
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effective education system. There are numerous additional benefits for the various stakeholders (e.g.,

psychometricians, assessors, administrators, instructors, or tutors) (Sim, 2009).

Four general functions for e-assessments have been identified: formative, summative, certification, and

evaluative (Hornby, 2003), from which the most common assessment categories can be derived:

diagnostic, formative, and summative. A diagnostic assessment is conducted before or after an activity to

ascertain the students' knowledge. Such assessments could be used to determine eligibility for

employment or exemptions from a course of study. Formative assessment is carried out during the

course to assess the efficacy of teaching and provide feedback to the students on their performance

(Sim, 2009) (assessment for students). By contrast, summative assessment is administered to evaluate

students' performances (Sim, 2009) (assessment of students). Students place the most emphasis on

summative assessment because it determines their overall grade (Taras, 2002). This work focuses on

evaluating summative e-assessments, as this type of assessment most closely resembles the

implementation series and platform we used for validation. On the basis of the authors’ work (Rowntree,

2015), we identified the following four purposes of assessment: selection, maintaining standards, and

providing feedback to teachers and students.

Multiple-choice question (MCQ) tests and essays are still the most typical kinds of assessments utilized in

public education (Graham, 2004). Nevertheless, 50 distinct assessment techniques are now in use in the

field of education (Knight, 2001), such as multimedia (e.g., games and simulations for assessment

purposes). Many techniques have inherent problems, whether administered via traditional methods or

by computer; they strongly depend on the software platform on which they are delivered. From the

literature, the following e-assessment elements were identified for a general student population (i.e., an

age-independent population, which means we specify the age-related components at a later stage in the

Method section):

1. Independence: E-assessments offer students the ability to study at their own pace

(Loewenberger & Bull, 2003), or in the broader sense, to be able to communicate with the

system independently;

2. Immediate feedback: E-assessments provide students with immediate feedback so that they can

take correct actions (Loewenberger & Bull, 2003);

3. Interactive elements: Multimedia items enabled by technology can result in a positive learning

experience, increased competency, and enhanced reflective practice among students
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(Wongvorachan et al., 2022). We consider these elements necessary for a summative evaluation,

as they can help students focus on a task.

The following features focus to a lesser extent on the electronic component but are still important

considering the nature of summative assessments.

4. Monitoring: E-assessments enable students to identify areas in which they need to develop and

to make improvements (Tsai & Oppenheimer, 2021) or, in our understanding, to identify issues

with the interface and be able to learn from their mistakes;

5. Selection: E-assessments offer a basis for drawing judgments about students' performances or

selecting candidates, for example, students who aim to enter a higher school need to be

assessed to demonstrate that they are competent (Loewenberger & Bull, 2003);

6. Maintaining standards: To ensure a certain measure of the assessment (Rowntree, 2015), we

focused primarily on the interface elements (not the content of the e-assessment);

We used these features as the basis for building our heuristics. We describe the further use of these

features in the Method section.

3.2. Children as the target group

In the 1990s, as children became increasingly crucial as users and research participants for interaction

designers and researchers (Druin, 1999b), the discipline of CCI began to grow consistently. CCI research

focuses on the design of interactive technologies for children and the effects of technology on children

and society (Hourcade, 2015). Designing for children is crucial because their cognitive, physical, and

affective characteristics are very different from those of adults. For example, preschoolers have shorter

attention spans and cognitive abilities that are not yet fully developed (Piaget, 1955). Therefore, to

construct effective and engaging systems for a specific age group, designers must consider this group's

developmental requirements, preferences, and abilities (Lehnert et al., 2022). Special design

characteristics include simple and intuitive interfaces, visual aids and feedback, and plain instructions

and guidance. Therefore, system designers must consider child-specific requirements, especially when

valid conclusions must be derived from the children’s interactions with a system, such as an

e-assessment platform. Only then will children be able to fully engage with the system and demonstrate
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their knowledge and skills accurately, thus contributing to the validity of the results from these

assessments.

In evaluations of digital technologies with children, the children are often described as users (Druin,

1999a). Therefore, we need to build technology that is intuitive and user-friendly so that it can meet the

demands of this specific user group. Designers may create technology that is more effective and

accessible to all users by considering their capacity, needs, and prior experiences (e.g., computer

literacy). It is especially critical in the setting of e-assessment because technology created with the user

in mind promotes an experience that is less fraught with friction and errors, thus making it easier for

users to concentrate on the tasks at hand (Avouris et al., 2001; International Test Commission, 2006). We

focus on 6- to 12-year-olds because (a) this age group imposes requirements for the design of the

heuristics that differ significantly from those of the adult context, as addressed by other authors (Hanna

et al., 1997; Romeo et al., 2003), and (b) this age group is in urgent need of research for e-assessments

(Al-Emran et al., 2018), particularly with regard to addressing concepts such as UX and usability in

e-assessments (Ortiz-López et al., 2023).

We further decided to exclude children younger than 6 years as these user groups are still developing the

necessary digital literacy skills. Consequently, assessments of these younger groups of children tend to

differ significantly from assessments of school-aged children (as formal schooling begins at age 6 in most

countries). In Piaget's stages, our study’s target group is classified as being in the concrete operational

stage (6 to 12 years) (Piaget, 1955). Children's numerical, categorical, and spatial abilities increase

significantly in this age group. However, their mental manipulation is still tied to concrete things, which

could affect how they perceive and interact with certain interface elements. Hence, despite the notable

variations in features within the 6- to 12-year-old age range, there is a degree of homogeneity in specific

characteristics, such as mental manipulation capacities. From the age of 12 and beyond, the distinction

between designing for adolescents and adults becomes increasingly blurred. Adolescents frequently

prefer items or activities that are intended for an adult population. As per Piaget's theory, they possess

the cognitive ability to engage with abstract concepts like adults (Piaget, 1955).

3.3. UX and Usability

Two key concepts for establishing how successfully an interactive system addresses users’ needs are

usability and UX. There are many definitions of usability. One example refers to how easy it is to utilize a

system and perform specific tasks while interacting with it through its user interface. According to the
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ISO-9241-11, usability concerns the use of a product "by specified users to achieve specific goals with

effectiveness, efficiency, and satisfaction in a specified context of use" (International Organization for

Standardization (ISO), 2018) (definition 3.1). The idea of UX expands on the concept of usability by

including a person's perceptions and responses as a result of the use or anticipated use of a product,

system, or service (International Organization for Standardization (ISO), 2018) (definition 3.2.3). UX

encompasses all of a user’s emotions, beliefs, preferences, perceptions, physical and psychological

responses, behaviors, and accomplishments that occur before, during, and after they use the system. It is

generally assumed to cover two dimensions: the pragmatic and the hedonic (Hassenzahl, 2001).

Pragmatic UX (also known as ergonomic UX (Hassenzahl, 2001)) is concerned with instrumental or

utilitarian elements and frequently prioritizes efficacy and efficiency in reaching a certain goal

(Burmester et al., 2002).

On the other hand, the focus on hedonic components focuses on aesthetics (Diefenbach et al., 2014) or

feelings, such as the joy of using a product (Hassenzahl & Tractinsky, 2006), which may be less relevant in

the particular context of summative assessment than the pragmatic dimension. Hedonic components

might be especially suitable for stimulating learning and motivating users to continue using a learning or

assessment tool, which may benefit formative assessment. Hence, this paper concentrates on pragmatic

UX and usability, with the goal of improving the system design to provide an appropriate experience for

children while they perform a specific activity (Weinerth, 2015). To develop our heuristics, we considered

the usability attributes proposed by the ISO 9241 standard (International Organization for

Standardization (ISO), 2018): effectiveness and efficiency. We further addressed three additional usability

concepts defined by Nielsen (Nielsen, 2012): learnability (i.e., how easy it is for users to accomplish basic

tasks the first time they encounter the design), memorability (i.e., when users return to the design after

a period of not using it, how easily they can reestablish proficiency), and errors (i.e., how many errors

users make, how severe these errors are, and how easily can they recover from the errors). The last term

is partly covered by the effectiveness definition by ISO; however, as the concept of errors can prevent

mistakes and help the user recover from them and can therefore affect the validity of the results, we list

it separately. We further considered one concept related to UX (Morville, 2004): accessibility. We chose

to include accessibility as a UX concept, as e-assessment systems should offer fair chances to a variety of

students (in mixed classrooms, which could consist of students with light disabilities, e.g., vision or

hearing impairments). In the Method section, we outline all the concepts and their relevance in more

detail.
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3.4. Related heuristics and existing guidelines

A considerable amount of research relating to sets of heuristics and guidelines for the areas covered in

Figure 1 has been published. Heuristics and guidelines have been used interchangeably over the years,

and the majority are concerned solely with usability (i.e., Ben Shneiderman's Eight Golden Rules of

Interface Design (Shneiderman, 1998)). More recent heuristics have been designed with multiple

domains in mind; for instance, Susan Weinschenk and Dean Barker's usability guidelines (Weinschenk &

T. Barker, 2000), including Nielsen's (1992, 1994), and they did a massive card sorting study that resulted

in 20 of their heuristics. Several sets of heuristics have a UX focus (i.e., Arhippainen's UX heuristics

(Arhippainen, 2013) and Colombo & Pasch's UX heuristics (Colombo & Pasch, 2012).

There are guidelines on the intersection of usability/UX and children (e.g., UI guidelines for children's

computer products (Druin, 1999b) and Qualitätsmerkmale und Gestaltungsempfehlungen from the book

Usability für Kids (Liebal & Exner, 2011)). Nielsen and Norman Group extracted 156 guidelines for UX

design for children (age range: 3 to 12 years) on the basis of empirical work (e.g., usability testing).

Across all their studies, children tested more than 80 websites and 36 apps, as well as mainstream

websites. The studies took place in the United States, China, and Israel in participants' homes, schools,

and usability labs (Liu et al., 2022). Another study created 350 guidelines grounded in a literature search

on child development and children's technology, focusing on 5- to 8-year-old children (Gelderblom,

2008). This exhaustive set of guidelines summarizes knowledge from HCI, CCI, developmental

psychology, and cognitive psychology. The guidelines were then classified into six categories:

developmental appropriateness, specific skills (i.e., mathematics, built-in support, collaborative use,

diversity of users, and interaction environments). Additional usability and UX guidelines were presented

as 42 Design Principles for Children's Technology (Chiasson & Gutwin, 2005). However, they appeared to

be missing relevant aspects compared with the guidelines from Gelderblom (2008). Domain-specific

heuristics for children's e-learning applications (Alsumait & Al-Osaimi, 2009) were created; however,

these heuristics did not cover aspects of e-assessment.

The final component, e-assessment in education, was almost exclusively composed of work by Sim (Sim,

2009; Sim et al., 2007, 2008; Sim & Read, 2016), except for one earlier manuscript (Squires & Preece,

1999). The heuristics here tended to be evidence-based, and the research studies were combined with a

literature review to extract 11 CAA heuristics for usability evaluation. Sim (2009) validated the heuristics

by conducting heuristic evaluation workshops with 32 HCI students. The results showed that the

heuristics effectively identified usability issues in CAAs, even among novice evaluators.
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It is evident that existing sets of heuristics identified in the literature need to focus more on young

children, as these heuristics were primarily developed to assess adult user interfaces. Therefore,

additional research is required to synthesize heuristics that are appropriate for evaluating the usability of

e-assessments for young children. This research aims to ensure that e-assessments are effective and

equally accessible to all users, thereby safeguarding the validity of the exam results. Sim (2009) argues

that there are two main areas related to heuristics: the development of heuristics for specific domains

and the analysis of methods to improve the efficiency of heuristics. The main objective of this research

article is the development of heuristics. However, we also aim to provide insights and recommendations

on how to use our methodology to retrieve the heuristics. Based on the gaps in the literature, our study

is aimed at developing an emerging set of usability/UX heuristics for evaluating summative e-assessment

systems targeted at school-aged children (6 to 12 years of age).

3.5. Current frameworks for developing heuristics

Research on developing heuristics has shown that many commonly used methods are extensions or

adaptations of Nielsen's heuristics (1992, 1994). By contrast, other methods involve the creation of

entirely new sets of heuristics tailored to a specific domain, such as e-assessment (Alsumait & Al-Osaimi,

2009; Quiñones et al., 2020). Whereas there are approaches to aid in the design of heuristics (Franklin,

2014; Hermawati & Lawson, 2015; Hevner et al., 2004; Hub & Čapková, 2010; Lechner et al., 2013; Rusu

et al., 2011; Van Greunen et al., 2011), only a few authors have proposed a clear framework or protocol

for developing and validating the heuristics (Jiménez et al., 2017; Quiñones et al., 2018). Hermawati &

Lawson (2015) have critiqued and identified issues with the process of creating new sets of heuristics: (a)

a lack of rigor, robustness, and standardization in the analysis of the effectiveness of domain heuristics

and (b) significant deficiencies in efforts to validate new heuristics. Rusu (2011) offered an earlier

framework for developing usability heuristics consisting of a six-step process. In a literature review,

Quiñones & Rusu (2017) suggested that Rusu’s (2011) methodology had an advantage when compared

with other methods for developing heuristics, as it (a) presented clearly defined stages, (b) included a

standard template for specifying heuristics, (c) included precise validation methods, and (d) could be

applied iteratively. Moreover, Rusu’s (2011) work expresses the importance of graphically showing each

stage and including a validation stage.
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Variations of the Rusu (2011) model targeting specific application domains have appeared over the

years, for instance, for collaborative augmented reality remote systems (Franklin, 2014) or for a public

administration portal (Hub & Čapková, 2010). These approaches offered more explicit descriptions of

the activities the researcher had to perform; however, they needed to be more descriptive of the

validation stage (Hermawati & Lawson, 2015; Van Greunen et al., 2011). Other researchers (Lechner et

al., 2013) presented a methodology for developing usability heuristics with a validation procedure that

incorporated only real users, not assessors (experts). However, the problem with this type of validation is

that the ultimate users may need more information and the skills to assess whether a heuristic is

accurately provided.

A framework that built on Rusu's (2011) approach is the QRR methodology (i.e., a methodology for

developing usability/UX heuristics, named after the authors Quinones, Rusu, and Rusu) (Quiñones et al.,

2018). With the QRR methodology, the authors stressed the importance of the iterative nature of the

method and explained that (a) some stages might be optional, (b) some stages might overlap because it

is necessary to implement two stages together, and (c) one stage might end earlier and one might go

back to an earlier stage (Quiñones et al., 2018). In their article, the authors explained how to apply each

stage to create a new set of usability/UX heuristics for a specific application domain (see Table 1).
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Table 1. Steps of the QRR methodology to develop usability/UX heuristics (Quiñones et al., 2018),

extracted from (Quiñones et al., 2020).

Step Name Description

1 Exploratory stage
Perform a literature review to collect information about the specific
domain, their features, the usability/UX attributes, and the existing set
of heuristics (or other relevant elements).

2 Experimental stage
Analyze data that were obtained in different experiments to collect
additional information that was not identified in the previous stage.

3 Descriptive stage
Select and prioritize the most important topics of all information that
was collected in the previous stages.

4 Correlational stage
Match the features of the specific application domain with the
usability/UX attributes and existing heuristics (or other relevant
elements).

5 Selection stage
Keep, adapt, or discard the existing sets of usability/UX heuristics that
were selected in Step 3 (or other relevant elements).

6 Specification stage
Formally specify the new set of usability/UX heuristics using a standard
template.

7 Validation stage
Validate the set of heuristics through several experiments (heuristic
evaluations, expert judgments, user tests) in terms of their
effectiveness and efficiency in evaluating the specific application.

8 Refinement stage
Refine and improve the new set of heuristics on the basis of the
feedback that was obtained in Step 7.

Another very similar methodology to the QRR is the PROMETHEUS model (Jiménez et al., 2017).

PROMETHEUS is also based on Rusu's (2011) work, however, with the difference that QRR (Quiñones et

al., 2018) provides the expert opinion as a means of validating the freshly constructed heuristics.

180

https://www.zotero.org/google-docs/?Fmqpwx
https://www.zotero.org/google-docs/?Nt4Js1
https://www.zotero.org/google-docs/?8MpE03
https://www.zotero.org/google-docs/?5W7tyg
https://www.zotero.org/google-docs/?pWy9Pj
https://www.zotero.org/google-docs/?pWy9Pj


4. Methodological Approach using QRR
The decision was made to use the QRR methodology (Quiñones et al., 2018) to develop our

domain-specific heuristics because it provided the most detailed step-by-step procedure, including

specific input and output strategies in each step. Additionally, it includes expert opinion as a validation

tool. The QRR has also been widely applied and evaluated in recent research studies, for instance, an

online course evaluation (Jahnke et al., 2021), accessibility of statistical charts for people with impaired

vision and color vision deficiency (Alcaraz Martínez et al., 2022), social network UX heuristics (Quiñones

et al., 2020).

An adaptation of the QRR methodology (see Figure 2) was used to develop the heuristics. In the first

iteration, we walked through the complete steps of the QRR methodology. See Table 1 for a brief

explanation and a complete description of the author's article (Quiñones et al., 2018). Each step and the

results from it are presented below.

We describe our approach in line with the steps of the QRR methodology as described in Figure 2, with

two iterations in the validation step. As the guidelines we based our heuristics on were predominantly

evidence-based (Liu et al., 2022; Sim et al., 2008), we decided to merge Steps 1 and 2. As a validation

methodology, we conducted a heuristic evaluation workshop. We then refined the set of heuristics (i.e.,

based on the outcomes from the heuristic evaluation). We validated the new set of heuristics with an

expert judgment (i.e., a survey for the second round of validation). The outcomes from this last

validation are presented as recommendations for the future development of usability heuristics for

children in an e-assessment context. In the following sections, we describe each step illustrated in Figure

2, including the two validation rounds.
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Figure 2. Illustration of the selection process used to create the final set of heuristics (input activity in

orange, output activity in blue, referenced guidelines and heuristics in yellow).
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Step 1: Exploratory stage

The first author conducted a literature review to collect features and attributes underlying the three

components as illustrated in Figure 1: e-assessment in education, usability/UX, and children. The

outcome from this investigation revealed a set of six e-assessment features (i.e., independence,

immediate feedback, interactive elements, monitoring, selection, and maintaining standards) as

described in Section 3.1. and five usability attributes (i.e., effectiveness, efficiency, errors, memorability,

learnability) and one UX attribute (i.e., accessibility) as described in Section 3.3. We further narrowed

our target group to children between the ages of 6 and 12, explained in detail in Section 3.2. In the next

step, we searched the literature for existing heuristics, addressing the intersections of our three

components from Figure 1. We found six relevant sets of heuristics with a focus on usability/UX

(Arhippainen, 2013; Colombo & Pasch, 2012; Nielsen, 1992, 1994; Shneiderman, 1998), one heuristic

with focus on the intersection of usability and CAA (Sim, 2009), and two on the intersection of

usability/UX and e-learning (Alsumait & Al-Osaimi, 2009; Squires & Preece, 1999), four guidelines at the

intersection of children and usability/UX (Chiasson & Gutwin, 2005; Druin, 1999b; Liebal & Exner, 2011;

Liu et al., 2022), and one with a focus on children and technology (Gelderblom, 2008). In Section 3.4., we

describe the above guidelines and heuristics in more detail. For the final selection of the guidelines that

would form the basis of the development of the new heuristics, we were mainly concerned with the

three intersections in Figure 1. Consequently, we decided to use the guidelines from Liu et al. (2022) as a

first source because they addressed the intersections of children and usability/UX and because they

were (a) evidence-based, (b) adapted/constructed from recent studies (both field and lab), and (c)

internationally conducted in different cultures and populations. In addition, we selected Gelderblom’s

(2008) guidelines, as they were built on an exhaustive literature in the field of child development and

children's technology (e.g., theories from cognitive and educational psychology). Finally, for the

intersection of e-assessment and usability/UX, we selected the heuristics from Sim (Sim, 2009; Sim et al.,

2007, 2008; Sim & Read, 2016). These were also evidence-based and based on a literature review in the

field of CAA. As outlined earlier, the missing intersection of children and e-assessments was the core

motivation for formulating a new holistic set of heuristics covering all intersections as illustrated in Figure

1.
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Step 2: Experimental stage

Step 2, the experimental stage, was merged with Step 1, as the guidelines that we selected were

evidence-based. Therefore, we decided not to conduct additional experiments.

Step 3: Descriptive stage

With Step 3, the descriptive stage, we synthesized the information we collected earlier in the literature

review (i.e., defining underlying features of an e-assessment platform in more detail). For this purpose,

we created an activity diagram to illustrate the users’ interactions with a representative system. Building

on an existing collaboration, we had access to an e-assessment platform developed by the Directorate of

Evaluation, Foresight, and Performance (in French: Direction de l'évaluation, de la prospective, et de la

performance; DEPP). DEPP assigned its primary activity to evaluating and measuring skills in education

and training with a yearly large-scale Mathematics and French e-assessment. These assessments

measure whether the students have achieved their educational objectives and are carried out through

an application on a tablet. It contributes to assessing the policies conducted by the Ministry of National

Education in France. The construction of the activity diagram for the e-assessment platform was aided by

Sim’s (Sim, 2009), which defined the most important elements.

● ellipses represent actions;

● diamonds represent decisions;

● bars represent the start (split) or end (join) of concurrent activities;

● a black circle represents the start (initial node) and end (final node) of the workflow;

● arrows run from the start toward the end and represent the order in which activities happen;
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Figure 3. Activity diagram of how the user interacts with the DEPP application.
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Step 4: Correlation Stage

Based on the activity diagram, eight e-assessment features (see Figure 3: a to h) were identified. In the

next step, we wanted to verify whether these features were all represented in the previously defined

e-assessment systems (see Section 3.1.) and usability/UX attributes (Section 3.3.). Therefore, as shown in

Table 2, we matched the related features identified in Figure 3 to the attributes defined in Sections 3.1.

and 3.3. This matching process was done by the first author and validated by another researcher to

ensure appropriate categorization. An attribute was categorized as very important if it covered four or

more features and as somewhat important if it covered fewer than four features. Two e-assessment

features defined in the literature (i.e., selection and monitoring) were not covered by the DEPP

application (Figure 3). The DEPP platform is summative in nature, and the students do not receive their

test outcome, which means they were not able to identify areas that needed improvement or

development (monitoring), nor were they (from the user’s perspective) able to make judgments about

their performance (selection). The two e-assessment features that were not covered are more relevant

to other stakeholder groups (e.g., teachers). Overall, as can be seen from Table 2, all other features

identified from the DEPP application were addressed.
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Table 2. Relevance for e-assessment, usability, and UX attributes based on the identified features from

the activity diagram in Figure 3.

Topic Relevance

Very important Somewhat important Not covered

E-assessment

attributes

Independence (Loewenberger & Bull,

2003) (a, b, c, d, g, h); Immediate

feedback (Loewenberger & Bull, 2003)

(a, b, e, g, h); Maintaining standards

(Rowntree, 2015) (a, b, e, f, g, h);

Interactive elements

(Wongvorachan et al.,

2022) (c, e, f);

Selection (Loewenberger &

Bull, 2003), Monitoring

(Paige Tsai & Danny

Oppenheimer, 2021)

Usability attribute

Effectiveness (International

Organization for Standardization (ISO),

2018)(a, b, c, d, e, f, g, h); Efficiency

(Nielsen, 2012) (a, c, e, f); Errors

(Nielsen, 2012) (a, b, c, d, f, g, h);

Memorability (Nielsen,

2012) (c, f); Learnability

(Nielsen, 2012) (c, f);

UX attribute
Accessibility (Morville, 2004) (a, b, c, d,

e, f, g)

An example from the DEPP application is shown in Figure 4. In this example, Steps e (i.e., listen to and

read question) and f (i.e., answer question) from the activity diagram (Figure 4) are portrayed. Both of

these steps represent the e-assessment attribute interactive elements, as the children are required to

drag and drop the correct answer into a predefined field (i.e., Groups 1 or 2 in Figure 4). Moreover, this

example represents the usability attribute effectiveness, as it is important that the student succeeds in

correctly dragging and dropping the required response to the field. Finally, it is also related to the UX

attribute accessibility, as the color contrast is not optimal (concerning students with visual disability

problems, e.g., color blindness). Additionally, there is no way to (repeatedly) use an auditory question

and response input, for example, to help users with reading disabilities (dyslexia) understand the

question.
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Figure 4. The DEPP application, representing Steps e and f from the activity diagram.

Step 5: Selection Stage

Based on the previous steps, an initial corpus of 506 guidelines (Gelderblom, 2008; Liu et al., 2022) and

11 CAA heuristics (Sim, 2009; Sim et al., 2007, 2008; Sim & Read, 2016) (see also Figure 2) were

identified. The guidelines and heuristic contain different levels of details, which were then individually

analyzed to make them comparable to the CAA heuristics in a later stage. For the 506 guidelines, we

began our analysis by applying a set of exclusion criteria to remove guidelines that were not applicable.

We excluded guidelines that:

● mainly targeted children outside the age range of 6-12 years (e.g., children younger than 6). For

example, we excluded the following guidelines: “For preoperational children (around age five),

direct manipulation with the mouse is preferable to indirect manipulation through keyboard

commands, as they lack the working memory capacity the latter requires”(F.1.45 (Gelderblom,

2008)).

● focused on devices other than tablets or computers as an interaction technology, as these

devices are currently the most common technologies for running e-assessment applications on.

Therefore, for example, we excluded guidelines addressing Human-Robotic Interaction, as these

forms of interaction differ greatly from traditional instruments. An example of such a guideline
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is: “To enhance personalised interaction between humans and robotic toys: The robot should be

able to recognise the human user as an individual and it should be able to alter its behaviour

according to characteristics and behaviour of that particular user etc. (Gelderblom, 2008)”

● addressed serious developmental disabilities or handicaps in (Gelderblom, 2008) (e.g., blind

children), as the designing of such specific interfaces had to follow different and more specific

requirements, and we aimed to consider basic design knowledge for all users (i.e., 6 to 12

years). However, we did include design principles for children with (a) reading disabilities (e.g.,

dyslexia), (b) visual disabilities (e.g., color blindness), (c) cognitive disabilities, (d) motor

disabilities, or (e) hearing disabilities, as designing for these users follows principles of

accessibility in an educational context. An extract of an example for an excluded guideline is:

“...Blind children can use a joystick to move sounds to fixed positions in space, to ‘catch’ moving

sounds and to ‘throw’ sounds...” (Gelderblom, 2008);

● addressed any specific differences between children regarding their social background or gender

(e.g., culture, ethnicity, gender, demographics, social and economic situation). As an example,

we excluded the following guideline: “Make activities gender-neutral or gender adaptable: Girls

prefer pretend play based on reality while boys prefer pretend play based on fantasy. Girls lean

more toward education and strategy games and boys toward combat and sport games, etc.”

(Gelderblom, 2008);

● cannot be linked to an individual e-assessment context (i.e., on a policy level) in a classroom

context. For example, we excluded guidelines that addressed collaborative aspects, for example,

“Requiring children to move physical props around slows down interaction. Using more (and

different) props together promotes collaboration as it avoids turn-taking and it encourages

different collaboration styles.” (Gelderblom, 2008);

● did not concern the interaction design field, such as guidelines that referred solely to the

content creation of an assessment item or the physical experience, for example: “Present the

breadth of the website's content on the homepage, to achieve a true initial impression of what

the site has to offer.” (Liu et al., 2022);

To attain intersubjective consensus with respect to the exclusions, three authors performed the analysis.

When in doubt about whether to exclude or include a guideline, they discussed any issues until they

reached a consensus. This approach was selected to enhance the reliability of the findings (Miles et al.,

1994).
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After applying the exclusion criteria, the corpus that was left consisted of 136 guidelines. In the next

step, the first author identified common themes in the existing guidelines (Druin, 1999a; Lavery et al.,

1997) using a thematic analysis approach (Guest et al., 2011). The coding scheme was then reviewed by

the other authors to attain intersubjective consensus and ensure the comprehensibility and use of the

designed codes (Miles et al., 1994). The identified themes described the guidelines in one or two words.

In the following step, we merged similar themes and framed the heuristics. Then we formulated the

corresponding checklist points underlying every heuristic which included a detailed description of every

heuristic checking for their applicability (Druin, 1999a; Lavery et al., 1997). The outcome of this process

was an initial set of 11 heuristics with their underlying checklist. The first and last authors then

compared the derived heuristics with the existing CAA heuristics (Sim et al., 2008) to identify missing

elements. The CAA heuristics contained another level of detail, and it was for this reason that we did not

match the heuristics earlier. Furthermore, we changed several formulations of the heuristics and added

one more heuristic that referred to the CAA Heuristic 11 from (Sim et al., 2008) “Minimise external

factors which could affect the user”. The outcome of this stage was a first complete set of 12 heuristics,

including their checklist items.

Step 6: Specification stage

In Step 6, the specification stage, and similar to the template for the QRR methodology (Quiñones et al.,

2018), we added a detailed description to every heuristic along with a visual representation to convey

the main message for every heuristic. Moreover, we formulated the benefits of applying the specific

heuristic (Quiñones et al., 2018). Finally, we linked the e-assessment and usability/UX attributes to the

heuristics (as defined in Table 2) to check for their completeness. We propose the first set of 12

heuristics, including (from top to bottom) the heuristic’s number, name, description, benefit, example,

wireframe, checklist items, features, usability/UX attribute, source (see table 3 for an overview and

Appendix A for an detailed overview of the final heuristics).

Step 7a: First validation stage

Procedure for the heuristic evaluation

We conducted a heuristic evaluation workshop with two HCI experts with primary knowledge about

designing e-assessment interfaces (both experts consented to take part in the study). One of the experts
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(second author) had additional experience with the methodology used for heuristic evaluation and

design. We did not conduct more workshops, as it was challenging to recruit experts who were familiar

with both usability and e-assessment. The aim of this workshop was to obtain an initial critique of the

set of heuristics to refine the heuristics before conducting the main validation study. For the workshop,

we used the same application that was used to construct the activity diagram in Figure 4, from the

French Ministry of Education, DEPP, which aims to monitor the competence of 6 to 8-year-old students in

French and mathematics. We used this application because it meets all the requirements for an

application (i.e., summative assessment of 6 to 8-year-old children). The workshop followed Nielsen’s

(Nielsen & Molich, 1990) procedure, which entails an individual and collective evaluation. For the

personal evaluation, each evaluator (a) read the heuristics and became familiar with them; then (b)

examined and used the e-assessment application; then (c) wrote down any problems they encountered

with the application; and then (d) linked the problems to the heuristics and rated their severity (i.e., from

1 = low to 3 = severe; (see the Appendix B for the individual form for the evaluators). For the collective

part, the evaluators came together, and each evaluator (a) took their list of problems and (b) discussed it

with the moderator (first author) who took notes on the common problems (see see Appendix C). This

process resulted in an aggregated list of problems associated with the heuristics that had been violated,

the frequency score (how often we observed the same problem in the application), and their severity

scores with the following classifications (see Appendix C for the reporting form and outcomes):

1. Cosmetic Problem: The identified issue is mainly aesthetic. Correcting it will improve the

interface’s layout and make the tool more pleasant to use. It is not expected to affect the user’s

performance in the e-assessment, but it would be great to fix if extra time is available.

2. Minor problem: The severity of the issue is medium, and it can be overcome by the user with

some extra effort. Correcting it will improve the usability of the tool and the overall experience.

It might impact the test performance of some students (e.g., students with less computer/tablet

literacy skills).

3. Major Problem: The severity of the issue is important, and it is expected to create difficulties for

all users regardless of their literacy. Correcting it is expected to have a direct impact on the

usability of the tool and the validity of the test; it could affect the results of the test, and fixing it

should be given high priority.
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Step 8a: Refinement stage

Results of the heuristic evaluation

In Stage 8a, the refinement stage, the heuristics were refined on the basis of the results and feedback

from the heuristic evaluation workshop described in Step 7a. We briefly summarize the findings that

came from the experts’ reviews so that readers can understand why we changed certain heuristics. The

experts reported a total of 33 incidents with the e-assessment platform, and all issues could be linked to

a heuristic except for Number 8. Heuristic 6 was linked most often to an issue, followed by 7, 4, 3, and 2.

The other heuristics were linked only once or twice to an issue but were reported to have high severity.

For a complete overview of issues, frequencies, and severity, we refer readers to the Appendix C. As a

result of this workshop and the underlying discussions with the experts, the first author refined and

merged some of the heuristics, resulting in a total of 10 heuristics. First, we merged Heuristic 7, "Visually

highlight interaction design elements," with Heuristic 2 by adding the visual feedback component. We

defined the new heuristic as "Ensure timely and visual feedback on children's actions." This was because

the experts reported some overlapping characteristics between the two heuristics. Second, we removed

Heuristic 8 “Adjust interaction design elements to children's abilities,” as the researcher did not see any

added value of having this as a separate heuristic. However, we kept part of the information from the

checklist items and moved it to the new Heuristic 7, “Design age-appropriate interface elements.” Third,

we added some of the checklist description of the old Heuristic 8 to the new Heuristic 8 and reframed it

to “Make the user interface intuitive and accessible to all children.” Finally, we added external factors to

the last heuristic to put more emphasis on factors that influence the e-assessment experience from the

outside, such as an unstable internet connection. For the second validation round, the expert survey, we

repeated Stages 7 and 8.
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Table 3. Overview of all e-assessment heuristics before and after the first validation round.

#
Names from first set of
heuristics (before first
validation)

#
Names from second set of
heuristics (after first
validation)

Description of second set of
heuristics

1 Prevent errors and help to
recognize them

1 Prevent errors and help to recover
from them

Prevent errors with the interface
from affecting test performance. If
errors occur, help children to recover
from their mistakes.

2 Ensure adequate and timely
feedback on children’s actions

2 Ensure timely and visual feedback
on children’s actions

Provide adequate and immediate
visual feedback on children's actions
and show them the effect it had on
the screen.

3 Provide support and guidance
throughout the interface

3 Provide support and guidance
throughout the interface

Children profit from voluntary
support. Scaffolding options should
help the child navigate throughout
the interface.

4 Make children’s actions and
system status transparent

4 Make children’s actions and system
status transparent

Children should get insights into the
navigation process and system status.

5 Allow the children to control
the interface

5 Give children freedom to control
the interface

Give children the most flexibility
possible for controlling the interface.

6 Anticipate consistency and
standards

6 Anticipate consistency across the
interface

We should strive for consistent
interface design within and across
the platform.

7 Visually highlight interaction
design elements

7 Design age-appropriate interface
elements

Make sure the interface matches
standards in designing for children
and addresses age-appropriate motor
coordination for that age group.

8 Adjust interaction design
elements to children's abilities

8 Make the user interface intuitive
and accessible to all children

Make sure the interface is accessible
to all children and that they can
adjust it to their needs.

9 Design age-appropriate
interface elements

9 Account for diverse technology
literacy

Children might not have the same
technology literacy, so we have to
prevent them from making errors
based on fewer experiences with the
assessment interface or a particular
device such as the tablet.

10 Make the user interface
accessible

10 Eliminate disruptive and external
factors of the delivery platform

The delivery platform should be
responsive, secure, and robust.

11 Account for diverse technology
literacy

12 Eliminate disruptive factors of
the delivery platform
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Step 7b: 2nd Validation stage

Expert Judgment Procedure

For the second iteration, we used LimeSurvey to design a survey that asked experts for their opinions

about our heuristics (expert judgment). All experts filling in the survey had to consent to participating in

the study. We created a questionnaire that assesses evaluators' perceptions of the new set of

usability/UX heuristics (as presented in Table 3, second set) concerning the following dimensions as

outlined in the QRR methodology (Quiñones et al., 2018):

● D1 – Utility: How useful the usability/UX heuristic is;

● D2 – Clarity: How clear the usability/UX heuristic is;

● D3 – Ease of use: How easy it was to associate identified problems with the usability/UX

heuristic;

● D4 – Necessity of an additional checklist: How necessary it was to complement the usability/UX

heuristic with a checklist;

● Q1 – Easiness: How easy was it to perform the heuristic evaluation based on this usability/UX

heuristics set?

● Q2 – Intentions: Would you use the same usability/UX heuristics when evaluating similar

software products in the future?

● Q3 – Completeness: Do you think the usability/UX heuristics cover all aspects of usability for this

software product?

After an initial pilot round (N = 4), we took out dimensions D4 and Q1. In the proposed model and survey

approach by the QRR methodology (Quiñones et al., 2018), the experts were asked to apply a heuristic

evaluation (i.e., in our case, to a particular e-assessment application). Due to recruitment challenges and

time commitments, the survey was redesigned so that the experts were not required to evaluate an

e-assessment application at this point, as they preferred to concentrate on reviewing the heuristics on

the basis of their expertise. The details and recommendations for designing an expert judgment survey

(i.e., to validate a new set of heuristics) is discussed in this paper's limitations and future perspectives.
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The final survey was organized into five main sections:

1. Introduction: the goal of the study, data collection, confidentiality, and consent declaration;

2. Participants’ expertise: current job title, degree of experience (very inexperienced to very

experienced, 5-point Likert scale on HCI, CCI, CBA, usability/UX, education & learning), has

conducted versus has not conducted a heuristic evaluation before, experience in designing or

validating a new set of heuristics;

3. The review of the heuristics: an overview of all heuristics (name only) and first impression of

clarity (5-point Likert scale ranging from 1 = not clear at all to 5 = very clear), ratings on four

dimensions (utility, clarity, simplicity, and relevance with a semantic differential scale), and an

open question asking for recommendations to improve the underlying heuristic;

4. Overall ratings of the heuristics: completeness (5-point Likert scale ranging from 1 = strongly

disagree to 5 = strongly agree), intentions to use (5-point Likert scale ranging from 1 = extremely

unlikely to 5 = extremely likely), other application areas.

5. Final note: Offering an incentive for study participation (i.e., a gift card for 35 Euros).

Step 8b: Refinement stage

Results of Expert judgments (survey)

A total of 24 participants were recruited via Linkedin and the snowball method, beginning with

University and partnership contacts (e.g., e-assessment communities). The participants received a gift

card worth 35 Euros as compensation. All participants further defined their job in one of the predefined

categories, resulting in one designer, 14 researchers, two developer/IT specialists, three

coordinators/managers, three education specialists, and one other, specified as a clinical psychologist.

We further asked for participants’ expertise in (a) designing heuristics and conducting a heuristic

evaluation method, (b) research fields considered essential elements for our designed heuristics:

Education & Learning (E&L), CBA, usability/UX, CCI, HCI.
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Figure 5. Overview of participants' expertise in percentages. The participants could choose multiple

areas of expertise.

As shown in Figure 5, only 20.83% of participants had experience designing heuristics, and 37.5% had

previously evaluated heuristics. Moreover, Figure 5 shows that the primary expertise was in the fields of

E&L, HCI, and usability (more than 50% of the participants stated that they were either experienced or

very experienced in one of the underlying fields). Less than half of the experts claimed to have expertise

in CBA and CCI.

Before entering the specific evaluation of each heuristic, the participants were presented with an

overview of all heuristics (without further descriptions or checklists). As a first impression, 20.8% rated

the heuristics as somewhat clear, 62.5% as clear, and 16.7% as very clear.
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Figure 6. Overview of the mean ratings across all heuristics, including the average mean score per

dimension (black lines).

Overall, the heuristics were rated as strongly positive, with mean scores as follows: utility = 4.37, clarity =

4.41, simplicity = 3.88, and relevance = 4.65 (rated on Likert scales ranging from 1 = strongly disagree to

5 = strongly agree). We observed the lowest overall rating on the simplicity scale, with an outlier on

Heuristic 1 (M = 2.01). We investigated whether having previous experience made a difference in the

extreme rating on the simplicity dimension of Heuristic 1. However, conducting versus not conducting a

heuristic evaluation did not explain any difference in the Heuristic 1 simplicity ratings (U = 40.500, Z =

-0.393, p = .695). Regarding experience with designing heuristics, we could not say whether there was

any relationship with the rating of simplicity for Heuristic 1 because very few people had experience

designing heuristics (n = 5 vs. n = 16 who had no experience). The results of a Mann-Whitney U test

showed no effect (U = 20.000, Z = -1.756, p = .079).
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Additionally, there was no effect of relevant expertise (i.e., in the fields of HCI, CBA, etc.) on the

simplicity rating for Heuristic 1. Therefore, an order effect could have caused the low ratings on this

dimension on Heuristic 1. Participants were still getting used to the structure of the heuristics as

presented in the survey, and they might have experienced it as complex at the beginning. Additionally,

The extreme rating could also have been caused by a misunderstanding of the wording of that

dimension: complex versus simple (i.e., Is the text that describes the heuristics experienced as difficult or

straightforward, or is the process of applying Heuristic 1 expected to be complicated or simple?).

5. Discussion
In the following section, we discuss the outcomes and future perspectives for the heuristics we designed,

and we provide recommendations for improving the existing methodology to develop them.

5.1. Generalizability versus specificity of heuristics

When designing heuristics, researchers often question their applicability and generalizability. As initially

identified in the literature, a heuristic is a common rule of thumb that is supposed to help designers

decide and critique existing interface designs. They were not designed with a specific target group or

domain in mind and should be "broadly applicable" (Nielsen & Molich, 1990). However, recent research

has criticized this proposed generalizability by claiming that not all usability errors can be detected with

broadly applicable heuristics, as critical aspects are overlooked (Markopoulos & Bekker, 2003; Quiñones

et al., 2018).

In line with this shortcoming, one critique we received during our evaluations was that several heuristics

could apply to a broader audience. For example, Heuristic 1 (i.e., error prevention) could account for

participants with lower computer literacy skills in general (e.g., the elderly population). Hence, the first

five heuristics we designed were closely related to the 10 general principles for interaction design

(Nielsen, 1992, 1994). Therefore, these were incorporated into the set of heuristics, as there must be a

common denominator for all interface designs, regardless of the target group and domain. This need for

a common denominator is also why we decided to specify the heuristics in more detail by including a

checklist. The checklist provides the researcher with more explicit points for evaluating the usability of

children's e-assessments. For example, in Heuristic 1, error prevention, previous research (Liu et al.,

2022) has reported that children often tend to quit applications by mistake. Error prevention has been
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discussed in broader terms in educational psychology, for example, during emergent literacy learning

(Gabas et al., 2023). At this juncture, three strategies have been proposed to respond to errors: (a)

accept the logically correct response, (b) correct the error and discuss it, and (c) lead the child to the

correct response (Gabas et al., 2023). For example, designers could provide a pop-up window in the

e-assessment application asking children to confirm that they want to leave before it logs them out of

the system. By doing so, children can understand and correct their actions and learn from their mistakes

for future interactions with the application. Therefore, researchers have pointed out the importance of

implementing error-handling strategies to scaffold children's knowledge and understanding (Henderson

et al., 2002), thus reducing future errors in the process. The child-specific error handling strategy is an

example of an extension of the general heuristic by Nielsen. It addresses the specific needs and

requirements for interface design for young children. However, more research is needed to investigate

whether these proposed strategies could account for other target groups (e.g., the elderly population)

and whether similar implementation strategies (i.e., checklist items) can be formulated.

5.2. Addressing different technologies and hardware

devices

As for the technological systems used for e-assessment, integrated learning management systems (LMS;

e.g., Moodle) of the institutions are used the most, followed by bespoke software (i.e., all those

accessible through the network, e.g., Kahoot). The last category forms the mobile technologies (tools or

applications for exclusive use through mobile devices) with applications focused on assessment, for

instance, ExamSoft (Ortiz-López et al., 2023).

Additionally, recent trends involve discussions of the possibilities for Robotic, Augmented Reality (AR), or

Virtual Reality (VR) interventions (Gelderblom, 2008). We focused solely on tablets and computers as

possible interaction devices in the current set of heuristics. We excluded literature that addressed, for

example, VR or AR because the interaction modes are incredibly different from traditional instruments,

and therefore, many of the heuristics would not be applicable. However, other research has been

conducted in this section; for instance, (Endsley et al., 2017) developing a set of heuristics to advance AR

design in multidimensional augmented environments. Additionally, we decided to exclude VR or AR

technologies from the current heuristic design, as they face several limitations (i.e., financial feasibility

(Riley & Stacy, 2008); poor instruction design (Chen et al., 2005); physical and psychological discomfort
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(Al-Azawei et al., 2019). Future research has to focus on developing e-assessment heuristics for this

particular technology.

Moreover, we decided to address only some differences between tablet and computer devices in our

heuristics. This decision came primarily from the fact that we wanted the heuristics to be applicable to

both devices, as the sheer literacy differences across children can influence their experience.

Consequently, researchers found that more exposure to a particular device (i.e., a tablet or computer)

has been shown to significantly impact a user’s preference for and efficiency with a specific device

(Gelderblom, 2008). Research indicates that although touchscreens are an excellent input device for

younger children because of the direct correlation between the child's actions and the onscreen effect,

touchscreens are not always more efficient than mouse control (Scaife & Bond, 1991). Young children

(ages 3 to 7 years) in particular seem to have difficulty selecting, dragging, and moving objects around

the screen using a finger. Therefore, children in this age group have generally fared better when using a

mouse (Romeo et al., 2003). A study has confirmed that the touch screen seems advantageous, but once

children become proficient with a mouse, they do better with a mouse (Ager & Kendall, 2003).

Therefore, we should investigate this relationship in more detail in future studies, as children nowadays

have more exposure to touchscreen devices (i.e., smartphones).

Future research on the development of e-assessment heuristics for children should address how lower

levels of literacy with a certain device or type of technology influences the e-assessment experience.

5.3. Recommendations for the methodological approach

The QRR framework (Quiñones et al., 2018) has been designed in extensive detail and comes with a

significant number of examples from different areas of application, for instance, social networking

(Quiñones et al., 2020). We recommend that authors provide an overview of these sources and studies

to help other researchers understand and look into the particular example reports (i.e., use cases) that

are closest to their topic of interest. The inclusion of example reports has the potential to enhance the

accessibility and practicality of the complex approach, which may otherwise be perceived as daunting

and may be discouraging for researchers. Second, in the first step, the exploratory stage, we recommend

that authors include an analysis of the target audience in addition to the focus on the domain. As

discussed in the previous section, the target audience is particularly important in fields where several

different target groups are found with unique characteristics that are worth addressing. In addition, the
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technology of the target system should be considered, as it also influences the selection and definition of

the evaluation criteria. Figure 7 presents a summary of the main building blocks, which should form the

initial steps of the exploratory stage. The usability/UX attributes and topic/domain of interest are the

building blocks that are currently included in the QRR methodology; consequently, we recommend that

the type of technology and user groups be added as outlined below.

Figure 7. Recommended building blocks for the analysis in the first step of the QRR methodology, the

exploratory stage.

Third, in Step 4 of the QRR methodology, we needed help defining concrete e-assessment features. In

the examples the authors provided, they did not clarify how they extracted the features (Quiñones et al.,

2018). Therefore, we chose to apply an activity diagram to one use case (i.e., an e-assessment

application to which we had access). By doing so, we extracted a basic set of e-assessment features.

Fourth, Step 5 needed more specifications. In our example, we formulated some exclusion criteria to

select and construct a final corpus of guidelines on which to build our heuristics. We decided to

synthesize the information by applying thematic analysis, which is different from the method the QRR

methodology proposed.

Consequently, there is a need to define this qualitative process in more detail, either by referring to a

suitable method or by describing the adjustments. Fifth, we needed help with the process of validating
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the heuristics. As described in (Quiñones et al., 2018), the expert judgments also contained elements

from a heuristic evaluation workshop (i.e., in which the experts were asked to apply the designed

heuristics to an application). We constructed our initial survey similarly and ran into the problem that

only some participants completed it. We concluded that the survey needed to be shorter (i.e., we asked

the participants to relate every problem they found in their e-assessment application to one of our

heuristics). In addition to this demanding task, we asked the experts to rate the heuristics on four

dimensions (i.e., similarly to what we did on the final survey) and to give advice for improving them.

Therefore, we recommend clearly distinguishing between these two methods. An expert judgment

survey should collect knowledge about the topic of investigation (i.e., in our case, the triangulation of

e-assessments, children, and usability/UX) to validate whether everything from the perspective of

multiple experts has been covered. Also, a large pool of experts should check the heuristics for clarity

(i.e., to ensure that the heuristics are interpreted correctly).

On the other hand, a heuristic evaluation workshop should ideally focus on the usability aspects of the

heuristics (i.e., how does a researcher apply the heuristics, how predictive are the heuristics, and did

they detect or cover all problems encountered with a system). The two methods are complementary,

and provide the researcher with different data, and could be used at different stages in the development

process. Lastly, more explicit guidance is needed to design the surveys and workshops that are being

used to validate the heuristics. In this paper, we provided one detailed example of a survey that was

used to validate the designed heuristics; however, more work is needed to standardize the tools and

measures.

6. Limitations
The current study has several limitations, which we identify in the following. First, the heuristics data

belonged to three sources (Gelderblom, 2008; Liu et al., 2022; Sim et al., 2008). To account for the

completeness and timeliness of our heuristics, we extracted recent expert feedback with our survey.

However, we still might have missed essential evaluation aspects in the current heuristics, even though

we had taken numerous experts by the hand (N = 24). Furthermore, given that English is the

predominant language in the scientific community, we limited our scope to existing heuristics presented

exclusively in English (there was one exception from the German literature, but we did not include it in

the final selection). Therefore, we might have missed the community-specific guidelines or heuristics

published in languages other than English. However, with the United States and the UK as top countries
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for publications in the domain of e-assessment (Ortiz-López et al., 2023) and similarly for the other

domains (children and usability/UX), we believe that we covered the most important aspects. Second, in

the construction of our initial corpus of guidelines from which we extracted the heuristics, we might

have introduced some bias, as most of the coding was done by the first author. However, by including

two more authors for a cross-check on the exclusions and codes (i.e., thematic analysis) to attain

intersubjective consensus (Miles et al., 1994), we helped to further reduce bias in the interpretation and

coding. Third, we based the features that were extracted for the e-assessment application on one single

use case. We could have constructed a similar analysis (e.g., activity diagram) to have a more solid

collection of features and to account for a more complete feature set. Finally, we did not use any

heuristic to calculate, for example, the effectiveness of our heuristics. It is critical in an early stage to first

validate whether the heuristics that were developed were clearly formulated to check for their

completeness and features before accounting for their reliability. Additionally, as our heuristics are

domain-specific and evidence-based, we do not expect to find fewer usability problems than with a

standard set of heuristics (Nielsen, 1992, 1994) (i.e., see also a previous discussion on this topic in

Section 5). However, future research should investigate applying the heuristics to different e-assessment

systems with different levels of expertise to test and guarantee their transferability. For this purpose,

heuristic evaluation workshops would be ideally suited where different systems could be taken by hand

to test for the validity and reliability of the heuristics. Additionally, future research could let some

experts use the heuristics for extended periods in time (i.e., longitudinal study) to encounter their

practical necessity.

7. Conclusion
In this paper, we followed the QRR methodology to design a set of usability/UX heuristics to evaluate

children's e-assessments. The proposed heuristics were based on an evidence-based corpus of 506

guidelines, which we further synthesized using the thematic analysis approach. The final set of 10

heuristics was validated through two rounds of expert evaluations: a heuristic evaluation workshop and

an online expert survey. The 10 derived heuristics were evaluated as strongly positive in utility,

relevance, clarity, and simplicity by relevant domain experts. On the basis of our analysis, we concluded

that the existing heuristics provide a foundation for evaluating e-assessment systems for children

between the ages of 6 and 12. Future research should invest in validating the heuristics further, for

instance by applying them in an heuristic evaluation workshop.
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Moreover we put several recommendations in place for the QRR methodology, emphasizing the

comprehensiveness of the exploration criteria (i.e., Step 1 of the approach). Hence, we advocate

including the user group and technology along with the domain and usability/UX focus. Future research

should verify and complete this notion by applying and advancing the current methodology. Considering

the points above, we propose a first set of 10 UX/usability heuristics to evaluate the UX and usability of

e-assessment platforms designed for children between 6 and 12 years.
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10. Appendices

A.Overview of heuristics

#1 Prevent errors and help to recover from them

#2 Ensure timely and visual feedback on children’s actions

#3 Provide support and guidance throughout the interface

#4 Make children’s actions and system status transparent

#5 Give children freedom to control the interface

#6 Anticipate consistency across the interface

#7 Design age appropriate interface elements

#8 Make the user interface intuitive and accessible for all children

#9 Account for diverse technology literacy

#10 Eliminate disruptive and external factors of the delivery platform
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#1 Prevent errors and help to recover from them
Explanation: Prevent errors with an interface from affecting test performance. If errors occur, help

children to recover from their mistakes.

Example: Avoid children from quitting the application by mistake by, e.g., providing a pop-up window in

which they need to confirm their action before leaving the application..

Checklist:

● To prevent children from producing inaccurate outcomes, include restrictions limiting activities

they may perform at certain stages throughout the interaction as error prevention measures.

● Assist children in identifying mistakes by providing error messages in languages that children can

comprehend. Clearly explain the problem and propose a solution. Make it necessary for children

to confirm actions that may be incorrect before executing them, such as marking exits and

warning children when they are about to leave the platform.

● Facilitate the process of undoing an activity. Assist in error recovery by providing appropriate

guidance based on the individual's comprehension level (e.g., young children may not possess

the knowledge to utilize Undo/Redo commands).

● Ensure constant accessibility of a keyboard, whether physical or digital, to correct errors that

arise from handwriting interfaces, including spelling problems, grammatical faults (such as

improperly formed letters), or execution errors (such as failure to make contact with the tablet

using the pen or unintentional addition of characters).
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Benefit: Children can concentrate on the assessment and don't use their cognitive capacity for error

handling.

E-assessment feature: Immediate Feedback

Usability attribute: Effectiveness, Errors, Learnability

UX attribute: Accessibility

Related heuristics: Gelderblom: F.1.29, F.7.28, F.7.29, F.7.30, F.7.31, Liu et al.: 13, 28, 97, 141, 146, 147,

Sim & Read: 1, 7
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#2 Ensure timely and visual feedback on children’s actions
Explanation: Providing adequate and immediate visual feedback on children's actions and showing them

the effect it had on the screen.

Example: Highlight or change the color of a button immediately after it has been pressed.

Checklist:

● Offer comprehensive feedback by providing information through several modalities (i.e.,

acoustic, tactile, verbal, or visual) on the user's actions and corresponding outcomes.

● Present the system's features using visually oriented interface elements instead of relying on

text, allowing young children who cannot yet read to utilize the system. Ensure that clickable

elements are visually distinguishable as interactive; create buttons, links, and symbols that

provide clear cues about their functionality;

● Modify the visual appearance of clickable items.

● Differentiate between navigation and content. Differentiate between objects that youngsters can

engage with and those that they cannot;

● Ensure that the response time is prompt. When the job is not completed immediately, the

system should signal that it is still being processed. The absence of immediate feedback results

in repetitive clicking or keystrokes, potentially affecting the program's operation. Response times

for similar jobs should be equivalent;

● Create multimedia content tailored to your target audience's computer capabilities. Provide

prompt feedback and refrain from utilizing automated responses for video and animation.
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Benefit: Clear navigation structure and faster reaction times because children understand intuitively

where they are supposed to click. Also fewer user errors and frustrations.

E-assessment feature: Immediate feedback, interactive elements

Usability attribute: Efficiency

UX attribute: -

Related heuristics: Gelderblom: F.7.20., F.7.23., C.2.2, C.2.3, C.2.4, C.2.5, C.2.9, C.2.14. Liu et al.: 16, 17,

20, 21, 22, 23, 27, 39, 40, 43, 102, 140, 150, Sim & Read: 3
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#3 Provide support and guidance throughout the interface
Explanation: Especially children profit from voluntary support. Scaffolding options should help the child

navigating throughout the interface;

Example: Place easy-to find links to brief text/audio explanations wherever the child might or want

instructions.

Checklist:

● It is not advisable to rely on trial and error for children to solve all difficulties. Incorporate

techniques to direct their attention and prompt them to strategize their answers;

● Ensure that instructions are consistently available. Inform children about the many available

scaffolding alternatives and provide instructions on how to access them.

● Include augmentative features such as text-to-speech technology, particularly with a headset. Do

not mandate that minors obtain assistance through documents.

● Facilitating the child's attention towards the appropriate interface element with techniques such

as highlighting, emphasizing, organizing, and arranging;

Benefit: Teachers and/or Test administrators are not overwhelmed by providing support and children can

solve their problems independently. This can have a positive effect on the user experienceUX with the

e-assessment platform.

E-assessment feature: Immediate feedback, independence, interactive elements, monitoring

Usability attribute: Learnability, effectiveness

UX attribute: Accessibility
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Related heuristics: Gelderblom: B.2.15, B.5.5, B.5.12, C.1.2, C.1.3, C.1.8, C.1.11; Liu et al.: C.1.11; Sim &

Read: 3
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#4 Make children’s actions and system status transparent
Explanation: The children should get insights into the navigation process and system status.

Example: Progress indicators enable children to locate where they have been, where they are and where

they can go.

Checklist:

● Render things and activities perceptible to obviate the necessity for children to recollect

instructions or prior selections; Ensure that children have a precise understanding of the

subsequent necessary course of action. Develop a translucent interface that allows children to

concentrate on the essential tasks rather than the mechanics of operating the interface. There

must be clear connections between user actions and the resulting impact of these activities (see

heuristic #2, #7).

● Refrain from displaying limited navigation cues and prompting visitors to click for further

options. To clarify, include all assessment questions in the overview, preferably with

corresponding numbers.

● Provide clear and conspicuous "you are here" responses to the children. Present them with their

current location and available destinations. Ensure clarity in navigating the program using

features such as progress indicators or system status highlighting (see heuristic #2).

Benefit: Transparent user actions help the children to understand the progress and underlying status of

their actions so that errors can be prevented such as repeated clicking because the child thinks that the

input was not received.

Related heuristics: Gelderblom: F.4.3, F.7.18, F.7.21, F.7.22 Liu et al.: 45, 55, 76, 80, 117, 144; Sim &

Read: 4, 9

E-assessment feature: Independence, monitoring

Usability attribute: Memorability

UX attribute: Accessibility
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#5 Give children freedom to control the interface
Explanation: Give children the most flexibility for controlling the interface.

Example: Let them freely move within the interface e.g., by reviewing and editing content or skipping

instructions.

Checklist:

● Ensure that children can modify their activities to observe the resulting impact. To facilitate

children's understanding of cause and effect relationships, it is beneficial to allow younger

children to manipulate items on the screen by dragging them.

● Enable the user to manipulate multimedia clips as long as it does not limit the assessment

objective. Implement a commencement, termination, and repetition feature for all videos.

● Facilitate the utilization of shortcuts for regular users, allowing them to bypass introductions and

instructions that they are already familiar with. Ensure that children are knowledgeable of these

alternatives;

Benefit: More user control can prevent frustrations (e.g. skipping an introduction) and promote

engagement and self-directed exploration of the interface.

E-assessment feature: independence

Usability attribute: -

UX attribute: Accessibility

Related heuristics: Gelderblom: B.2.3, Liu et al.: 124, E.2.3, F.2.2, F.2.3, F.3.7; Sim & Read: 2
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#6 Anticipate consistency across the interface
Explanation: We should strive towards consistent interface design within and across the platform.

Example: An icon (e.g. play button) should represent the same meaning across other platforms used by

children.

Checklist:

● Use consistent buttons or actions throughout the interface.

● Ensure the coherence and uniformity of the interface and the way information is processed both

inside a single system and across several systems. Children anticipate consistent behavior from

the system upon repeating an activity. Hence, it is imperative to ensure the activities are

analogous.

● Children should be able to match real-world experience with the interface elements, e.g.,

instead of the Undo/Redo option, you could provide them with an Eraser tool.

Benefit: Age appropriate interface design prevents users from making errors and elicit frustrations. Good

interface design can lead towards better UX and fair assessment chances.

E-assessment feature: maintaining standards

Usability attribute: Learnability, effectiveness

UX attribute: Accessibility
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Related heuristics: Gelderblom: F.1.11, F.1.27, F.1.28., F.6.8., F.7.1., F.7.4., F.7.5., F.7.20., F.7.23, Liu et al.:

9, 20, 21, 22, 23, 27, 32, 39, 43, 49, 52, 70, 71, 72, 73, 74, 75, 77, 79, 91, 93, 102, 113, 122, 123, 125, 127,

140, 150, 156, Sim & Read: 5
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#7 Design age appropriate interface elements
Explanation: Make sure that the interface matches standards in designing for children and addresses age

appropriate motor coordinations for that age group.

Example: Make a button big enough so that the child can select it.

Checklist:

● Ensure that interactions align with children's precise motor skills and developmental levels.

Children aged six and older can use input devices effortlessly and utilize many input devices.

● Equip novice writers with a digital pen since it enhances the ability to write smoothly and more

effectively than a keyboard.

● Dimensions of interface components: Enlarge screen objects when a touchscreen interface is

employed, as it is more challenging to select items with a finger accurately. For instance, ensure

that the close button is sufficiently large to be easily seen by children.

● Designing icons: The accurate interpretation of an icon relies on its caption (the intended

message it conveys), the context in which it will be displayed, and the picture itself. When

creating icons for children's interfaces, it is essential to consider that the design should utilize

children's preexisting knowledge, which may include information acquired from watching

cartoons (see Heuristic #6).

○ Children prefer colored icons and perceive black-and-white symbols as more challenging

to identify.

○ They have a preference for icons that are presented in a boxed format;
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○ Children have greater ease in identifying animated symbols than static ones, and they

derive pleasure from the icons becoming animated upon the movement of the mouse

over them.

○ Icons that include verbal clues are inappropriate for children between five and eight.

○ Cultural specificity should be avoided while designing icons.

● Text design:

○ Use simple, relatively large fonts, comparable in size to at least 12-point print type;

○ If you have to use text, use easily understandable and succinct text only;

○ Minimize the amount of text on screens. Chunk text into short paragraphs for easier

reading and scanning;

○ Combine text with images to encourage reading; use audio, pictures, and animations to

supplement instructional text;

○ Do not write text in upper case only;

○ Provide good contrast between the text and the background, place text on solid

backgrounds;

○ Avoid presenting documents as PDFs. Have HTML versions available;

Benefit: Prevent children from making errors or not being able to navigate throughout the interface.

E-assessment feature: maintaining standards

Usability attribute: learnability, effectiveness

UX attribute: Accessibility

Related heuristics: Gelderblom: A.2.2., F.6.9., F.1.13., F.1.25., F.7.3., F.7.7., F.7.23. Liu et al.: 8, 24, 25, 48,

56, 102, 116, 126, Sim & Read: 4
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#8 Make the user interface intuitive and accessible for all children
Explanation: Make sure the interface is accessible to all children and they can adjust it to their needs.

Example: The interface should be supported by auditive input.

Checklist:

● Utilize multi-modal feedback to enhance the clarity and usability of technology designed for

children. Offer audio instructions, ensuring negligible disruption to other children by requiring

headphones. For example, audio and text cues can enable children who can read and those who

are learning to access a system. Additionally, it may aid in ensuring that a plan is accessible to

children with impairments;

● The user interface should possess adaptability, enabling users to modify the input and output

format as desired. For instance, the interface should allow users to turn noises or music on or

off.

● Adaptive systems provide automated user interface customization, such as allowing children in

multilingual nations to select their favorite language.

● Ensure that children possess a precise comprehension of numbers and ideas that bear phonetic

resemblance to other words (e.g., two, table, odd). Always take into account how the context

could impact their comprehension;

Benefit: Equal chances for all users of the the same interface due to improved accessibility of the

interface;
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E-assessment feature: Interactive elements, Independence

Usability attribute: learnability, effectiveness

UX attribute: Accessibility

Related heuristics: Gelderblom: F.7.33; F.7.34; Sim: 8

#9 Account for diverse technology literacy
Explanation: Children may not have the same technology literacy so we have to prevent them from

making errors based on fewer experiences with the assessment interface or a particular device such as

the tablet.

Example: Including a tutorial page where children can practice certain functionality (e.g. drag and drop)

of the interface.

Checklist:

● Do not underestimate the importance of the following computer literacy skills:

i. Understanding the computer's interface and being knowledgeable about the norms

associated with it;

ii. Interacting with digital text;
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iii. Searching for and obtaining relevant information;

iv. Possessing the requisite sensorimotor abilities for engaging with computers;

● Initiate children with activities that allow them to develop proficiency in utilizing the

touchscreen interface. This may be accomplished by incorporating a training module that assists

youngsters in acquiring a sufficient cognitive framework to navigate the system effectively.

Examples of practice include:

i. Manipulating screen-based items by dragging and dropping them;

ii. Identifying the precise positions of each key on the keyboard;

Benefit: Exercising the different interaction functions in the platform before the real assessment starts

can free up working memory. So children are not limited to previous knowledge and can concentrate on

the task at hand.

E-assessment feature: Independence

Usability attribute: errors, learnability, memorability

UX attribute: accessibility

Related heuristics: Gelderblom: B.6.1, B.6.2, F.1.10, F.7.26, Sim & Read: 10
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#10 Eliminate disruptive and external factors of the delivery
platform
Explanation: The delivery platform should be responsive, secure and robust.

Example: The answers to questions should be automatically saved.

Checklist:

● Design multimedia for your audience's computing power. Ensure that there is minimal

latency when moving between questions or saving answers;

● Ensure the delivery platform is secure and robust, e.g., children are already aware about

privacy issue;

● When answers are input, the data should not be lost or overridden by automatic input;

Benefit: Children stay concentrated and do not lose their focus on the e-assessment.

E-assessment feature: Maintaining standards

Usability attribute: efficiency, errors

UX attribute: -

Related heuristics: Gelderblom: B.6.1, B.6.2, F.1.10, F.7.26, Sim & Read: 10
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B. Individual form Evaluators’ review
Severity Rating:

1. Cosmetic Problem: The issue identified is mainly aesthetic. Correcting it will improve the interface’s layout and make the tool more

pleasant to use; It is not expected to affect the performance with thee-assessment, it would be great to fix if extra time is available.

2. Minor problem: The severity of the issue is medium, and it can be overcome by the user with some extra effort. Correcting it will

improve the usability of the tool and the overall experience; it might impact the test performance of some students (e.g. students with

less computer/tablet literacy skills).

3. Major Problem: The severity of the issue is important, and it is expected to create difficulties for all users regardless of their literacy.

Correcting it is expected to have a direct impact on the usability of the tool and the validity of the test; it could affect the results of the

test, and fixing it should be given high priority.

Problem found
(write a single
problem in
each space)

Heuristic(s
) violated
(Insert
#n of
heuristic)

Task
(where it was violated)

How it was found Severit
y
Rating
(1 - 4)

Comments about Heuristic

​ Starting the test
​ Navigating within

the test
​ Answering a

question
​ Finishing the test

​ Scanning for
problems

​ Applying the
heuristic to search
for problems

​ Trying to force
errors

​ Starting the test
​ Navigating within

the test
​ Answering a

question
​ Finishing the test

​ Scanning for
problems

​ Applying the
heuristic to search
for problems

​ Trying to force
errors
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C. Merged Problems Evaluators

Problem (state the problem here) Where did it happen? Frequency Heuristic
violated

Severity
score

Entry button is missing an icon;
there is no visual feedback;
it does not look like a button, no
hover state, and no color change.

After the tutorial (entry page) 1 7, 2 1

No icon is presented and there are
no audio instructions; thus, students
are forced to read. The verification
process has to be done by the
students.

ID and Password 1 11 1

The arrow to go back to the menu
does not look clickable; also there is
no button to start the assessment.

Entry page
(after selecting the module )

1 7 1

There is no visual feedback, and the
sound is turned off (need to change
the settings to turn it on); to listen to
the text, a button has to be pushed.
On another page, the sound started
automatically.

Tutorial page 1 3, 2 2

The tutorial is moving automatically
to the next page/questions, might
be too fast for some kids; Lack of
control during onboarding, e.g.,
students cannot skip or move back
to the tutorial.

Tutorial page 1 6, 10 2

There is a lack of explanation, the
voice does not mention the verb
clicking or press, you do not know
how to interact.

Tutorial page 1 3 2
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The tutorial is passive, and they do
not know where to click, nor can
they practice with the interaction
elements (e.g., drag and drop)

Tutorial page 1 11 2

The contrast between the
background and text is not good,
also red and green are used
together, which is problematic for
children with color-blindness.

Tutorial page 1 7 1

Text is centered and not left-aligned;
it should be all aligned similar to the
other content.

Tutorial page 7 1

Problems with accessibility, (i.e., it is
hard to read), it is not clear how to
organize the info, small sentences
(white on blue); there is no defined
area for the questions, overall not
well-structured, and a lack of
consistency.

Start test all time ,
every page

9, 6 3
(accessibili
ty), 2 (for
the
structure)

The icon at the top left is for back
navigation, it is not intuitive, no
other navigation option.

Test page every page 3, 5 1

Overall lack of consistency, if you
don’t understand the icon, you can’t
go back. No clear differentiation
between images vs. icons.

Test page every page 7, 6 2
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Lack of transparency regarding the
navigation. Students should be
warned about the consequences of
clicking the “next” or “back” buttons

Test page every page 4 3

If you use the logo button, for some
questions, it deletes your entry data.

Test page every page 4 2

If there is no data input, there
should be a warning that no data
have been typed before proceeding.

Test page every page 4 3

Lack of consistency with well-known
icons and their meaning (i.e., arrow
means play for a specific part of the
text but the arrow is not play for the
kids); headphone icon for voice
input on the tutorial page (not as
expected for listening).

Test page every page 6 1

The arrow button looks like a
dropdown, not like an audio
explanation, the call to action is
missing.

Test page every page 7 1

There is no visual feedback after
clicking the audio button.

Test page every page 2 1

Lack of consistency, different color
background, same type of question
but different way of presenting
them.

Test page 6 1

Half of the sentence moved off the
screen and is therefore difficult to
read, problem with the
responsiveness of the page? Also
some elements are hidden.

Test page 6 (on technical
level), 12, 9

3

No visual feedback and not sure
where you can drag and drop.

Test page 3, 5 2
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Drag and drop lacks consistency (i.e.,
different colors).

Test page 6 1

There is a mismatch within one
question between what is asked and
what can be done, you should select
one item, and you have to select two
answers.

Test page 1 4, 6 3
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Chapter 5: General Discussion
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1.Synthesis of results

The primary objective of this doctoral dissertation was to investigate and report on methods, including

their challenges, for measuring children’s user experience (UX) in an e-assessment context. My coauthors

and I first aimed to provide an overview of recent developments and empirical methodologies in

child-computer interaction (CCI). By conducting this overview, we identified suitable methods for

investigating children’s UX with e-assessments. To paint a holistic picture, we examined UX from two

angles: the children’s self-reported UX and the experts’ perspective. We also used two distinct methods:

a survey focusing on scale evaluation (children’s self-reports) and a heuristic evaluation (experts’

perspective).

1.1. Recent developments in measuring children’s UX

The first objective of this dissertation was to establish an overview of existing interaction design

methodologies employed in the context of e-assessments administered to children. The ultimate corpus

included in our systematic literature review in Chapter 2 (Lehnert et al., 2022) comprised a total of 272

empirical publications. Through our investigation, we improved our understanding of the current

empirical approaches employed in CCI. The findings suggested a tendency toward implementing field

studies, with a particular emphasis on specific product categories, such as interactive games and

professional software. In addition, we documented an increase in research efforts related to new

technologies, such as virtual reality (VR) and augmented reality (AR), in recent years.

Moreover, a triangulation of methods is commonly applied, with more than half of the researchers

employing a mix of two or more approaches in the design and evaluation of their products. However, our

findings indicate that the most prevalent approach in research is the combination of various research-led

methods (i.e., user observation and semi-structured interviews). Therefore, in future research, we

encourage researchers to explore novel combinations of techniques from the broad spectrum of

research- and design-led approaches with integrations of different levels of stakeholders during the

research process. The problems we identified also highlight the necessity for additional strategies and

interventions that are appropriate for younger children and those with various abilities (Spiel et al.,

2019). There is a notable endeavor to enhance the range of approaches in the area of participatory

design, including the utilization of creative sessions among youngsters. This endeavor is particularly

evident in the advancement of novel tools and procedures, as such an expansion is expected to persist
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into the future and encompass all growth segments. Furthermore, it is essential to highlight the

necessity of reporting on research practices (Spiel & Gerling, 2021) by, among others, documenting the

use of ethical protocols when engaging children in research and creative endeavors. Taking into

consideration the challenges involved in such thorough documentation, we anticipate forthcoming

patterns and obstacles in the utilization of CCI techniques to achieve a child-centered approach.

1.2. Challenges involved in measuring children’s
self-reported UX

The second objective of this dissertation was to evaluate the suitability of survey and scale designs for

measuring children’s self-reported UX. We selected a survey as the possible methodology for evaluating

children’s UX because it is a discrete method that does not require researchers to intervene. This

technique can be implemented both before and after an evaluation. However, it is not advisable to

administer a survey during the assessment, as it could distract the children from the primary activity and

could impact their overall performance on the exam. Additionally, surveys offer the benefit that they can

be administered to a large sample which was an advantage and privilege we had due to the collaboration

with our partners (i.e., DEPP).

Nonetheless, more methodological knowledge is needed on how best to administer well-designed

response scales that are appropriate for children's cognitive capacities, levels of motivation, and

environmental circumstances. Extreme replies (Read et al., 2002.; Zaman et al., 2012), nonresponse,

random answers, low repeatability, and inconsistency are frequently recorded (Borgers, 2003; Borgers et

al., 2004; Borgers & Hox, 2001), particularly with young children (J. C. Read & MacFarlane, 2006; Zaman

et al., 2012) who are still in elementary school. Thus, Chapter 3 presented an empirical assessment of

three often utilized visual scale designs, namely, the Nodding Heads Scale (NHS), the Smileyometer Scale

(SOS), and the Thumbs-Up Scale (TUS). The findings shed light on various diverse factors that tend to

influence children's answers and potentially bias the survey questions. As previously reported (Read et

al., 2002; Zaman et al., 2012), these biases include nonresponse and overly positive responses. In a

separate academic paper that is related to but not included in the present dissertation, we examined the

factors that have the potential to contribute to bias by explicitly focusing on response and anchor biases

observed in survey research.

In Chapter 2 and the additional research results, we demonstrated how important it is to develop scales

that are pleasant but simultaneously less complicated (i.e., with fewer answer alternatives and no
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ambiguity), as these characteristics may affect children’s responses to survey questions. To illustrate, in

our cognitive interview study, the NHS was rated as lowest on enjoyment and the highest in terms of

complexity while at the same time showing the highest level of nonresponse in the field research (i.e.,

digital questionnaire). On the other hand, the SOS contained a higher completion rate (i.e., digital

questionnaire) and was evaluated to have a lower level of difficulty (i.e., cognitive interviews). On the

basis of these results, future scale designers should carefully investigate how these factors interact to

reduce the likelihood of bias in surveys for children. In the empirical studies, we derived some design

recommendations for pictorial scale for young school-aged children and provided ideas for further scale

evaluation.

1.3. Taking the experts’ perspective into consideration to
design user-friendly e-assessments for children

The third objective of this dissertation was to include the experts’ perspective on how to design fair and

user-friendly e-assessments. To this end, we developed a series of usability/UX heuristics for

e-assessment platforms targeted toward children according to the QRR approach (Quiñones et al., 2018)

(named after the first authors, Quiñones, Rusu and Rusu). We derived the heuristics from an

evidence-supported corpus of 506 guidelines (Gelderblom, 2008; Liu et al., 2022) and 11 heuristics (Sim,

2009). We then analyzed them thematically to synthesize them (Guest et al., 2011). We conducted a first

validation study of the final 10 heuristics through two different rounds of expert reviews: a heuristic

evaluation workshop and an online survey that included experts from distinct fields. The domain experts

rated the heuristics on utility, relevance, clarity, and simplicity. On the basis of the outcomes, the current

heuristics make a first step towards the development of a tool for evaluating e-assessment platforms

designed for children between the ages of 6 and 12. Future research should continue to validate the

heuristics with different e-assessment systems and in different settings to safeguard their transferability.

Moreover, we advise to introduce the heuristics to more experts who can apply them to various

e-assessment systems over a longer period of time. Consequently, there is a need for future research to

thoroughly test the value of these heuristics. The final heuristics can then be used to improve children’s

overall UX and to ensure that future e-assessment platforms will be intentionally designed to meet the

specific requirements and capabilities of children. In addition, we offered several recommendations for

how to improve the employed approach (Quiñones et al., 2018) with a particular emphasis on enhancing
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the comprehensiveness of the exploration criteria from the initial phase of the approach. Therefore, in

addition to emphasizing the domain and usability/UX, we propose that both the user group and

technology be incorporated. Subsequent investigations should validate and augment this concept by

implementing and improving the existing technique. On the basis of the considerations described above,

we extended the comprehensiveness of the QRR approach by improving its ability to develop usability

heuristics.

2.Contributions

This dissertation makes several contributions (Wobbrock & Kientz, 2016).

As demonstrated in all three research papers, the main contribution of this dissertation is

methodological.

First, in our systematic review in Chapter 2 (Lehnert et al., 2022), we offer directions for future research

endeavors that will facilitate the development of improved methodologies in the discipline of CCI. A

systematic review offers a unique opportunity to examine the body of literature to address various

concerns, and our comprehensive systematic review provides designers and researchers from different

fields with a unified and cohesive synopsis of interaction design methods that are appropriate for

children. Therefore, Chapter 2 makes a methodological contribution to the existing research in the field

by (a) providing a comprehensive analysis of a diverse child population, including children with varying

developmental abilities and those between the ages of 0 and 18 years, (b) employing various

methodologies to demonstrate the interaction between the roles of children and adults, and (c)

identifying patterns of triangulation in the application of research methods while considering recent

ethical discussions about the participation of children in design processes.

To make our second methodological contribution, we evaluated child-appropriate survey methods in

Chapter 3 that will contribute to a better interpretation of UX methods in the context of e-assessments.

Given that extreme responses (Read et al., 2002; Zaman et al., 2012), lack of reaction, random

responses, limited consistency, and low test-retest reliability in young school-aged children have

previously been documented (Borgers, 2003; Borgers et al., 2004; Borgers & Hox, 2001), and confirmed

in our large-scale digital questionnaire, we investigated the need for more methodological expertise in

designing response scales that are appropriate for children's cognitive capacities and motivation. To

address this need, in Chapter 3, we examined the thought processes that underlies children's survey

answers to identify possible explanations for errors in design scales intended for children. Using a
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cognitive interview study, we gained insights into the complex relationships between cognitive

processes, children's motivation, and the level of complexity inherent in the scale. To provide future

guidance and inspiration to researchers in developing scales, we formulated six recommendations for

the future development of scales intended for use with children.

Third, Chapter’s 4 methodological contribution includes the extraction of heuristics for the design of fair

and child-friendly e-assessment systems. Previous investigations of the practice of creating

domain-specific sets of heuristics had prompted research investigations into the functioning of

e-assessment platforms, specifically those of Computer-Assisted Assessments (CAAs) (Sim, 2009; Sim et

al., 2007, 2008; Sim & Read, 2016). Nevertheless, such previous studies had overlooked the unique

demographic of children and the age-related characteristics of the e-assessment application. In Chapter

4, we aimed to fill this research gap and make a valuable contribution by taking the first steps toward

developing domain-specific usability heuristics for children. We achieved this contribution by (a) drawing

from prior research and expert evaluation to synthesize a collection of heuristics that can be used to

conduct a heuristic evaluation and (b) assessing the heuristics via two rounds of validation, including an

expert survey and a workshop dedicated to heuristic evaluation. Additionally, we made several

recommendations with respect to an existing framework for developing usability heuristics from which

future practitioners can profit, classified as an applied contribution in this dissertation. Additionally, the

future heuristic can guide practitioners and designers from the e-assessment community toward the

design of user-friendly interfaces targeted toward children between the ages of 6 and 12. These practical

contributions are important for any practitioners in the field, but we developed them specifically for our

partners, DEPP and LUCET, who can profit from these heuristics and the included checklists when

evaluating their e-assessment applications.

The insights from the cognitive interviews and surveys with children aimed at evaluating different

response scales also led to practical recommendations for practitioners from the CCI or related

disciplines (Chapter 3) and form an applied contribution, which offers an advantage over existing work,

as we evaluated the scales in context (i.e., field study) rather than in an experimental setting.

3.Limitations

In every chapter in this dissertation, we discussed the corresponding limitations. Therefore, in this

section, we direct our attention toward the overarching limitations that apply to all our studies.
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3.1. Tradeoff between ecological validity and experimental

biases

Introducing a research tool (i.e., scale design) in the real world (i.e., field study) versus in a laboratory

setting comes with tradeoffs in the study design. A field study refers to a systematic investigation carried

out in the actual environment or a naturally occurring context (Farrell & Fessenden, 2024), thus relating

back to this dissertation’s methodological contributions. The research settings are similar to the

scenarios found in everyday life, thus maintaining the authenticity of the environment (Farrell &

Fessenden, 2024) (e.g., allowing a large-scale assessment operation to examine how the variables

behave in a natural environment). The primary focus for us was observing, analyzing, and describing

existing phenomena rather than on actively modifying the variable in question, a focus that was

important for our applied context. We benefited from conducting field research because we could

directly apply the results to real-world settings (i.e., our partners’ monitoring studies), as our field

research covered a broader range of scenarios and environments individuals encounter in their natural

surroundings (i.e., the classroom where the assessment takes place). However, with these advantages

came the inability to control for certain factors (e.g., peer influence), making it difficult to draw

scientifically rigorous conclusions and generalize our findings.

To address this challenge, laboratory research can be conducted in an attempt to control for extraneous

factors. However, even in a careful laboratory investigation, random variables can appear. For example, in

our cognitive interviews, we observed that children reported experiencing a positive emotional state due

to the prevalence of an external event (e.g., forthcoming birthday party). Moreover, previous studies

involving children have shown that doing research in an artificial environment, such as a laboratory

setting, poses significant challenges for the study design (Hanna et al., 1997). Researchers must carefully

adapt the research environment to the child’s specific needs and moods (i.e., keep parents nearby).

Modifying these variables can disrupt the natural environment, placing additional ethical burdens on the

participants and thereby impacting their behavior and leading to changes in the outcomes. Therefore,

despite the various compromises involved in conducting field studies, we decided to administer our

questionnaire in a naturalistic setting and thus had to compromise on the format. We could introduce

only a certain number of item/response combinations due to time constraints with the assessment

setting and the cognitive demands of the children. A highly-demand questionnaire administered just

before the assessment could, in turn, affect the performance of the evaluation itself. Consequently, we

decided to reduce the number of items.
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Moreover, to tackle the limitations of our field study and to explain the observations made with the

questionnaire (i.e., the extreme positive responses), we conducted cognitive interviews. We followed an

explanatory sequential design (Creswell & Creswell, 2018), a design in which the researcher first does

quantitative research (i.e., questionnaire), then looks at the results and uses qualitative research (i.e.,

cognitive interviews) to go into more detail about what the results mean. This design may be

counterintuitive because cognitive interviews or walkthroughs are usually done first so that the

researcher can address the changes before the quantitative study is conducted (i.e., exploratory

sequential design, (Creswell & Creswell, 2018). However, as the scales we used had already been

published, and some had been used in several case studies (Kano et al., 2010; Read, 2008), we trusted

their validity. In addition, our partners' interests and the yearly administration of e-assessments guided

our choice to prioritize and begin with introducing the questionnaire in the field. However, as also

suggested by the recent review on pictorial scales for children (Sauer et al., 2020), future studies should

prioritize the development of a new scale by employing an exploratory sequential design. This approach

gives the researcher the chance to adjust the variables (i.e., scale design) and test for their validity

before administering them in the field. Consequently, the prevailing inclination to use natural settings

rather than laboratory conditions can be attributed to the practicality and indispensability of evaluating a

product solution in a real-world context (Jensen & Skov, 2005).

3.2. Generalizability of results

Children represent a distinct demographic cohort characterized by their individual and specific

attributes, for instance, their age (Piaget, 1955). Thus, it remains challenging to extrapolate findings

derived from a particular target group to another group, especially while assessing attitudinal and

emotional aspects. As outlined in Section 1.2 of this chapter, we expected biases in children's replies due

to various factors, such as their age (Read & MacFarlane, 2006; Zaman et al., 2012). Specifically, such

biases could be related to the influence of the presence of the researcher or the parents or legal

guardians (e.g., during our online interviews) and its impact on the research conclusions. Research

conducted on adult participants has demonstrated that an interviewer’s or researcher’s presence can

influence a study’s outcomes (Rosenthal, 1977). Children are frequently viewed as being more prone to

giving biased answers in comparison with adults, even in situations when researchers do not

intentionally manipulate the conditions (Ceci et al., 1987). Their responses to survey questions may
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therefore be subject to their desire to seek acceptance or to conform to the expectations of other

individuals, such as the researcher in our interviews (Read, 2008). In this regard, satisfaction and

suggestibility have been identified as concerns for the validity and reliability of children’s responses to

survey questions (Read & MacFarlane, 2006b). Satisficing is when a participant provides relatively

superficial responses that appear to be reasonable or acceptable. Children might give these responses

without fully engaging in the comprehensive process of question-answering (Tourangeau et al., 2000;

Tourangeau & Rasinski, 1988). In line with this concept, in Chapter 3, we discussed two biases that could

potentially disrupt children’s survey responses (i.e., nonresponse or extreme responding). The highly

positive answers we found in both the digital questionnaire and cognitive interview could be explained

by the satisficing bias. Extreme responding happens, for example, when a respondent changes their

response before they communicate it (i.e., from the actual answer to the desired response) due to

influences of, for example, social desirability or situational adequacy (Tourangeau et al., 2000). Several

social and psychological factors (i.e., wanting to please parents, receiving a reward) can impact the

thought processes of encoding, storing, retrieving, and reporting events, referred to as suggestibility

(Ceci & Bruck, 1993). As Ceci et al. (1987) stated, "At times, these cues can set the emotional tone of the

interview, and they can also convey implicit or explicit threats, bribes, and rewards for the desired

answer. Children are quick to pick up on the emotional tones in an interview and to act accordingly" (p.

297). The complexities surrounding the concepts of satisficing and suggestibility in children’s survey

research provide challenges with respect to understanding and addressing these concepts (Borgers,

2003; Borgers et al., 2004; Borgers & Hox, 2001).

Previous studies have explained the biases involved in survey research by focusing primarily on age as a

decisive factor (Borgers et al., 2000; Bruck et al., 1997). For example, researchers found that younger

children, ages 8–10 vs. 9–10 (Read, 2008) and 7–9 vs. 12–13 (Read & MacFarlane, 2006) scored higher

on the SOS than older ones. However, (Bruck et al., 1997) also emphasized that age alone cannot explain

all the differences that have been observed in suggestibility. The psychosocial characteristics of adult

research participants, namely, their anxiety levels and authoritarian tendencies, have been found to

provoke diverse behaviors from participants in response to the researcher (Rosenthal, 1977).

Consequently, other researchers should carefully scrutinize the validity and applicability of our findings,

especially because children show this satisficing behavior more frequently than adults do. Therefore, the

assessment of attitudinal factors remains a complex task, thus rendering the generalization of study

findings challenging.
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Nevertheless, it is important to investigate these psycho-motivational variables in the area of CCI. This

dissertation makes a valuable contribution by identifying research needs that emerged from a

comprehensive analysis of the existing literature explicitly related to the development of pictorial scales

for children. An examination of the challenges associated with Interaction Design Methods for children,

specifically the utilization of the survey design as a unique approach for assessing UX in an e-assessment

setting, has identified a potential avenue for enhancing comprehension and guiding future research

efforts in the area of CCI. Furthermore, by standardizing and implementing digital questionnaires that do

not require researchers to intervene, we helped minimize potential biases in children’s responses. Last,

by using expert judgments, we successfully established specific guidelines for assessing children’s UX in

the context of e-assessments, without directly involving the children. On the basis of our findings, in the

next section, we outline our vision for future research in the field.

4. Future perspectives

In this dissertation, my coauthors and I examined the notion of UX from two different viewpoints: that of

children and that of experts. I argue that, particularly in light of the existing methodological limitations

that surround the use of surveys to study children's self-reported UX (Chapter 3), several potential

strategies can be applied to address these limitations.

4.1. Questionnaire and scale design

On the basis of our systematic review (Chapter 2), we pointed out the need to develop a questionnaire

to measure children’s UX during e-assessment (Chapter 3). As a first step, we selected two commonly

used pictorial scales to measure children’s UX; the Smileyometer Scale (SOS) (Read & MacFarlane,

2006b), and the Thumbs-Up Scale (TUS) (Kano et al., 2010). Additionally, we selected the Nodding Heads

Scale (NHS) which is used to assess school attitudes (e.g., math anxiety) in the Luxembourgish School

Monitoring Programme (LUCET, 2023). The authors of the SOS and TUS studied the respective scale’s

psychometric features (Kano et al., 2010; Read et al., 2002; Read, 2008; Read & MacFarlane, 2006;

Zaman et al., 2012), whereas no evaluation studies have been conducted on the NHS. A recent review of

pictorial scales in research and practice suggested that additional processes and methodologies be

applied before assessing a scale's validity and reliability (Sauer et al., 2020). According to this review, a
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pictorial scale should be developed in three phases: (1) item generation using brainstorming and rapid

prototyping, (2) interpretation check using interviews and a think-aloud protocol, and (3) scale validation

using quantitative psychometric properties (Sauer et al., 2020). To our knowledge, none of the scales

(SOS, TUS, NHS) have conducted evaluation studies for understanding users’ mental models. Children

participated in a co-design study for the SOS, which altered the face design (JRead, 2008); this research

falls under item generation according to Sauer’s et al. review (2020). To my knowledge, no user studies

have been conducted for any of the three scale designs that address children's mental models, thus

Phase 2 according to Sauer’s et al. (2020) approach. Consequently, more qualitative research is needed

to determine why a scale might not work for a particular age group and to explain the previously

observed biases in children’s responses. My coauthors and I took the first steps in this direction by

investigating and evaluating suitable pictorial scale designs for children. It is up to future researchers to

continue this work and investigate whether the selected scale designs (e.g., SOS) or changes to an

existing scale (e.g., as summarized in the recommendations in Chapter 3) will ultimately lead to better

validity and reliability. In our cognitive interviews we have additionally seen great potential and some

innovative design ideas of the children for developing new scale design. Therefore, a workshop including

various brainstorming techniques and co-design techniques can bring up some new and unexpected

scale design ideas for phase 1 (Sauer et al., 2020). Respectively, the forthcoming scale designs should

undertake a careful interpretation check, for instance, by following a similar protocol as our cognitive

interview study in Chapter 3, phase 2 (Sauer et al., 2020). After iterating on the scale designs (phase 1

and 2), a final check for their psychometric properties (i.e., validity) should be undertaken, phase 3

(Sauer et al., 2020).

Moreover, regarding the items included for the development of a questionnaire measuring children’s UX

during e-assessment, the concept of UX in general was found to be useful for analyzing children’s

subjective experiences. Particularly in research with child participants, the concepts of pleasure and

satisfaction (Hassenzahl, 2001), has recently captured attention in the context of learning and

performance among children and adolescents. Thus, in the CCI field, concepts such as engagement

(Druin, 1999) and fun (Tisza & Markopoulos, 2023) have risen in popularity, and tools have been

developed to measure the underlying concepts. Thus, the design of a scale targeted toward evaluating

these concepts could aid the evaluation of e-assessment experiences. However, studies would first have

to investigate how important the fun component is for increasing the e-assessment experience and

whether there are other concepts that should be measured (e.g., self-efficacy). Prior studies have

demonstrated that students' motivation to learn or complete the assessment task can be improved by
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incorporating enjoyable and engaging elements, more particular, game-like elements (e.g., journeying

through a game or frequent reporting on student progress) into the assessment context (Connolly et al.,

2012; McClarty et al., 2012). Hence, gameful assessments offer a novel method for measuring and

cultivating twenty-first century knowledge and skills (Gee, 2007).

In this regard, serious gaming has shown the potential to produce more valid assessment outcomes in

comparison with traditional assessment methods because game-like features enhance the elements of

enjoyment and engagement (Kato & de Klerk, 2017). However, more studies are needed to support the

assertions that serious games can be a more legitimate way to test concepts and behaviors than the

current methods; in addition, these studies need to determine what characteristics of these games

contribute to or even reduce their validity (Kato & de Klerk, 2017). The challenge behind this approach

comes from the fact that it typically needs a control group (i.e., an e-assessment application with and

without gamified elements) and well-planned study protocols (Girard et al., 2013).

Moreover, children—including special target groups, such as children with ADHD—derive significant

benefits from serious games due to its engaging components that effectively maintain children’s

attention during tasks (Kato & de Klerk, 2017). Therefore, it is also possible that other groups of students

(e.g., students who suffer from test anxiety) might also benefit in similar ways. These notions have to be

kept in mind when designing for inclusivity in a classroom context.

On the contrary, it is essential to acknowledge that an excessive emphasis on fun in assessing students

may overshadow educational objectives, thus undermining the validity of the tests. In our particular

collaboration with partners, we had to exercise caution when including fun in the context of yearly

assessment procedures. Educators stated that such enhancements could inadvertently convey the notion

that learning is uninteresting. Some educational professionals have argued that assessments should

retain their inherent characteristics as evaluative instruments (Guerreiro & Nordengren, 2018).

4.2. Exploiting the variety of user roles

On the basis of the biases inherent in the current set of tools that are being used to measure children’s

UX, we have argued for the need to include experts' perspectives. In this context, in Chapter 2 (Lehnert

et al., 2022), we found that the children's ages influenced the roles adults played in the design process.

Specifically, our findings suggest that the facilitator role, which involves some adult participation, is the

most common across the different types of feedback. Furthermore, we observed that this role had the

strongest association with the active feedback the children provided. By contrast, increased interactions

with adults (e.g., when adults assumed the role of an expert) were correlated with a greater tendency
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for children to adopt a passive role. Methodologies that focus on minimizing the impact on children

through passive observation tend to have a stronger emphasis on research. The discovery above is

aligned with scholarly investigations into the diverse responsibilities that the children take on throughout

the design stages, indicating that children actively participate in the ideation phase of design. However,

during the evaluation phase, they are mostly regarded as end users (Landoni et al., 2016).

Therefore, future research is needed to examine the interactions of the roles of adults and children and

their underlying methodologies in more detail. Overall, we see the potential for solid benefits from

studies that move away from focusing on the expert mindset in the direction of a participatory mindset

(i.e., more active roles for children), as methodologies have been developing in this area. Therefore,

future research should provide an answer to the question of the emergence of this tendency and the

absence of a research-driven approach coupled with a participatory attitude, as delineated in Sanders’

(2008) map of design research. Nevertheless, it is imperative to foster a paradigm shift among future

researchers, prompting them to critically reassess the functions assumed by adults during the design

process and to swiftly exploit the variety of roles available to them. Additionally, researchers should aim

to establish a more equitable distribution of power dynamics by exploring novel approaches in

research-driven and participatory frameworks, thereby granting children a more assertive role in the

decision-making process.

4.3. Method triangulation beyond conventional

methodologies

In addition to including the perspective of the experts, method triangulation can effectively address the

biases inherent in research conducted with children. In Chapter 2 (Lehnert et al., 2022), we outlined the

growing inclination to employ multiple methods within a single study. Specifically, we found that almost

three quarters of the papers included in our systematic review utilized a minimum of two methods,

whereas 34% of the publications employed at least three methods. Similar results were found for the

adult population, with 72% of all papers using a triangulation approach (Pettersson et al., 2018).

Additionally, we found that a significant proportion of the papers employed a mixed methods approach,

which combined qualitative and quantitative methods. This finding is consistent with the rationale for

utilizing triangulation, which involves examining a given issue from multiple perspectives to obtain a

more comprehensive understanding and enhance the validity of the findings (Börjesson et al., 2015).
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This approach is often employed to gain deeper insights into the research problem, next to the enhanced

comprehension of the outcomes derived from alternative applied methodologies (Pettersson et al.,

2018). For instance, we used our cognitive interview study as a means to interpret the finding from the

questionnaire as discussed earlier in the Limitations section (i.e., explanatory vs. exploratory sequential

design).

Moreover, the emphasis on triangulating methods appears to be centered on the traditional approach,

with one side of the spectrum consisting of research-led methods and the other consisting of design-led

approaches. The potential cause of this phenomenon could be attributed to limitations in available

resources or the tendency for design processes to be presented sequentially, progressing from a chosen

design approach to the eventual design outcome. Therefore, future research should invest in studying

alternative combinations beyond conventional methodologies in children’s research. To do so,

researchers could explore novel triangulation patterns that emerge from the intersection of two

dimensions: design-led versus research-led approaches and varying degrees of user involvement, ranging

from passive to active (i.e., described earlier in section 4.2). The integration of research-led and

design-led methodologies has the potential to address certain limitations, such as confirmation bias and

early commitment (Pettersson et al., 2018).

Moreover, any endeavor to extrapolate generalizable insights would be enhanced by a concurrent

investigation guided by research. Examining the same issue from multiple viewpoints can expand

comprehension and offer additional stimuli for advancing technologies and products.

Virtual reality (VR) and augmented reality (AR) have garnered heightened attention in recent years as

emerging methods for studying user perception (Pettersson et al., 2018), and interest in these methods

has surged in the education sector. Nevertheless, the use of these emerging technologies to evaluate UX

has yet to be explored, presenting a potential avenue for future application in the domain of

e-assessment.

Consequently, investigating the concept of UX by exploring novel combinations of methods and

stakeholder engagement is a fruitful avenue for future perspectives in studying children’s UX with

e-assessments.

4.4. A note on ethics in research with children

Along with the participatory mindset (i.e., developing more methods that actively engage children in the

design and research process) comes the practical challenges associated with ethical and administrative

247



obligations in conducting research with children. For instance, it is imperative that informed consent

forms that are given to children use clear language that the children can understand because children

have similar rights about deciding to participate, understanding that they can withdraw at any time, and

the option to be briefed afterward.

Working with vulnerable groups, such as children, has always created ethical issues. The systematic

review in Chapter 2 (Lehnert et al., 2022) found that over half of publications did not offer informed

consent, and 76.5% did not indicate ethical approval. A recent thorough examination of the top four

2018 and 2019 HCI conferences, including CHI (Conference on Human Factors in Computing Systems),

supported this finding (Van Mechelen et al., 2020). Only 21% of the articles included in our research and

24.6% of CHI articles cited an Institutional Review Board or ethics committee review (Pater et al., 2021).

However, it is crucial to follow ethical guidelines, and researchers must answer fundamental questions

about the risks and costs to children who agree to participate in a study. Following the EU's General Data

Protection Regulation (GDPR) in 2018, the Interaction Design and Children Conference (IDC) required all

research papers to include a special note on ethics and children's participation (Calder et al., 2017). In

this note, the papers’ authors were asked to discuss the selection of child participants, consent,

treatment, data sharing, and ethics. According to ACM, an ideal informed consent form is a proactive

user agreement on data collection, content, and use (Gotterbarn et al., 2017).

Moreover, Van Mechelen et al. (2014) designed CHECk, a value checklist to be used before and during

design activities. This tool enables CCI researchers to critically review their values when including

children in design projects and identify how to communicate participatory design to children for

informed consent. The discoveries are great, but CCI researchers should stress ethics while working with

children. The development of an effective code of ethics should reflect community values to help

researchers make ethical decisions and direct new research approaches for children.

5. General Conclusion

In this doctoral dissertation, I aimed to examine and enhance appropriate methods to evaluate

school-aged children’s UX in an e-assessment context, with a specific emphasis on children aged 6 to 12

years. It is paramount to enhance the understanding of children's UX, as learners possess limited

cognitive resources, and substantial variations exist across different age groups. The interface's usability,

characterized by its ease of comprehension, ease of use, and ease of learning, can guarantee a positive

UX for children. Good usability, in turn, allows them to focus on the primary objective of the assessment.

248



The preliminary investigation of UX evaluation methodologies has been acknowledged as an initial first

step toward attaining this goal.

Consequently, for this dissertation, my coauthors and I conducted a systematic literature review of the

current tools and methodologies, specifically focusing on evaluating suitable UX techniques to meet the

abovementioned objectives. At the outset, we ascertained that there was a need for more research in

the domain of CCI, specifically in younger age groups, and its relevance in the framework of

e-assessment requirements. Furthermore, in alignment with prior research, our investigation revealed

that the current approaches employed to assess children's UX were lacking validity. Specifically, we

identified nonresponse and excessive response biases as factors that impede the reliability of children's

survey replies. Our position supports improving and further developing scales that are both enjoyable

and easy to use for children. To overcome the limitations we identified in our research studies, we

discussed potential approaches: (1) redesigning and validating existing scales to evaluate UX (e.g.,

engagement or fun), (2) including different stakeholder roles for adults and children to foster a paradigm

shift (e.g., by exploring novel approaches in research-driven and participatory frameworks), (3)

employing method triangulation to mitigate inherent biases in studies involving children (e.g., combining

design-led and research-led approaches along varying degrees of user involvement). We took a first step

in this direction by applying the expert perspective to design fair and user-friendly e-assessments,

resulting in 10 UX/Usability heuristics that can be applied to evaluate e-assessment platforms. However,

we recommend that future research endeavors thoroughly validate the heuristics and continue to

develop them by advocating for participatory design trends (i.e., active user involvement).
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