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2. Abstract

In recent years, our understanding of the pivotal role played by microbiota in shaping various
environments has significantly expanded. Particularly, the microbial communities residing on and
within humans hold great importance not just for human health but also for comprehending the
intricacies of complex biological systems in general. As microbial ecology evolves, meta-omics
techniques have solidified their position as indispensable tools for probing such biological niches.
However, given the intricate community structures of these environments, there is a need for
high-performance analytical methods to extract, process, and make sense of the vast amounts of
information they contain.

This thesis advances the development and utilization of integrated multi meta-omics approaches
aimed at enhancing our understanding of microbial ecology, with a primary focus on the human
intestinal tract. Two novel tools were introduced: binny and Mantis. binny allows for the recovery
of high-quality genomes directly from metagenomic datasets. This is instrumental in obtaining the
actual members of microbial communities that shape their environment. Mantis offers a flexible
platform for high-quality functional annotations of genomic data through a consensus approach.

Furthermore, through the integration of matched metagenomes, metatranscriptomes, and
metaproteomes from stool and saliva samples, this work provides a linkage between oral and gut
microbiota using multiple levels of evidence. This intersection provides unique insights, especially
in the context of diseases. It contributes to bridging the crucial gap in our understanding of how
human-associated microbial communities interact and influence the host’s health.

In conclusion, the methods and findings presented in this thesis contribute to the field of
microbial ecology and help shedding light on the intricate relationships between human-associated
microbiota and health.
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3. Aims and Objectives

This research endeavors to explore the microbial communities within the human body, with a
focus on their roles and potential influences, particularly in the context of health and disease. The
specific aims and objectives are outlined as follows:

1. Understanding microbial communities: The thesis tries to extend the understanding
of microbial communities in humans, focusing on both intra-community and host-microbe
interactions. Key for this would be investigating how functional capacities of microbes
shape microbial communities through mechanisms of e.g. competition, cooperation, nutrient
acquisition.

2. Developing and utilizing methods to use with omics technologies: Recognizing the
complexities of microbial ecology, there is a need to use and develop high-performance meth-
ods to allow the study of complex environmental samples. These methods should contribute
to the tools available for probing these communities and enhance our capabilities of under-
standing them. Especially, reproducibility and scalability in probing function, taxonomy, and
the principal actors in microbial communities is the aim.

3. Deciphering community dynamics in human disease: The methodologies developed
will be applied to a multi-meta omics dataset from a case-control study. Leveraging the
multiple levels of information will allow deep insights into the microbiota and host-microbiota
dynamics in the context of disease. Drawing from the principal biomolecules, DNA, RNA,
and proteins, information about the functional potential, expression, and biological activity
of the microbiota in the host environment will be gained and the complementary of this
information leveraged to gain a more comprehensive understanding of actors and interactions
relevant to a disease. This will be achieved by taxonomic identification, in combination with
knowledge of regulation and activity, of microbes of interest. Finally, understanding of the
possible interactions between communities in different, connected body sites, here the oral
and gut microbiota in the context of disease, might provide insights into dynamics of multiple
host-associated communities and how this impacts host health.

In essence, this thesis hopes to contribute to the broader understanding of microbial ecology and
the relationships between human-associated microbiota and health.
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4. Synopsis

4.1 Introduction

Microorganisms exhibit a substantial level of diversity. This allows them to inhabit almost every
environment on Earth, ranging from extreme environments like arctic landscapes or hydro-thermal
vents to oceans, lakes, vast amounts of different soils, and in and on animals [1, 2, 3]. Accordingly,
they play key roles in Earth’s ecosystems, driving almost all biogeochemical processes [2, 4].

To understand what role microorganisms play and how, harnessing high-resolution information
is indispensable. It is essential to understand not only who is doing what but also the context
in which these activities occur. To that end, the vast array of interactions between organisms
and environments needs to be disentangled to understand how microorganisms with individually
limited capabilities, shape every environment on Earth. This cannot be achieved without learning
what genetic information these microorganisms harbor and what activities they perform using
this information. Key is gathering and interpreting data from various ‘omes’ – including the
metagenome, metatranscriptome, and metaproteome – from an environmental sample, as they
provide the essential information on functional potential, expression and biological activity, all of
which are essential in answering the aforementioned fundamental questions [2, 5, 6].

While understanding fundamental ecological questions elucidates the formation of the world
humans inhabit, its significance extends profoundly to human lives directly and tangibly. It touches
intimately on key matters of health and disease [7], development [8, 9], environmental stability
[10, 11], as well as food security [10, 11, 12], and many processes in industry [13, 14, 15, 16, 17].

4.2 Microbial ecology and how microbial life shapes Earth

Understanding the dynamics of microbial communities forms the foundation of microbial ecology.
Their constituents’ interactions shape, and are shaped by, not only their environment but also
form a balance of survival and reproduction within the microbial community itself. Without an
understanding of these interactions, it is impossible to understand the emergent properties of
ecosystems and also the biology of most life forms themselves, since they always evolved in the
context of coexistence with other life [18].

Members of the various microbial communities inhabiting virtually all environments on Earth
evolved capabilities designed to function within the framework of their respective communities and
take part in intricate and continuous processes of resources and information exchange. This can
be clearly seen in microbial communities playing key roles in shaping the planet’s fundamental
biochemical processes such as carbon, nitrogen, and sulfur cycling, which all are multi-stage,
multi-organism processes [4]:

The microbial carbon cycle plays a pivotal role in supporting life on Earth, with its central
process, primary production, being the starting point for most of Earth’s food webs. Through
photosynthesis, microorganisms such as cyanobacteria and algae, together with plants, convert
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carbon dioxide into organic compounds, initiating the flow of energy and carbon through ecosys-
tems. These organic compounds form the basis of nutrition for a wide range of organisms, making
primary production essential for the sustenance of both aquatic and terrestrial food networks .
Beyond its biological importance, the carbon cycle regulates Earth’s climate. Microbial processes
of decomposition and respiration are responsible for the release of carbon dioxide and methane,
two major greenhouse gases, back into the atmosphere. These gases play a significant role in
Earth’s heat retention and global temperature regulation [4, 19, 20, 21, 22, 23, 24].

The nitrogen cycle, mediated mainly by microbial activities, is fundamental to life due to ni-
trogen’s essential role in biological molecules. Nitrogen is a key component of amino acids, the
building blocks of proteins, which are needed for the function of all living organisms. Furthermore,
nitrogen is a vital constituent of nucleic acids, such as DNA and RNA, central to genetic informa-
tion storage and transmission. The transformation of nitrogen into biologically accessible forms,
primarily facilitated by nitrifying bacteria, is therefore critical for the synthesis of these fundamen-
tal components of life. Nitrogen availability is often the limiting factor in ecosystem productivity,
making the nitrogen cycle a key determinant in the growth and survival of organisms. The process
of denitrification, wherein denitrifying bacteria convert nitrate back to molecular nitrogen, plays a
dual role in maintaining ecosystem nitrogen balance and in regulating atmospheric composition by
mitigating the accumulation of nitrous oxide, a potent greenhouse gas [4, 25, 24].

Finally, the ubiquitousness of microbial communities can be illustrated by different extremophiles:
Thermophiles and psychrophiles cope with heat and cold, respectively, by ensuring protein stability
and cell membrane integrity are maintained expressing genes for specialized proteins and varying
cell membrane composition. Halophiles possess specialized mechanisms to accumulate organic
solutes to stabilize cellular components [3].

In conclusion, the importance of microbial communities in shaping Earth’s environments through
their involvement in fundamental biochemical processes cannot be overstated. Their intricate in-
teractions with their surroundings and with each other play a central role in maintaining the balance
of life on Earth, influencing everything from nutrient cycles to global climate patterns.

To fully comprehend complex and dynamic systems like these, it is essential to investigate
microorganisms in the context of their environments and extract relevant information in a com-
prehensive and holistic manner. This approach is crucial for understanding not just the individual
organisms, but the entire ecosystem in which they function. Fundamental questions that need to
be answered are: Who is present in the community? What potential functions do they possess?
And most importantly, what are they actually doing in a given environmental context? Answering
these questions requires tools capable of investigating the principal biomolecules involved. ’Omics
technologies provide this capability as they allow their characterization and interpretation.

4.3 Meta-omics: Unraveling the who and how in microbial com-
munities

The advancement of omics technologies, driven by high-throughput sequencing and mass spectrom-
etry, has dramatically transformed our understanding of microbial communities. These methods
provide comprehensive insights into the genetic and functional diversity within various environ-
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ments based on nucleic acids, peptides and proteins, and metabolites, crucial for studying microbial
ecosystems [26, 27] (Figure 4.1).

Figure 4.1: Meta-omics methods to study microbial communities. Different approaches
provide different types of complementary information. Modified under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/)
from Figure 1, Zhang et al, Advancing functional and translational microbiome research using
meta-omics approaches. Microbiome 7, 154 (2019) [28].

4.3.1 Metagenomics

Metagenomics enables the recovery and analysis of genomic information directly from environ-
mental samples, bypassing the need for traditional culturing methods. The transition from first-
generation Sanger sequencing to second/next-generation sequencing (NGS) [29] and third-generation
long-read sequencing has been critical in this field [30]. Methods that sequence only identity-
conferring sequences, such as parts of 16s rRNA genes, provide an overview of the organisms in
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an environmental sample at usually intermediate resolution and also allow estimation of relative
abundances. In contrast, whole-genome sequencing methods provide crucial additional informa-
tion about function and regulation [31, 32]. The new generation of sequencing technologies have
brought about more affordable, high-throughput sequencing capabilities with longer reads and
fewer errors, essential for the accurate assembly of genetic material from single organisms [33]
to diverse microbial populations [34]. The process involves assembling raw sequencing reads into
more contiguous genome parts, a task complicated by genomic complexity from closely related
organisms, uneven coverage of genomes, and incomplete information from sampling only a subset
of the genetic information present in a sample [35, 36]. Recent advancements in assembly meth-
ods are trying to address these challenges, improving the ability to accurately reconstruct genomes
from environmental DNA [35, 37, 38].

4.3.2 Metatranscriptomics

Metatranscriptomics allows analyzing RNA transcripts to determine active gene expression in mi-
crobial communities from environmental samples. It offers insights into a community’s functional
state under specific conditions. Transcriptomes encompass a wide array of RNA molecules, from
those essential for protein synthesis (mRNAs, rRNAs, tRNAs) to an array of non-coding RNAs
(sRNAs, miRNAs, lncRNAs, circRNA), each playing crucial roles in diverse regulatory mecha-
nisms. The advent of NGS has also been transformative in metatranscriptomics, facilitating the
high-throughput identification and quantification of these varied RNA types. It enabled the anal-
ysis of microbial community gene expression and regulation in response to environmental stimuli
such as their interaction with host organisms [27, 39]. Assembly of RNA-Seq data suffers from
similar problems as DNA-Seq, with the added hurdle of having to deal with inherently uneven read
coverage depth from varying gene expression, which is exacerbated by the activities of potentially
large numbers of organisms [40].

4.3.3 Metaproteomics

Proteins serve as direct indicators of microbial activity, elucidating the functions actually being
performed within a community. The identification and quantification of proteins allows not only
the measurement of activity in the most direct way but also to investigate other characteristics of
great importance to understand community structure, such as estimating biomass, and, through
labeling techniques, identification of key element’s flows such as carbon or nitrogen [41, 42]. The
advancements in mass spectrometry and chromatography have enabled detailed analysis of complex
protein mixtures from environmental samples. Identifying these proteins remains a challenge due to
the diversity and complexity inherent in microbial communities [43, 42]. However, improvements
in database search engines and spectrum identification strategies are progressively enhancing the
precision and depth of metaproteomic analyses [44, 45].

4.3.4 Metabolomics

The examination of the metabolic landscape of microbial communities is another way of probing
direct activity by attempting to identify the mostly small molecules produced and consumed in the
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metabolism of organisms. Utilizing mass spectrometry techniques, metabolomics systematically
aims to characterize a broad spectrum of these small molecules, each of which is defined by unique
structural and functional attributes.. This task is complicated by the extreme chemical diversity
and large number of unknowns of metabolites. Targeted strategies try to attenuate this by focusing
only on a manageable subset of molecules with known properties. The strength of metabolomics
lies in its ability to identify and quantify biochemical pathways and metabolic fluxes to analyze
an an organism’s or community’s physiology. This aids in deciphering the functional dynamics
of microbial communities, contributing to the discovery of their members ecological roles and
interactions [27, 46].

4.3.5 Recovering Metagenome-Assembled Genomes

High-resolution meta-omics data provides a comprehensive view of microbial communities, but
understanding the dynamics of these communities necessitates discerning the individual microbial
entities and their functionalities. Recovering complete and uncontaminated genomes, known as
Metagenome-Assembled Genomes (MAGs), from these communities is pivotal. Each microbial
entity contributes distinct functional potentials and activities to the community. By isolating
and understanding their genomes, it can be elucidated how the combination of single functions
or activities lead to complex community phenotypes. This understanding is crucial not only for
deciphering microbial interactions but also for tracing the impact of specific microbial entities on
the community’s collective functions [47, 48].

However, the recovery of MAGs from metagenomics data, also called ’binning’, is a complex
task, hindered by challenges such as limited sequencing depth, assembly fragmentation, repeat
elements, and the ambiguity caused by closely related genomes [49, 47, 48].

To group sequence fragments (contigs) belonging to the same organism together, mainly two
sources of distinguishing information are used:k-mer frequencies and abundance profiles. The
former tries to exploit potentially unique signatures in the frequency of DNA sequence sub-strings,
most commonly of length 4, the latter the (average) read depth of coverage of contigs, which has
been shown to be correlated between contigs assembled from reads of the same organism, since,
during sequencing, DNA fragments of the same clonal line should share an abundance pattern
[47, 50, 51, 52].

Manual binning, while feasible for small datasets, is limited by human capability to interpret
processed data patterns and its analysis speed [53]. Thus, it is not widely applied today to analyze
large data sets. Instead automated binning algorithms have been developed that make use of the
aforementioned features to group contigs into MAGs. A wide variety of clustering algorithms with
different data pre- and post-processing strategies have been proposed. Notable and widely used
binning tools that have made significant contributions to the field are CONCOCT [50], which uses
Gaussian mixture models and ideally information from multiple (related) samples, MaxBin2 [51],
designed to work with co-assemblies and employing an Expectation–Maximization (EM) algorithm,
and MetaBAT2 [52], which uses graph-based clustering and extensive parameter fine-tuning.

Still, many challenges remain unsolved: The effective use of k-mer frequencies is challenging
due to the resulting high-dimensional data, which is problematic for clustering algorithms since
distance metrics become increasingly less useful [54]. Read depth of contig coverage only works
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well if there is sufficient coverage to create a sufficient signal and because of the stochastic nature
of capturing genomic data during DNA pre-processing for sequencing and the process itself, often
only the most abundant organisms and/or the ones with the largest genomes get covered well
[47, 55].

Determining the completeness and purity of a MAG is not straightforward since no ‘gold-
standard’ exists, reference catalogs are incomplete and even if an organism has a representative
in a database, genome plasticity, especially in prokaryotes, can be high [56]. Potential solutions
include the use of single-copy marker genes [57, 58], deep learning approaches [59], and manual
inspection [60]. However, next-generation tools like binny [61], SemiBin [62], and MetaDecoder
[63] are now emerging, offering more complete and pure genome recovery, even distinguishing
closely related strains. binny, featured in this work, achieves high performance by applying a
dynamic and robust clustering approach with quality control using single-copy marker gene sets
wrapped in an iterative, adaptive binning procedure.

In the future, MAG recovery will likely achieve close to complete recovery of genomes in
a sample with the discovery of more sophisticated features from sequence data [64, 65], the
integration of long-read sequencing technologies [38] and advanced wet-lab pre-separation methods
[66]. Large biomolecule sequence language models [67] akin to language models [68, 67] trained
on vast amounts of human written text and used in e.g. chatbots[69], could exploit a feature space
too complex for human comprehension, potentially revolutionizing the field of metagenomics and
microbial ecology [70].

4.3.6 Annotating meta-omes

Regardless of whether obtained genomic sequences have been binned into MAGs or not, it is es-
sential to annotate these sequences to derive relevant information about their function, organism
of origin and relation to other sequences or genomes. The identity in form of a taxonomic la-
bel or phylogeny and functional potential in form of expressible genes, regulatory and structural
elements serve as the key framework for interpreting the vast data from various ‘omes’ [71, 72].
It is paramount that these annotations are both trustworthy and comprehensive. Incomplete or
erroneous annotations could lead to misinterpretations, consequently skewing biological insights.

Taxonomic annotation

Taxonomic annotation plays a crucial role in meta-omic studies as it provides, usually based on
metagenomics data, the foundation for understanding the composition and diversity of microbial
communities in various environments. This process involves identifying and classifying organisms
present in a sample, which is essential for deciphering their potential functions and interactions,
especially in the absence of direct functional information. Well established taxonomic systems with
ever-growing databases of annotated genomes are available to use as reference source when trying
to identify organisms in environmental samples [73, 74, 75, 76].

One of the primary challenges in the context of attributing taxonomy is the need to also
classify organisms not well represented in current reference sources. This can be the case for
currently unculturable organisms or those with high genome plasticity. While matching sequences
to databases, based on e.g. sequence similarity [77, 78, 79], is a powerful way to achieve potentially
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very precise classification, the advent of meta-omics with large scale sequencing of environmental
samples has shown that there is a significant amount of organisms to be studied which are not
or only poorly described in current reference sources [80, 81, 76]. For these, techniques solely
relying on having a similar representative available in a database will fail. Instead, it is necessary
to employ strategies which allow classification with little information (i.e. only fragments of a
genome available) that can generalize well.

Advancements in k-mer based strategies, which extract sub-strings of a given size from already
annotated genomes and usually use them to build an index of distinguishing features for a taxon,
have significantly improved in terms of specificity, recall, and computational efficiency. Since it is
now only necessary to match a fraction of sequence, and often a lowest common ancestor (LCA)
scheme is applied, to at least label a sequence at a higher taxonomic level, if no unique (e.g. species-
level) k-mers are found, the classification of large amounts of metagenomics/-transcriptomics
sequences with much higher speed, precision, and recall is possible [82, 83, 84, 85].

Another approach, enabled especially by the wealth of metagenomic data generated in recent
years, is taxonomic profiling using marker genes. Tools such as mOTUs [86] and MetaPhlAn
[87] allow the estimation of the abundance of organisms contained in metagenomes. To achieve
this, genomes are grouped by sequence similarity or taxonomic label and sets of markers uniquely
distinguishing these groups are derived. This approach usually allows for fast processing and the
data needed is light-weight and the estimates from recent version are mostly quite accurate [49].
The main drawback is that no per-sequence labels are produced, so different features, such as
functions on metagenomic sequences, cannot be linked.

As mentioned earlier for the recovery of MAGs, in the future, deep learning approaches that
leverage a potentially much more complex feature space might offer substantially more powerful
generalization capabilities to classify novel or poorly described organisms while maintaining high
precision [88, 89].

In summary, taxonomic annotation can provide deep insights into the structure of microbial
communities and how they relate to their environments, but is both conceptually and computa-
tionally demanding with vast amounts of sequence data gathered still lacking attribution to an
organism. Still, there is massive potential for synergy to expand the knowledge of the biology of
microorganisms with other information, chiefly functions encoded on sequences.

Functional genome annotation

Deciphering the functional capabilities of microbial communities is foundational to microbial ecol-
ogy. It enables understanding the functional potential of organisms and communities, or measuring
activity. To obtain a functional description for a region on a sequence, first expressible genes, tran-
scribed non-coding regions and regulatory elements need to be identified [72]. This is a complex
task, especially for data from environmental samples since many of the organisms contained might
not adhere closely to gene and/or regulatory sequence organisation known from the few well stud-
ied model organisms available [90, 91, 92]. Various methods attempt to automate these tasks,
as data volumes have made manual annotation impossible. Gene calling tools try to identify se-
quence regions representing genes and the translated regions within called Open Reading Frames
(ORFs) using features such as promoters, start/stop codons, ribosomal binding sites, and GC con-
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tent, sometimes in combination with conserved motifs in form of Hidden Markov models (HMMs)
[93, 94, 95]. Examples of other methods are: the identification of ribosomal RNA genes using
HMMs [96] , tRNA genes based on combinations of specific and unique motives [97] or structural
RNAs using a combination of HMM guided methods and covariance models [98].

Information gained by these predictions can in turn be used to infer function by querying refer-
ence sources almost exclusively relying on similarity to experimentally characterized biomolecules,
like proteins. These databases have various resolutions and scopes, from e.g. protein families and
single proteins to protein domains and sites [99, 100, 101, 102].

Like taxonomic annotation, with the influx of vast amounts of sequencing data from environ-
mental samples, there is a dire need for methods to elucidate function of non-model, uncultured
organisms. There are advancements producing larger and larger gene catalogues, which contain
significant amounts of genes which lack homologues in reference sources and thus their precise
function remains unknown. Still, one can infer their role based on synteny or structural similarity
to other proteins, even when there is no substantial sequence similarity. [103, 104].

While diverse array of large-scale reference sources is now available, a significant impediment in
protein function annotation remains the capacity to make effective use of this wealth of information.
Mostly researchers rely on a singular (or few) source(s), which might be incomplete, of varying
quality or insufficient scope/resolution. Mantis, featured in this work, tries to address this chal-
lenge by utilizing database identifier intersections in conjunction with text mining. This approach
facilitates the integration of information from different references into a unified, consensus-driven
output. The ensuing annotations are more exhaustive and minimize bias or error from a single
source while leveraging the potential synergies of different resources [105].

4.3.7 Summary

The study of microbial communities has seen rapid advancements through new experimental and
computational methods. These methods aim to understand the identity, interplay, and capabilities
of community members. Despite these advancements, researchers still face challenges in grappling
with the scope and complexity of the interactions and the vast amounts of information to be
processed and interpreted. It is also clear that improving the methods to investigate microbial
communities as well as continuing efforts to study them in their various environments is paramount
to understand life on Earth. This involves more than just understanding the numerous ways in
which they influence biotic and abiotic systems on a large scale on Earth. Using omics methods,
researchers aim to elucidate which organisms and interactions shape human life and which activities
are responsible. Ultimately, this knowledge could be pivotal in curing or preventing diseases, and
improving quality of life.

4.4 Microbiomes in human health and disease

Microorganisms exert considerable influence on human development and health, with a profound ca-
pacity to both support wellness and drive disease. They impact key functions, including metabolism
and immune system function. [106, 107, 108, 109, 110].

The interplay of microbial and human metabolism primarily involves the breakdown and as-

18



similation of nutrients [111]. In particular, the gut microbiota plays a crucial role in decomposing
complex carbohydrates, which are indigestible by humans alone [107, 112]. It is also indispensable
in priming the immune system, thereby maintaining homeostasis between microbial communities
and their host. As a result of this priming, the fine-tuned immune system reacts to commensals
or mutualists with tolerance, while actively eliminating pathogens [113, 114, 8].

Figure 4.2: Short-chain fatty acids (SCFAs) as key products of microbial metabolism in
the intestine a) Influence of microbiota derived SCFAs taken up through the intestinal epithelium
on the human body, b) mechanisms through which they exert their effects: 1.) activation of
G protein-coupled receptors (GPCRs), 2. modification of histones and transcription factors, 3.
butyrate transcription factors binding. AhR, aryl hydrocarbon receptor; ARNT, aryl hydrocarbon
receptor nuclear translocator; HAT, histone acetyltransferase; K/HDAC, lysine/histone deacetylase;
MAPK, mitogen-activated protein kinase; PLC, phospholipase C; TF, transcription factor; XRE,
xenobiotic response element. Modified with permission from Figure 1, Martin-Gallausiaux et al,
SCFA: mechanisms and functional importance in the gut. Proceedings of the Nutrition Society.
2021;80(1):39) [115].
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4.4.1 Influence of microbial fermentation products

The breakdown of complex carbohydrates by gut microbiota involves a variety of polysaccharides,
including cellulose, hemicellulose, resistant starches, and non-starch polysaccharides like inulin
[116, 117]. These polysaccharides are hydrolyzed by microbial enzymes into simpler sugars, which
are then fermented to produce mainly short-chain fatty acids (SCFAs) [118]. SCFAs are absorbed
by gut epithelial cells, contributing not only to their energy supply but also to various metabolic
activities. They also seem to have wide ranging and substantial effects on the endocrine as well
as immune system [111, 119] (Figure 4.2).

SCFAs are long recognized as being of critical importance to human health. Examples of the
effect of the three most abundant ones, butyrate, propionate, and acetate, serve to illustrate the
direct and substantial health effects of microbiota-produced compounds.

Butyrate

Butyrate serves as an energy source for colonocytes and is important in maintaining their oxidative
metabolism [120, 121]. It seems critical for central metabolic pathways, such as the tricarboxylic
acid (TCA) cycle of colon cells. In its absence, a lack of energy as observed in germ-free mice,
impairs the colonocytes’ ability to maintain the colonic mucosal barrier [120]. Additionally, butyrate
acts as a histone deacetylase inhibitor, influencing gene expression and contributing to epigenetic
regulation with potential effects on key regulators of cell proliferation, differentiation, and apoptosis
[122, 120, 123]. These regulatory roles also potentially offer protective effects against diseases like
colorectal cancer [124].

Furthermore, butyrate enhances the intestinal barrier by promoting the formation of tight
junctions, essential for maintaining the integrity of the intestinal epithelium, thereby reducing the
risk of gut permeability and systemic inflammation with multiple beneficial effects [125, 126, 124,
127, 128]: By aiding in the prevention of systemic inflammation, butyrate seems to contribute
to cardiovascular health, potentially mitigating the progression of atherosclerotic disease [129,
130, 131]. Furthermore, maintaining a functional gut barrier prevents pathogenic bacteria from
entering the bloodstream, which could otherwise promote cardiovascular diseases through the
activation of the immune system and modulation of metabolic and inflammatory responses [131,
124]. Additionally, butyrate, among other SCFAs, has been implicated in blood pressure regulation,
although the exact impact on hypertension is subject to ongoing research [131].

Finally, butyrate also modulates immune responses through several mechanisms. It interacts
with GPR109A on intestinal dendritic cells as well as macrophages, which is implicated in various
anti-inflammatory processes e.g. by increasing cytokine production, potentially promoting the
development of regulatory T cells and restricting the proliferation of pro-inflammatory cells [132,
133, 134]. As a histone deacetylase (HDAC) inhibitor, butyrate increases histone acetylation,
regulating the expression of genes relevant to immune responses [135]. One of the key human
anti-inflammatory cytokines impacted through various mechanisms by butyrate is for example
IL-10 [133, 136]. Butyrate also affects intestinal macrophages, increasing anti-microbial peptide
production and encouraging differentiation of the anti-inflammatory M2 phenotype [137, 133, 138].
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Propionate

Propionate is actively involved in metabolism, being processed in the liver where it contributes to
gluconeogenesis, thus playing a part in the regulation of blood sugar levels [139].

Beyond its metabolic functions, propionate also impacts the central nervous system. It seems
to exert a protective influence on the blood-brain barrier (BBB) and achieves this by blocking
pathways related to microbial infection, as well as by being involved in the oxidative stress response
through the activation of the NRF2/NFE2L2 signaling pathway [139]. Another BBB protective
interaction involves the FFAR3 receptor on the brain endothelium [139]. Activation of the same
receptor in gut enteroendocrine cells leads to hormone secretion, regulating appetite and satiety
[139].

Furthermore, propionate may play a role in supporting cancer treatment. During intermittent
fasting, its metabolism to indole-3-propionic acid can enhance the effectiveness of chemotherapy
by modulating metabolic and immune pathways vital for cell regeneration and recovery [140], sug-
gesting a potential role in supporting cancer treatment. Another aspect of propionate’s function
could be the mitigation of vascular calcification by modulating the intestinal microbiota composi-
tion, leading to enhanced SCFA production and improved intestinal barrier function, which might
collectively reduce inflammation and calcification in the vascular system [141].

In terms of influencing immune responses, propionate is known to elicit an anti-inflammatory
effect by being the main agonist of the already mentioned FFAR3 (GPR41) receptor as well
as interacting with the G-protein coupled receptor 43 (GPR43/FFAR2), which seems to lead
to a reduction of the production of pro-inflammatory cytokines as well as a suppression of the
recruitment of inflammatory cells, such as neutrophils [142, 143, 144].

Acetate

Acetate, the most abundant SCFA in the colon, influences various metabolic processes. While
it can be produced endogeneously and also taken up with the diet, microbiota production is a
significant source as well [145, 146]. It can serve as a major energy source for peripheral tissues
[147, 148, 149] and, as a substrate for lipid synthesis in the liver, it is relevant for de novo lipogenesis
and cholesterogenesis [150, 149]. Its involvement in these processes has implications for overall
lipid metabolism, influencing the balance between energy storage and expenditure [151, 149].

In addition to its metabolic roles, acetate is also investigated for its effects on the central
nervous system as it can traverse the blood-brain barrier [152]. Acetate, among other things,
modulates gene expression in the brain. Through its interaction with the key protein-acetylation
enzyme ACSS2, it may influence cognitive functions, including appetite regulation, stress responses,
and memory formation. [152, 149].

Furthermore, acetate impacts immune function and inflammation. It participates in the regu-
lation of immune responses, particularly in the gut, where it, as other key SCFAs, seems to play
a role in influencing regulatory T cells potentially via FFAR2/FFAR3 [153]. It also supports the
function of dendritic cell cytokine production through ACCS2 [154, 149].
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Summary SCFAs

In summary, microbiota-derived SCFAs significantly influence human physiology in key areas. They
impact metabolism by regulating glucose and lipid processing, enhance immunity through mod-
ulation of inflammatory responses and support of gut barrier function, and affect behavior by
influencing neurological pathways linked to stress and cognition. Additionally, they play a role
in cardiovascular health, contributing to the regulation of blood pressure and vascular function.
SCFAs are also implicated in the progression, prevention, or cure of various diseases such as colorec-
tal cancer, where they inhibit tumor growth, and in type 2 diabetes, where they improve glucose
metabolism and insulin sensitivity.

4.4.2 Essential nutrients

While diet is a primary source for most vitamins, the gut microbiota substantially contributes to
the synthesis of specific vitamins, particularly vitamin C, K, and the B group vitamins (like B12,
B6, folate, biotin, and riboflavin) [155, 156].

While there is no clear evidence of gut microbiota-produced ascorbate (vitamin C) adding in
any substantial way to cover the human supply requirement, there is evidence of it modulating in-
flammatory immune responses by reducing the production of pro-inflammatory cytokines in T cells,
inducing apoptosis in them, and inhibiting the aerobic glycolysis [157, 158].

The K vitamins in form of menaquinones, important for the maintenance of hemostasis [159]
and potentially various other significant physiological processes [160], are produced in large amounts
and taken up, but since the daily requirements are low, either microbiota-produced or nutrition
based supply seems usually more than sufficient [161, 162, 158].

B group vitamins, a chemically diverse group of cofactors or cofactor precursors, are critical for
human health, as they are necessary for various vital metabolic functions. Several are also sourced
from microbial production.

Vitamin B6 (pyridoxine, pyridoxal, and pyridoxamine) is, among others, essential for the amino
acid metabolism [163] and thus almost all aspects of human physiology. The gut microbiota seems
to produce significant amounts of these vitamers and mechanisms of uptake by colonocytes have
been found [164, 165].

Folates (vitamin B9) are critical for nucleotide synthesis and repair, amino acid metabolism, and
methyl group transfers, among other processes [166]. While nutrition is the major source, humans
do take up microbiota-produced folates [167, 168, 169]. Biotin (vitamin B7/H) is important for the
metabolism of carbohydrates, fats, and amino acids as an essential cofactor of enzymes catalyzing
carboxylation and decarboxylation reactions [170, 171, 172]. Microbiota-produced biotin is taken
up in the large intestine, likely depending on its availability to the host [173, 169, 174].

Finally, riboflavin (vitamin B2), produced in considerable amounts by the gut microbiota [175]
and taken up to some extent in the large intestine [176], is crucial for the electron transport chain
of aerobic respiration and plays a significant part in the metabolism of amino acids [163].

It should be noted that many of the listed vitamins also likely impact gut microbiota structure
and activity, resulting in a complex network of interactions between nutrition, host physiology and
microbiota [177, 178]. For example, there is a wide variety of cobamides produced and exchanged
by the gut microbiota and potential profound effects of nutritional cobalamin on them [179].
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4.4.3 Community homeostasis: Microbial competition and host immunity

Microorganisms residing both within and on the body also play various roles regarding the func-
tioning of the immune system. Co-evolution of the microbiota and the host led to the development
of ways for microbial communities to modulate the immune responses of their host [180, 181] and
in turn a multitude of mechanisms for the host to manage its inhabitants, differentiating between
pathogens and commensals, producing defensive responses against the former and being tolerant to
the latter [182]. As such, the ‘healthy’ microbiota, located in areas such as the skin, the oral cav-
ity, and the gastrointestinal tract, for example not only form a physical barrier against pathogenic
microorganisms but also contain microbial communities who compete with them, thereby limiting
their growth [183, 184].

Bacteriocins

A central mechanism for intra-microbiota competition is anti-microbial molecules, primarily bacte-
riocins, which combine anti-bacterial effects with other activities that can impact other microbiome
members or the host [185]. The variety of bacteriocins is vast and their functions diverse, here the
focus shall be on their host-modulating functions and role in keeping an intra-microbiota struc-
ture homeostasis that benefits host and commensals. Some bacteriocins specifically target close
relatives of the producer [186] or a narrow range of unrelated species [187], whereas many others,
especially smaller peptides (produced by Gram-positive bacteria), have broader activity and affect
unrelated bacteria [188].

In a homeostatic microbiota-host system, there should be a well established interplay between
members of the microbiota, producing stable niches with e.g. sub-communities, all thriving within
bounds set by nutrient availability, antimicrobial peptide (AMP) resistance, and host tolerance [7].
It is within this context, that the amount and variety of bacteriocins produce an anti-pathogenic
effect, since overgrowth of existing opportunists is kept in check by limiting their expansion and
growth. New organisms introduced, on the other hand, are likely susceptible to already present
bacteriocins and thus eliminated directly or their growth strongly impaired, resulting in the host
being resistant to colonization [185].

There are also various mechanisms through which members of the microbiota use bacteriocins
to influence the host. In the nose, Staphylococcus lugdunensis produces the fibupeptide lugdunin,
which acts against the competitor Staphylococcus aureus directly and also interacts with Toll-
like receptor 2, activating human keratinocytes, promoting an increase in AMP production [189].
Some others, like Cytolysin [190], Colibactin [191], and Streptolysin S, impact the host by inducing
cell damage [192]. Gassericin, produced by Lactobacillus gasseri, observed in human breast milk
is, at least in piglets, also shown to influence intestinal epithelial cells, modulating secretion and
absorption capabilities [192].

Another essential mechanism is the distribution, sharing, and competition for nutrients, in
which bacteriocins are deeply involved in multiple ways. Firstly, they free the cellular contents of
vulnerable cells they destroy and, secondly, they can also serve a dual role in nutrient acquisition,
e.g. as siderophore-microcins, where the siderophore part is used as a ‘trojan-horse’ to bind to
target cell outer membrane receptors [193].

Besides the numerous and complex interactions that keep a stable microbial community in
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and on the host, one key mechanism that is intricately related is the tuning of the host’s immune
system to both sides’ benefit [7].

Immune system training and modulation

The immune system is essential for human survival [114]. Its adaptive and innate components
protect against possible damaging elements and try to maintain homeostasis mutually beneficial
for the various microbial communities associated with the host [180, 181].

For its correct functioning, tuning by exposure, especially in the early stages of life, is required.
Immune responses are adapted to gradually shift to the adult phenotype, allowing for continuous
commensal colonization without eliciting hyper-inflammatory responses [113, 194].

One of the most impactful influences of the gut microbiota on the immune system is the
modulation of the maturation and operation of critical immune cells like T cells and B cells,
essential for mounting effective immune responses [108, 195] (Figure 4.3). For example, in the
intestine, regulatory T cells (Treg cells) are key mediators of mucosal homeostasis [196]. They
express immunoglobulins [197] and cytokines [198], modulate IgA activity [199] and also support
the integrity of the epithelium, promoting repair [200] and barrier functions [201]. Because of
these essential effects, it is a necessity for the microbiota to influence this type of T cell to achieve
tolerance by the host, which they might accomplish in various ways: Through production of
(secondary) bile acids [202, 203, 204], and, as described before, possibly through SCFAs [153, 205].
Deeply involved in (intestinal) immunity and directly affected by Treg cells are T helper 17 cells
(TH17). They are central components of inflammatory responses and are again modulated by the
microbiota through bile acids [202]. This dual effect of microbiota-produced bile acids, reducing
TH17 and increasing Treg cell differentiation, seems to be a key mechanism shifting the host
immune response from inflammatory and hostile to tolerant [202].

Also key to microbiota-host immunity homeostasis and linked to the former important actors is
secretory immunoglobulin A (sIgA). It is the most abundant human antibody, with large amounts
secreted by the intestinal mucosae [206, 207] and the fundamental mechanism to keep intestinal
microbiota in check by neutralizing microbial cells and toxins, through binding, thus preventing
their attachment [208]. In turn, stimulation by the intestinal microbiota is required for sufficient IgA
production. An example of a specific and direct way to induce production of IgA in a favorable and
homeostatic manner are members of the genus Alcaligenes expressing specific lipopolysaccharides
(LPS) to maintain their niche in Peyer’s patches (PP). They induce cytokine production by dendritic
cells, which in turn leads to increased IgA production in general but also Alcaligenes-specific IgA,
which potentially represents the main mechanism used for PP colonization [209, 210, 211].

On the side of innate immunity, recognition of peptidoglycans by pattern-recognition receptors
(PRRs) is a fundamental mechanism of immunity by the human host [212]. There is strong
evidence that the microbiota tunes innate immunity in various ways [213], by e.g. presenting
peptidoglycans to the PRR Nod1, which results in higher functionality of neutrophils and a crucial
base level of immune system activation [214].

All in all, it is evident that there is an intimate and extremely complex interplay both within
the microbiota and between the microbiota and the host, shaping human-associated microbial
ecosystems. It clearly illustrates, why shifts in community structure and activity can have strong
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Figure 4.3: Influencers and functions of intestinal regulatory T cell. Intestinal regulatory
T cells are core agents of intestinal immunity. Microbially derived and influenced factors (such as
SCFAs, bile acids, sIgA) modulate immune responses by controlling T cell homeostasis. Modified
with permission from Figure 1, Ramanan et al, Regulatory T cells in the face of the intestinal
microbiota, Nat Rev Immunol, 23, 752, 2023, Springer Nature [195].

effects on the hosts health. Finally, due to the complexity of these interactions, it is often unclear
what the cause and effect are (if a clear directional relationship exists at all). Therefore, caution
is needed when attributing a specific phenotype (host and/or microbiota) to a particular agent or
entity.

4.4.4 Chronic disease

Across different body sites, including mucosal surfaces in the gastrointestinal tract, the oral cavity
and the skin, a diverse array of microbial taxa coexists with the human host. This symbiotic
relationship, particularly with the immune system, is fundamental to maintaining health. How-
ever, disturbances in these microbial communities, known as dysbioses, can trigger inflammatory
responses, potentially leading to chronic and autoimmune conditions [215, 216].

Inflammatory Bowel Disease (IBD), which encompasses conditions such as Crohn’s disease
and ulcerative colitis, represents a clinically significant group of chronic inflammatory conditions
of the gastrointestinal tract. The interplay between the gut microbiota and the host in IBD is
multifaceted, involving altered processing of gut microbiota-derived signals in addition to changes
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Figure 4.4: Signatures of Inflammatory Bowel Disease. In a healthy state, the gut microbiota
is diverse and separated from the intestinal epithelium by a mucus layer which hosts mucus-resident
bacteria. Immune cells promote a Treg profile ensuring homeostasis. In IBD patients, the diversity
of the microbiota is decreased and the composition changed. Degradation of the epithelial barrier
function lead to increased bacterial translocation, and inflammatory immune responses. Adapted
by permission from BMJ Publishing Group Limited. Figure 1, Sommer et al, Microbiomarkers in
inflammatory bowel diseases: caveats come with caviar, Gut 2017; 66:1735. [217].

in the composition and function of the gut microbiota itself [216, 218, 219] (Figure 4.4). As
described earlier, gut microbiota-derived metabolites, such as SCFAs and bile acid metabolites,
play pivotal roles in normal immune development, homeostasis, and have often been shown to be
highly relevant to the pathophysiology of IBD [219]. For example, reduced fecal SCFA levels are
often accompanied by the depletion of butyrate-producing bacterial genera like Faecalibacterium
and Roseburia [219, 220]. Bile acids like cholate have been observed to be more abundant in fecal
samples of IBD patients, hinting at a diminished ability of the microbiota to metabolize them with
potential pro-inflammatory effect [221, 222].

Obesity, a global epidemic, is intricately linked to the composition of gut microbiota. In obese
individuals, the gut microbiota composition often differs markedly from that of lean individuals.
This difference is characterized by alterations in specific bacterial populations which, among other
things, influence energy extraction from the diet, contributing to low-grade systemic inflammation
and perpetuating a cycle of weight gain and further metabolic disturbances. Finally, this may lead
to various metabolic and cardiovascular diseases [223, 224].

Diabetes, with Type 2 Diabetes Mellitus (T2DM) being the predominant form, has been closely
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linked to alterations in the gut microbiota. Epidemiological studies and mechanistic investigations
in both humans and rodents suggest that T2DM and its precursor states, including prediabetes and
gestational diabetes mellitus (GDM), may be influenced by changes in the gut microbiota. Meta-
omics studies have illuminated some of the interactions between diet, (altered) gut microbiome,
and host metabolism, revealing how dietary compounds are metabolized by the microbiome to
produce a myriad of metabolites with systemic effects on the host. These microbiota alterations
can affect key metabolic pathways, notably those involved in SCFA production and bile acid
metabolism, which in turn influence insulin resistance, glucose intolerance, and overall metabolic
health [225, 224].

Type 1 Diabetes Mellitus (T1DM) represents an autoimmune disorder marked by the destruc-
tion of insulin-producing β-cells in the pancreas, typically emerges early in life and leads to lifelong
dependency on exogenous insulin [226]. While genetic predisposition plays a crucial role, the in-
creasing incidence of T1DM points to a complex interplay between genetic and environmental
factors, including gut microbiota dysbiosis. The gut microbiota’s impact on T1DM seems to
extend to modulating the host’s immune system, particularly through molecular mimicry and the
differentiation of immune cells like regulatory T cells (Tregs) [226]. However, the specific microbes
and their metabolites involved in T1DM’s onset and progression remain an active area of research,
necessitating further investigation to develop microbiome-based therapeutic strategies. Findings
from this work, using a multi-meta-omics approach, suggest a disease-specific dynamic between
Streptococci species in the oral cavity that is linked to levels of those bacteria in the gut associated
with T1DM. Alterations in the oral microbiome seemed to affect the microbial communities in the
gut, particularly through reduced ’mouth-to-gut’ transfer of S. salivarius, which may contribute to
the inflammatory processes in T1DM [227].

Parkinson’s Disease (PD) presents an example of how gut microbiota may significantly impact
neurodegenerative disorders. Recent studies have indicated an alteration in the gut microbiome
of PD patients, characterized by a decreased abundance of bacteria observed to be beneficial to
health and mostly known for contributing anti-inflammatory effects. Changes in gut microbiota
composition can influence gut motility, leading to conditions like constipation, dysphagia, and
altered smell and taste, and are thought to affect the central nervous system via the gut-brain
axis. These alterations are assumed to lead to gut inflammation, with intestinal barrier hyper-
permeability, and the potential propagation of α-synuclein in the enteric nervous system, all of
which may influence the risk and progression of PD, as well as the response to PD medication [228,
229, 230]. Similarly, in Alzheimer’s Disease (AD), a form of dementia, emerging evidence suggests
that gut microbiota plays a role in the disease’s pathophysiology. Dysbiosis in dementia is again
observed as a reduction in anti-inflammatory bacteria, possibly contributing to neuroinflammation
and the formation of amyloid plaques, key features of Alzheimer’s pathology. The gut-brain axis
is considered a critical pathway for these microbial influences also here, with the potential to
significantly affect neurodegenerative processes [228, 229].

4.4.5 Summary

In summary, the human microbiome, particularly the gut microbiota, is integral to various funda-
mental biological functions and overall health. Its role has been extensively examined, revealing
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impacts on almost all aspects of human health. Nonetheless, more comprehensive research applying
integrated, high-resolution methods, is necessary to fully unravel the intricate interplays between
the various microbiomes and the human body to devise strategies to not only avert diseases but
also potentially improve the human condition, for example, by attenuating senescence or enhancing
nutrient processing capabilities.
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5.1

binny: an automated binning
algorithm to recover high-quality

genomes from complex
metagenomic datasets
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5.1.1 Coversheet

Contributions of author Oskar Hickl

• Performed the conceptual design and planning of the study with P.M. and A.H.-B. This
included identifying objectives and outlining methodologies to ensure a robust and coherent
approach.

• Developed the application. This involved not only software design but also ensuring the
application’s functionality aligned seamlessly with the study’s goals.

• Independently executed all experimental procedures. This encompassed setting up exper-
iments, collecting data, and conducting preliminary analyses to validate the experimental
outcomes.

• Led authoring the manuscript, detailing the study’s objectives, methodologies, findings, and
conclusions.

• Created all visual and tabular representations of the study’s data. This task involved de-
signing figures and tables that clearly and accurately conveyed complex information in an
accessible format for readers.
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5.1.2 Introduction

In the absence of our ability to perform single-cell sequencing on complex environmental samples
or cultivate substantial amounts of community members individually, we have to rely on recovering
genomes from metagenomes, the results of sequencing entire environmental samples. To under-
stand the emergent properties of microbial communities, it is essential to have access to individual
members’ genomes to link individuals’ functional potential back to the metagenome as a whole.

binny was designed with a focus on trying to address some of the prevalent challenges in
binning metagenomes, where the recovery of substantial amounts of strain-resolved MAGs is still
not possible. It adopts a unique, iterative and dynamic strategy to deal with the highly complex
metagenomic data. It makes use of lineage-specific marker genes to allow immediate validation of
potential MAGs.

Implemented as a Snakemake workflow, binny has at its core a binning algorithm developed in
Python. The main routine operates iteratively; in each iteration, dimension reduction is performed
based on the unbinned contigs’ features. Subsequent clustering is then executed based on the
low-dimensional coordinates extracted. Only clusters that pass purity and completeness thresholds
are retained, while the rest undergo further iterations with modified parameters.

In benchmarks with both synthetic and real-world data against state-of-the-art binning meth-
ods, binny showed high performance. Over the semi-synthetic datasets, binny consistently sur-
passed or matched other methods in various metrics, especially in the recovery of pure and complete
MAGs.

Two other aspects of the benchmarks highlighted binny ’s performance: Accurately reconstruct-
ing highly fragmented genomes and distinguishing closely related organisms. Both are crucial
abilities in recovering strain diversity from large, complex data sets.

When evaluated with real-world data from various environments, binny consistently performed
well. It achieved the highest recovery of HQ MAGs and the second-highest of NC bins. Notably,
binny recovered substantially more MAGs of MIMAG quality than any other methods.

In summary, the benchmarks suggest that binny could serve as a valuable addition to future
metagenomic analyses, especially when dealing with large datasets.

32



Oskar Hickl is a PhD candidate in the Bioinformatics Core at the Luxembourg Centre for Systems Biomedicine. His research interests are metagenomics,
-transcriptomics, and -proteomics method development and data analysis, as well as microbiome research.
Pedro Queiros was a PhD candidate in the Systems Ecology Group at the Luxembourg Centre for Systems Biomedicine. He now focusses on natural language
processing and data integration as a machine learning engineer at Finquest, Foetz, Luxembourg.
Paul Wilmes is the Head of the Systems Ecology Group at the Luxembourg Centre for Systems Biomedicine and Professor in Systems Ecology at the Department
of Life Sciences and Medicine of the University of Luxembourg. He uses advanced high-resolution molecular methods and experimental approaches to
understand the functional ecology of microbiomes.
Patrick May is a Senior Researcher and the Head of the Genome Analysis group, Bioinformatics Core, Luxembourg Centre for Systems Biomedicine, University of
Luxembourg, Esch-sur-Alzette, Luxembourg. His research interests are human genetics and genomics and multi-omic microbiome research.
Anna Heintz-Buschart is Assistant Professor in Microbial Metagenomics at the University of Amsterdam. Her research interests connect data science,
bioinformatics, and microbial ecology.
Received: June 9, 2022. Revised: September 3, 2022. Accepted: September 6, 2022
© The Author(s) 2022. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.

Briefings in Bioinformatics, 2022, 23(6), 1–14

https://doi.org/10.1093/bib/bbac431
Advance access publication date 13 October 2022

Problem Solving Protocol

binny: an automated binning algorithm to recover
high-quality genomes from complex metagenomic
datasets
Oskar Hickl , Pedro Queirós , Paul Wilmes , Patrick May and Anna Heintz-Buschart
Corresponding authors: Patrick May, Bioinformatics Core, Luxembourg Centre for Systems Biomedicine, University of Luxembourg, 1 Boulevard du Jazz, L-4370,
Esch-sur-Alzette, Luxembourg. Tel: +352 46 6644 6263; E-mail: patrick.may@uni.lu; Anna Heintz-Buschart, Biosystems Data Analysis, Swammerdam Institute
for Life Sciences, Faculty of Science, University of Amsterdam, Science Park 904, 1098 XH, Amsterdam, The Netherlands. Tel: +31 020 525 6547;
E-mail: a.u.s.heintzbuschart@uva.nl

Abstract

The reconstruction of genomes is a critical step in genome-resolved metagenomics and for multi-omic data integration from microbial
communities. Here, we present binny, a binning tool that produces high-quality metagenome-assembled genomes (MAG) from both
contiguous and highly fragmented genomes. Based on established metrics, binny outperforms or is highly competitive with commonly
used and state-of-the-art binning methods and finds unique genomes that could not be detected by other methods. binny uses k-
mer-composition and coverage by metagenomic reads for iterative, nonlinear dimension reduction of genomic signatures as well as
subsequent automated contig clustering with cluster assessment using lineage-specific marker gene sets. When compared with seven
widely used binning algorithms, binny provides substantial amounts of uniquely identified MAGs and almost always recovers the most
near-complete (> 95% pure, > 90% complete) and high-quality (> 90% pure, > 70% complete) genomes from simulated datasets from the
Critical Assessment of Metagenome Interpretation initiative, as well as substantially more high-quality draft genomes, as defined by the
Minimum Information about a Metagenome-Assembled Genome standard, from a real-world benchmark comprised of metagenomes
from various environments than any other tested method.

Keywords: metagenome-assembled genome, MAGs, embedding, dimensionality reduction, t-SNE, iterative clustering, marker gene sets

Introduction
High-throughput shotgun sequencing has become the standard to
investigate metagenomes [1, 2]. Metagenome-assembled genomes
(MAGs) allow the linking of the genetic information at species or
strain level. In the absence of cultured isolates, MAGs form an
important point of reference. Thereby, study-specific MAGs have
led to the discovery of previously uncharacterized microbial taxa
[3] and deepened insights into microbial physiology and ecology
[4, 5]. In addition, large system-wide collections, which have been
assembled recently, e.g. for the human microbiome [6] and several
environmental systems [7], equip researchers with a common
resource for short-read annotation. These collections also repre-
sent an overview of the pangenomic potential of microbial taxa
of interest [8, 9]. In addition to facilitating the interpretation of
metagenomic data, genome resolution also provides an anchor for
the integration of functional omics [10, 11].

However, obtaining complete, un-contaminated MAGs is
still challenging [12]. Most approaches start from assembled

contigs, which are then binned by clustering, e.g. expectation-
maximization clustering [13, 14] or graph-based clustering [15],
of k-mer frequency or abundance profiles or both. Therefore,
issues with metagenomic assemblies, such as fragmentation of
the assembly because of insufficient sequencing depth, repeat
elements within genomes and unresolved ambiguities between
closely related genomes, are perpetuated to MAGs. In addition,
the features based on which contigs are binned are not generally
homogeneous over genomes: for example copy number, and
thereby metagenomic coverage, may vary over the replicating
genome; certain conserved genomic regions, and also newly
acquired genetic material, can deviate in their k-mer frequency
from the rest of the genome [12].

In the face of these challenges, the algorithms used to bin
assembled metagenomic contigs into congruent groups, which
form the basis for MAGs, can approximately be evaluated
according to a set of criteria [16]. Most importantly, MAGs should
be as complete as possible and contain as little contamination
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as possible. In metagenomic datasets with defined compositions,
such as those provided by the Critical Assessment of Metagenome
Interpretation (CAMI) initiative [17–19], the evaluation can be
achieved by comparison with the reference genomes. For yet un-
sequenced genomes, completeness and contamination can be
assessed based on the presence and redundancy of genes that
are expected to be present as single copies in many [20] or all [21]
bacteria or archaea [22], or in specific lineages [23]. Contiguity and
GC-skew provide further measures for highly complete genomes
[12]. For reporting and storing MAGs in public repositories, the
Minimum Information about a Metagenome-Assembled Genome
(MIMAG) standard has been proposed [24]. In addition to com-
pleteness and contamination based on protein-coding genes, this
standard also takes into account the presence of tRNA and rRNA
genes. The latter present particular challenges for assembly and
binning methods alike [12]. Nevertheless, the recruitment of rRNA
genes to MAGs would improve the association with existing MAG
collections [6, 25] and rRNA-gene-based databases [26], which are
widely used for microbial ecology surveys. In addition to binning
tools, refiners have been developed that complement results
from multiple binning methods [27, 28]. These refiners generally
improve the overall yield and quality of MAGs [29]. Finally,
manual refinement of MAGs with the support of multiple tools
is still recommended [12, 30–33].

Here, we present binny, an automated binning method that
was developed based on a semi-supervised binning strategy
[10, 34]. binny is implemented as a reproducible Python-based
workflow using Snakemake [35]. binny is based on iterative
clustering of dimension-reduced k-mer and abundance profiles of
metagenomic contigs. It evaluates clusters based on the presence
of lineage-specific single copy marker genes [23]. We bench-
marked binny against six CAMI [17, 18] datasets and compared
the results with the most popular binning methods MetaBAT2 [15],
MaxBin2 [14], CONCOCT [13] and the recently developed VAMB
[36], SemiBin [37] and MetaDecoder [38]. We evaluated the contri-
bution of binny to automatic MAG refinement using MetaWRAP
[27] and DAS Tool [28]. Finally, we evaluated the MAGs returned
by all approaches from real-world metagenomic datasets from
a wide range of ecosystems. We report that binny outperforms
or is highly competitive with existing methods in terms of
completeness and purity and improves combined refinement
results. binny also returned most MIMAG-standard high-quality
draft genomes from both highly fragmented and more contiguous
metagenomes over a range of microbial ecosystems.

Material and Methods
binny workflow
binny is implemented as a Snakemake [35] workflow (Figure 1).
At the centre of the workflow is the binning algorithm written
in Python, which uses iterative, nonlinear dimension reduction of
metagenomic read coverage depth and signatures of multiple k-
mer sizes with subsequent automated contig clustering and clus-
ter assessment by lineage-specific marker gene sets. Preparatory
processing steps include the calculation of the average depth of
coverage, gene calling using Prokka [39], masking of rRNA gene
and CRISPR regions on input contigs and identifying CheckM [23]
marker genes using Mantis [40].

Overview
binny operates in an iterative manner after processing of the
annotated marker gene sets. Each iteration consists of nonlinear
dimension reduction on the selected features (depths of coverage

Figure 1. binny workflow. Overview of the Snakemake pipeline and
of binny’s binning method. Preprocessing includes assembly annotation
using Prokka, CheckM marker gene detection using Mantis, and (optional)
average contig read coverage calculation. binny filters out contigs shorter
than the specified value, masks potentially disruptive contig regions
before calculating k-mer frequencies for the chosen k-mer size(s). In
its main routine, binny iteratively embeds the contig data into two-
dimensional space, forms clusters, assesses them with marker genes, and
iteratively extracts clusters of sufficient quality as MAGs.

and k-mer frequencies) of the so far unbinned contigs and cluster-
ing based on the resulting two-dimensional coordinates. Clusters
are selected if the contained marker gene sets indicate purity
and completeness above defined thresholds. A new iteration is
started on left-over un-binned contigs with dynamically adjusted
parameters. Finally, clusters above the thresholds are output as
MAGs.

Marker gene set processing
binny generates a directed graph database of the CheckM [23]
taxon-specific marker sets annotated per contig in NetworkX [41].
This allows for fast access to the hierarchical (lineage-based)
information. Some marker sets are omitted, as they are very small
and/or led to imprecise assessments in testing (Supplementary
Table 1).

Filtering of short sequences
By default, binny filters out all sequences shorter than 500 bp. For
its main routine, further filtering is done based on an Nx value
(default 90). For Nx filtering, the contigs are sorted by length in
descending order and the first contigs that together make up x%
of the assembly are retained. This size selection can be modified
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by setting minimum size values or ranges for contigs that do not
contain marker genes (default 2250 bp) and those that contain
them (default 2250 bp). This aims to maintain the maximum
amount of information from an assembly because only contigs
that have a low information content are omitted.

Masking of disruptive sequence regions
Certain regions on a sequence could skew the k-mer frequency
and, thus adversely affect the binning process. For example,
CRISPR regions contain foreign genetic elements, which have k-
mer frequencies that can deviate substantially from the rest of the
genome, whereas rRNA genes have highly conserved sequences
whose k-mer profiles do not resemble the rest of a given genome.
To avoid an impact on the k-mer frequency calculation and
still keep sequences intact, binny by default masks sequence
elements/regions such as rRNA genes and CRISPR regions, using
Prokka-provided annotations from barrnap [39] and minced [42],
respectively. The masked regions are ignored during the k-mer
frequency calculation.

Single contig genome recovery
Genomes represented by single contigs might not be distinguish-
able from noise during clustering or be clustered together with
highly similar contigs of other, fragmented genomes. Therefore,
contigs with at least 40 different markers are extracted first and,
if they are at least 90% pure and 92.5% complete, they are kept
as single-contig MAGs and by default do not enter the iterative
binning procedure.

Binning features
binny uses two contig features for dimensionality reduction
and clustering: the k-mer frequencies of multiple sizes (default
k = 2, 3 and 4) and the average read coverage (raw read counts
of one or more samples), both centered log-ratio transformed.
Coverage information can be included in form of bam files or
a file with tab-separated average contig coverage values per
sample.

Dimensionality reduction
To reduce the dimensionality of all features to two, the Fast
Fourier Transform-accelerated Interpolation-based t-distributed
Stochastic Neighbor Embedding implementation of openTSNE
[43] is used. To decrease the computation time of the dimension-
ality reduction, Principal Component Analysis is used beforehand
to lower the dimensionality of the initial feature matrix to either
as many dimensions needed to explain 75% of the variation or to
a maximum of 75 dimensions. To improve the embedding quality,
especially with large datasets, multiple strategies are used: (i) a
multi-scale kernel with perplexity ranges from 10 to 20 and 100
to 130 starting with 10 and 100, where each iteration the former is
increased by 2 and the latter by 5, are used instead of a Gaussian
model to balance out local and global structure, as described by
Kobak and Berens [44]. (ii) An early exaggeration of EX for the
number of unbinned contigs NUC:

EX = min{4, max{100, NUC × 2.5 × 10−4}}, (1)

with a learning rate LR_EX for the early exaggeration phase:

LR_EX = max
{

2,
NUC
EX

}
(2)

and a learning rate LR:

LR = max{200, min{64 × 103, NUC × 0.1}} (3)

for the main phase are used. These values were chosen to achieve
adequate embeddings of datasets of varying sizes [45, 46]. Addi-
tionally, the number of iterations to run early and main phase
optimizations are based on the difference in Kullback–Leibler
divergence (KLD) KLD_DIFF. The KLD is measured every 250 opti-
mization iterations. The optimization ends [46], if:

KLD_DIFF < KLD × 0.01. (4)

(iii) To avoid the impreciseness of Euclidean distance mea-
sures in high-dimensional space, Manhattan distance was chosen
instead [47]. Default values were kept for all other openTSNE
parameters.

Iterative clustering
binny uses hierarchical density-based spatial clustering of
applications with noise (HDBSCAN) [48] on the generated two-
dimensional embedding, in iterations. binny will run clustering of
the created embedding n times (default 3), each time extracting
MAGs meeting the quality thresholds and continuing with the
embedding containing only the leftover contigs. n is the number
of values for HDBSCAN’s min_samples parameter (default 1,5,10,
hence n=3).

Other default clustering parameters are: the minimum cluster
size is calculated with ln(n contigs), the cluster selection epsilon
to merge micro-clusters is changed each binny iteration, cycling
from 0.25 to 0.0 in 0.125 steps, and the distance metric used is
Manhattan.

For each cluster, completeness and purity are assessed (see
below). If a cluster passes the completeness threshold (by default
starting with 92.5% and then decreasing to a minimum of 72.5%)
and has a purity above 95%, if the completeness threshold is
90% or higher, otherwise it is set to 92.5%, it is kept as a MAG.
Otherwise, binny will attempt to split that contig cluster iter-
atively using HDBSCAN a defined maximum amount of times
(see above) but adding the raw depth(s) of coverage as additional
dimension(s). Within each of these clustering rounds, the clusters
below the quality threshold can be split again using HDBSCAN
until no new clusters are identified and/or the maximum num-
ber of iterations is reached (default 1, no further splitting). To
prevent the selection of low-purity clusters, the purity threshold
is increased continuously to a maximum of 95% at complete-
ness 70% or lower (99%, if the chosen marker set is Bacteria or
Archaea).

Cluster assessment using marker gene sets
Clusters are assessed by calculating the purity and completeness
based on the CheckM marker grouping approach, where marker
genes known to be co-located in genomes of a lineage are col-
lapsed into marker sets [23]. binny calculates MAG quality as in
Parks et al. equation 1 and 2, respectively [23], except that instead
of contamination purity is calculated. Let P be the purity for
a set of collocated marker sets MSS, MS a marker set in MSS,
g a single copy marker gene in MS and C the counts of g in
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a MAG:

PMSS =
∑

M∈MS

∑
g∈M

1
Cg

|M|
|MS| . (5)

The taxonomic level and identity of the marker set are chosen
dynamically. Assessment starts with completeness and purity of
the domain-level marker sets and traverses the lineage down
one taxonomic level at a time. At each level, completeness and
purity for each taxon of the lineage are calculated. To combine the
power of the domain level marker sets to give a general quality
assessment with the specificity of lower level marker sets, the
mean of purity and contamination for sub-domain level marker
sets and their respective domain level set is used. If the marker set
of the current taxon has an equal or higher completeness than the
previously best-fitting marker set, it is set as the new reference.
This choice is based on the assumption that the marker set with
the highest completeness is least likely to be matching by chance
and the larger the marker set size, the smaller the chance for miss-
annotation. The lowest level to evaluate can be set by the user
(default Class level).

Iterative binning
binny starts embedding and clustering the size-selected, un-
binned contigs. The minimum contig size limit is decreased by 500
bp if less than half of the iterative clustering steps returned MAGs,
until a minimum size of 500 bp is reached. In the next binning
iteration, the completeness threshold will be decreased by 10%
and the initial contig size threshold reset to the initial maximum
value after which the cycle starts again. This will continue until
the minimum completeness threshold is reached. At this point,
the purity threshold is decreased to 87.5% for clusters with
completeness ≥ 90% and the number of splitting attempts for
contaminated clusters is increased to 2. This is done to recover as
much information as possible in the final binning iteration. binny
has a separate routine for co-assemblies, i.e. runs with depth of
coverage information from more than one sample: here, binny
creates embeddings and clusters of the un-binned contigs ≥ 500
bp of and runs subsequent binning iterations, for as long as it finds
new MAGs that satisfy the purity and completeness thresholds.
The completeness threshold is decreased by 10% in every binning
iteration, down to the minimum completeness threshold (default
70% completeness). As with the single sample mode, the purity
threshold is decreased to 87.5% for clusters with completeness
≥ 90% and the number of splitting attempts for contaminated
clusters is increased to 2. Once no more MAGs are found at
the minimum completeness threshold, binny runs final rounds
with minimum contig sizes starting at 2000 bp, decreasing by 500
each round, until 500 bp or the minimum size set by the user is
reached.

Contig depth of coverage calculation
If not provided explicitly, the average depth of coverage calcula-
tion can be performed directly from given BAM files within the
Snakemake workflow using BEDTools [49] genomeCoverageBed and
an in-house Perl script.

Coding sequence, RNA gene and CRISPR prediction by
Prokka
A modified Prokka [39] executable is run with –metagenome, to
retrieve open reading frame (ORF) predictions from Prodigal [50],
rRNA and tRNA gene predictions from barrnap [39] and CRISPR

region predictions from minced [42]. The modification improves
speed by omitting the creation of a GenBank output and by
the parallelization of the Prodigal ORF prediction step. Addition-
ally, it allows the output of partial coding sequences without
start and/or stop codons, which are frequently encountered in
fragmented assemblies. No functional annotations of the called
coding sequences are performed. The GFF output of Prokka is used
in the subsequent steps.

Marker gene set annotation
Taxon-specific marker gene sets are acquired from CheckM
(https://data.ace.uq.edu.au/public/CheckM_databases/) [23] upon
installation of binny, hidden Markov profile models (HMM)
of marker genes not found in taxon_marker_sets.tsv are
removed, and checkm.hmm is split into PFAM [51] and TIGRFAM
[52] parts. Mantis [40] is used to annotate coding sequences using
the two HMM sets. Because both resources are of different scope
and quality, consensus generation weights of 1.0 and 0.5 are used
for PFAM and TIGRFAM models, respectively. Mantis’ heuristic
search algorithm is used for hit processing, the e-value threshold
is set to 1 × 10-3, and the –no_taxonomy flag is set.

Parameter customization
To optimize for their use case, a user can choose to change the
sizes and number of k-mers used, the Nx value and/or minimum
contig length to filter the assembly, as well as the minimum
completeness and purity thresholds for MAGs. The user may
choose not to mask potentially disruptive regions and can control
the clustering process by adjusting several HDBSCAN parameters.
Additionally, it is possible to choose between internal calculation
of the average contig read depth or supplying a depth value file.

Requirements/dependencies
binny is implemented as a Snakemake pipeline and an installation
script is provided that takes care of the installation of all neces-
sary dependencies and required databases.

Benchmarking
Synthetic benchmark data
Binning performance was evaluated using datasets from the
CAMI initiative [17, 19], each containing several hundreds of
genomes at strain-level diversity. To benchmark against data of
varying complexity, five short-read datasets with a total of 49
samples were chosen from the 2nd CAMI Toy Human Microbiome
Project Dataset (https://data.cami-challenge.org/participate).
Additionally, to test against a very large dataset, the five sample
Toy Test Dataset High Complexity from the first CAMI challenge
(https://openstack.cebitec.uni-bielefeld.de:8080/swift/v1/CAMI_
I_TOY_HIGH) was used.

To test the performance on co-assembled data, the pooled
assemblies of each of the six CAMI datasets and the respective
number of sample read files for each dataset, provided by the
CAMI challenges, were used. Contig read depth per sample was
calculated using binny and provided to all binning methods unless
stated otherwise. Read files were de-interleaved (https://gist.
github.com/nathanhaigh/3521724&#x2216;#file-deinterleave_
fastq-sh) and mapped against the contigs using bwa-mem [53].

Real-world benchmark data
To assess the binning performance in different real-world sce-
narios with a variety of metagenome sizes, complexities and
qualities, 105 metagenomes used in the MetaBAT2 publication
[15] for benchmarking were chosen based on the availability of
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preprocessed read data at the Joint Genome Institute (JGI). The
newest available assembly for the metagenomes and the respec-
tive preprocessed reads were retrieved from JGI (https://jgi.doe.
gov/). The read data were processed in the same way as the CAMI
data. For a full list with all sample information see Supplementary
Table 2.

Binning and refinement methods
The performance of binny was compared to six other state-of-the-
art binning methods, and to two binning refinement tools. binny
and the other methods were all run using the default settings,
unless specified otherwise:

MaxBin2 (2.2.7) [14] was run by providing the contig read depth
files using the -abund option and with the -verbose option.

MetaBAT2 (2.2.15) [15] was provided the contig read depth files
using the -a option and the options -cvExt, –saveCls as wel
l as -v.

CONCOCT (1.1.0) [13] was run following the ’Basic Usage’
section in the documentation (https://concoct.readthedocs.io/
en/latest/usage.html).

VAMB (3.0.2) [36] was run with the default parameters and
using the Snakemake pipeline as described in the documentation
(https://github.com/RasmussenLab/vamb/blob/master/README.
md). Because VAMB is designed to achieve optimal performance
through the combination of the data of multiple samples, the
samples from each of the six CAMI datasets were concatenated
and run together, as described by the authors (README sections
Recommended workflow and Snakemake workflow). For the
real-world metagenomes, samples sharing a JGI GOLD Study ID
were run together. As VAMB could not be successfully run on
some of the real-world samples using default values, or when
trying with lower values of -m and –minfasta, the number of
MAGs recovered was counted as zero for these samples. For a list
of these samples see Supplementary Table 3.

SemiBin (1.0.2) [37] was run using the single_easy_bin mode
with –random-seed 0 and default parameters otherwise. For
the single sample binning the global model was used, except
for the CAMI 2 Gastrointestinal (GI) tract samples, for which –
environment human_gutwas used and the CAMI 2 Oral samples,
for which –environment human_oral was used. For the real-
world benchmark the respective models matching wastewater,
ocean and soil samples were employed.

MetaDecoder (1.0.9) [38] was run using the default parame-
ters, following the developers instructions, calling consecutively
coverage, seed and cluster. To use coverage, the assemblies’
respective bam files were converted to sam format using sam-
tools.

DAS Tool (1.1.2) [28] was run using Diamond [54] as a search
engine on the unfiltered binning method outputs.

MetaWRAP (1.2.2) [27] was set to output only contigs with
less than 10% contamination and at least 70% completeness
and was also provided the unfiltered binning method outputs.
Both refinement tools, DAS Tool and MetaWRAP, were run: (i) per
sample using the data of binny, MetaDecoder, and SemiBin and (ii)
the two binning methods except binny, to asses how many MAGs
binny contributes in an ensemble approach.

MAG quality standards
To match real-world workflows, all binning outputs were assessed
using CheckM (1.0.12) [23] and filtered to contain only MAGs with
a purity > 90% and a completeness > 70%. The latter threshold
was set in accordance with the CheckM publication, which sug-
gests that CheckM results are reliable at completeness equal or

larger than 70%. MAGs above these thresholds are subsequently
called ‘HQ’ MAGs. MAGs with a purity > 95% and a completeness
> 90% are called ‘near-complete’ (NC) MAGs, as defined by Bowers
et al. [24].

Additionally, the MIMAG definition of high-quality draft
genomes was employed, requiring at least 18 unique tRNAs and
three unique rRNAs to be present in the MAG in addition to a
purity of >95% and a completeness of >90% [24].

Besides the recall in terms of bps of the assembly recovered,
the read recruitment of MAGs was assessed. All reads mapping as
primary mappings to contigs of a MAG were counted per sample
and divided by the total read count (forward + reverse) using
pysam (https://github.com/pysam-developers/pysam).

Assessment of benchmark results
Results for the CAMI benchmark were processed using AMBER
(2.0.3) [55], a genome reconstruction evaluation tool, with
the following parameters, -x ‘50,70,90’ and -k ‘circular

element’.
To evaluate a MAG, AMBER selects the gold standard genome

with the highest share of bps in that MAG as the reference. In
contrast to CheckM, where purity and completeness refer to the
amount of marker genes present or duplicated, within AMBER
and using an available gold standard, purity and completeness
refer to the amount of bp of the reference genome recovered
for completeness, and the share of bp of a given MAG with a
given reference genome, respectively. Additionally, to assess one
or multiple datasets taken together, AMBER defines overall com-
pleteness as ‘Sum of base pairs coming from the most abundant genome
in each predicted genome bin divided by the sum of base pairs in all
predicted bins....’ and overall purity as ‘Sum of base pairs coming from
the most abundant genome in each predicted genome MAG divided by the
sum of base pairs in all predicted bins....’.

Purity and completeness values are reported as the per dataset
average, unless specified otherwise. For the real-world bench-
marks, the average proportion of bp recovered or the number of
MAGs recovered is reported together with the standard error of the
mean (SEM). Another metric used is the adjusted Rand index (ARI),
which is a commonly used metric to measure how similar two
datasets are. Trying to make the comparisons between different
binning methods as realistic, fair and transparent as possible,
we report all metrics derived from the CheckM-filtered binning
results, unless specified otherwise.

To assess the intersections of MAGs formed by the different bin-
ning methods on multi-sample datasets, genomes were counted
separately for each sample. To this end, the gold standard genome
name was concatenated with the sample id to yield unique iden-
tifiers for each genome in each sample. All other figures were
created using the Python libraries matplotlib [56] and Seaborn [57],
as well as UpSetPlot [58], setting the minimum intersection size
to be shown to ten, for the UpSet plots. The remaining data
analyses were performed and table outputs created using the
Python NumPy and pandas libraries.

To evaluate if the binning methods could recover NC and
HQ MAGs from organisms with closely related or highly similar
genomes in the same sample, for each of the 54 samples of
the six CAMI datasets all versus all Average Nucleotide Identity
(ANI) calculations were performed using FastANI (1.33) [59]. Each
genome was assigned the highest ANI to another genome in the
same sample. The numbers of NC and HQ MAGs recovered per
binning method with ANIs higher than 90.0–99.9% in 0.1 steps
were counted.
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Results
Performance on synthetic datasets
To assess binny’s performance, six datasets from the CAMI
initiative were chosen: the high complexity toy dataset of the
first CAMI iteration to investigate how binny performs on very
large datasets and the five toy human microbiome datasets
of the second CAMI iteration to evaluate the performance on
a wide range of microbiome sizes and complexities. Generally,
a binning tool performs best, if it recovers the most complete
MAGs with the highest purity, which corresponds to the highest
ARI.

Over all six datasets (54 samples), binny with default settings
recovered 35.5% (SEM 2.8%) of the reference genome lengths in
the samples as NC MAGs (n = 1564) and 42.7% (SEM 3.0%) as HQ
MAGs (n = 2021), with median recall values of 26.3% and 36.3%,
respectively (Figure 2, Supplementary Table 4). In total, 45.1%
of the reference genomes where recovered at a purity of 98.4%
with an ARI of 0.977 (Supplementary Figure 1, Supplementary
Table 5).

For the high complexity dataset, binny recovered 30.0%
of the total reference genomes with a purity of 97.8% and
an ARI of 0.970 (Supplementary Figure 2, Supplementary
Table 6).

The lowest recall was observed for the CAMI 2 Airways dataset
with 25.9%, a purity of 98.1%, and an ARI of 0.973 (Supplementary
Figure 3), whereas the highest recall of 66.3%, with a purity of
98.6% and an ARI of 0.978 was reached with the CAMI 2 GI dataset
(Supplementary Figure 4). For the other three datasets, binny
achieved the following respective recall, purity and ARI numbers:
60.9%, 98.0% and 0.969 (CAMI 2 Urogenital); 48.0%, 98.9% and
0.983 (CAMI 2 Skin); and 33.2%, 98.6% and 0.982 (CAMI 2 Oral)
(Supplementary Figures 5–7, Supplementary Table 6; for detailed
metrics for MAGs and samples see Supplementary Tables 7 and 8,
respectively).

The average read recruitment from the CAMI data of the binny
output was 72.4%. The highest recruitment was achieved for the
GI dataset sample 5 with 99.4%, whereas the lowest was observed
for the skin dataset sample 19 (40.7%). Notably, a substantial
proportion of the reads recruited were mapped to single contig
MAGs for the CAMI 2 datasets (on average 60.7%), whereas for
the CAMI 1 datasets, only about a fifth of the reads recruited by
binned contigs, were mapped to single contig MAGs (Supplemen-
tary Tables 9 and 10).

Running binny with multiple depth files
When assessing the performance on co-assembled datasets with
depth information from multiple samples, binny had a recall of
54.3% over the CAMI datasets with a purity of 98.4%. In total
1055 NC MAGs were produced, 413 of which contained more than
five contigs (Supplementary Figures 8–10). The highest recall was
achieved for the CAMI 2 GI co-assembly with 75.9% and a purity
of 99.0%, whereas the worst performance was observed for the
CAMI 2 Airways dataset with a recall of 32.6% and purity of 97.4%
(Supplementary Tables 11–13).

To test to which degree binny makes use of the information
from the multiple read depth files per co-assembly, binny was
additionally run with only one depth file per co-assembly. binny
using all available depth files had a 20.4% higher recall at a
slightly higher purity, leading to a recovery of 25.0% more NC
MAGs (211) in total and 102.5% more NC MAGs (209) of contig sizes
larger than 5 (Supplementary Figures 8–10, Supplementary Tables
11–13).

Effect of masking potentially disruptive sequence
regions
To test the effect of masking potentially disruptive sequences,
we also ran binny on the 54 CAMI samples without the masking
procedure. The unmasked run did not differ substantially from
the one with the default settings regarding assembly recall and
purity (Supplementary Table 14). In total, 29 fewer NC MAGs were
recovered without the default masking (Supplementary Table 15).
The amount of MAGs recovered matching the MIMAG standard
was reduced by 5% from 1167 to 1112 (Supplementary Table 16).

Effect of lineage-specific marker gene sets
To evaluate the utility of using lower taxonomic level marker gene
sets, we compared the difference in NC and HQ MAGs recovered
between the default setting of a maximum depth at class-level
to only using kingdom-level markers with the unfiltered output
from the 54 CAMI samples. With the class-level marker sets and
8.5% more NC and 21.0% more HQ MAGs with a size of more than
five contigs could be recovered, demonstrating the effectiveness
of the lower level marker gene information with binny. Overall,
with class-level markers the recall was 5.7% higher, whereas the
purity was 1.2% and the ARI 1.8% lower (Supplementary Tables 17
and 18).

Run time
For all experiments, binny was run on compute nodes equipped
with AMD Epyc ROME 7H12 CPUs, and for the run-time bench-
mark 32 cores and 56 GB of RAM were used. For the CAMI samples,
the complete binny pipeline took on average 112 minutes to run,
with a max of 413 minutes for sample five of the CAMI 1 high
complexity dataset. The Prokka annotations took on average 28%,
the Mantis annotations on average 15% and binny on average 57%
of the total run time (Supplementary Table 19).

binny generally outperformed state-of-the-art
binning methods on synthetic datasets
Over all six CAMI datasets binny recovered per sample the highest
portion of the assembly (bps) as HQ (42.7%) or NC (35.5%) MAGs,
followed by MetaDecoder (38.6%, 30.9%) and SemiBin (35.8%,
30.5%). Additionally, binny showed the highest median MAG
counts with 23.8%, 36.8% more NC and 14.8%, 29.2% more HQ
MAGs than MetaDecoder and SemiBin, respectively (Figure 2,
Supplementary Table 4).

binny was the only binning method that resulted in high purity
(97.3%) and high ARI (0.962) output over all datasets without
additional CheckM filtering. Using CheckM filtering, binny’s purity
and ARI were increased by 1.1% and 0.015, respectively, whereas
the assembly recall was decreased by 3.0% (Supplementary Figure
1B, C, Supplementary Table 5). The binning method with the
second highest NC MAG recall, MetaDecoder, had a purity of 84.6%
natively and an ARI of 0.813. After CheckM filtering, the purity
and ARI of VAMB was the highest among binning methods (99.5%
purity and an ARI of 0.994, respectively), but at the same time the
recall was reduced from 56.7% to 28.5% (Supplementary Figure
1B, C, Supplementary Table 5). For detailed metrics on the MAGs
and samples see Supplementary Tables 7 and 8, respectively.

binny also outperformed the other binning methods on each of
the individual datasets, except for the CAMI 1 High complexity
dataset, where SemiBin produced 2.4% more NC MAGs (Figure 2,
Supplementary Figures 2–7, Supplementary Table 7).

Many of the CAMI samples contain larger amounts of single-
contig or almost contiguous genomes than are commonly
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Figure 2. Performance of binning methods on CAMI datasets. Recall of bp assembled sequences as HQ and NC MAGs per binning method per sample,
for the six CAMI datasets. The average recall is shown with the SEM.

observed in real-world samples. To evaluate binny’s performance
without those, we considered the subset of genomes that
consisted of more than five contigs. Here, binny also produced
substantially more NC (13.1%) and HQ (25.3%) MAGs than the
second best performing method, SemiBin (Supplementary Figure
11). binny recovered the largest amount of NC MAGs for the CAMI
2 GI, AW and Skin datasets, tied with SemiBin for the UG dataset
and came second for the Oral dataset after VAMB (5.6% less) and
the CAMI 1 High complexity dataset after SemiBin (0.4% less),
respectively (Supplementary Figure 12, Supplementary Table 7).

Looking at the assembly recall as NC and HQ MAGs, binny
showed the best performance for all datasets (Supplementary
Figure 13).

Additionally, binny recovered the most NC and HQ MAGs on
co-assembly versions of the six datasets. It recovered 9.2% more
NC and 13.9% more HQ MAGs than the second best method,
MetaDecoder, and 7.6% more NC and 25.1% more HQ MAGs of
genomes consisting of more than five contigs than the second
best performer, SemiBin (Supplementary Figures 9, 10, 14, 15,
Supplementary Tables 11–13).
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Figure 3. Intersections of recovered CAMI NC MAGs and reference genome fragmentation grade. Intersections of NC MAGs of seven CheckM-filtered
binning methods for 54 samples from six CAMI datasets. Upper panel: Reference genome fragmentation in number of contigs. Middle panel: Intersection
size in number of NC MAGs with proportions of MAGs stemming from the six CAMI datasets. Lower panel: Number of MAGs per binning method on the
left, intersections > 9 in the centre.

Lastly, we assessed the amount of MAGs meeting the MIMAG
draft standard. binny recovered the most MAGs of that quality
for each CAMI dataset, recovering in total 20.3% more, with 1167,
than the second best method, MetaDecoder, which produced 971
MIMAG drafts over all 54 samples from the six CAMI datasets
(Table 1 and Supplementary Table 16).

binny recovered unique MAGs
To evaluate the performance of different binning tools, it is also
of interest to see how much unique information is recovered by
each individual binning method. binny yielded 42.5% more unique
NC MAGs (114) than the next best, VAMB for the CAMI datasets.
Additionally, the two largest sets of MAGs shared by two binning
methods are both binny sharing MAGs with MetaDecoder (140) or
SemiBin (57), respectively (Figure 3). For the HQ genomes, similar
results were observed: binny recovered the second most unique
MAGs after VAMB (5.8% less) and was present in all of the intersec-
tions with the largest numbers of genomes (Supplementary Figure
16, Supplementary Table 7). On the co-assemblies, binny recovered
31.3% more unique NC and 67.4% more unique HQ MAGs, than
the method with the second most unique MAGs, MetaDecoder
(Supplementary Figures 9 and 14).

binny produced complete and pure MAGs from
contiguous as well as highly fragmented genomes
Next, we assessed the ability of different binning methods
to recover genomes of different fragmentation grades. binny

recovered substantially more highly fragmented genomes
(defined here as genomes with more than 500 contigs) than
almost all methods (50 NC MAGs). Only CONCOCT recovered
more highly fragmented genomes than binny (54), whereas both
methods shared the recovery of a large portion of these frag-
mented genomes. VAMB produced the third most with 27 highly
fragmented NC MAGs (Supplementary Figure 17A, Supplementary
Table 7). When looking at the number of fragmented HQ MAGs
recovered, binny substantially outperformed all other methods,
recovering 26.6% more than the second best method, CONCOCT,
with 282 MAGs (Supplementary Figure 17B, Supplementary Table
7). For the co-assemblies, binny recovered 133.3% more NC and
101.2% more HQ MAGs than the second best method SemiBin
(Supplementary Figure 18, Supplementary Table 13).

binny recovers MAGs from genomes with highly
similar relatives
When assessing a binning methods’ performance, it is also of
interest to evaluate how well it is able to separate closely related
organisms, as this would e.g. allow for the study of strain variation
within a sample. Over all CAMI samples, binny recovered the
largest amount of NC and HQ MAGs from genomes with highly
similar relatives in the same sample over an ANI range from 90%
to 99.9%. At an ANI of 90.0% binny recovered 730 NC and 840 HQ
MAGs. The second and third highest performing methods were
MetaDecoder (35.4% less NC, 20.2% less HQ MAGs) and SemiBin
(52.1% less NC, 45.6% less HQ MAGs). When taking only into
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Figure 4. Performance of binning methods on recovering MAGs with close relatives. Number of (A) HQ and (B) NC MAGs with a minimum ANI to
the most similar genome in the same CAMI sample of at least 90.0% up to 99.9% in 0.1% steps for seven CheckM-filtered binning methods. Includes
genomes consisting of at least six contigs.

Table 1. MAGs matching the MIMAG standard. Rows represent values per binning method for the six CAMI datasets and the number
for the real-world benchmark data. Bold values show the highest count per dataset, underlined values the second highest count.

High AW GI Oral Skin UG IMG

binny 164 192 202 243 215 152 629
CONCOCT 17 10 19 37 18 6 142
MaxBin2 85 5 79 20 26 16 422
MetaBAT2 144 81 100 134 85 111 417
MetaDecoder 140 147 166 193 181 144 533
SemiBin 148 113 168 184 156 143 553
VAMB 107 121 138 197 123 113 406

AW: Airways, UG: Urogen, IMG: real-world data.

account genomes consisting of six or more contigs, binny still
outperformed all other methods, followed by SemiBin (21.7% less
NC, 19.8% less HQ MAGs) and VAMB (60.0% less NC, 25.5% less
HQ MAGs). At an ANI cut-off of 95% binny recovered 36.8% and
22.6% more NC MAGs than the second highest performing method
from genomes consisting of any number or at least six contigs,
respectively. Finally, at an ANI of 99.0% binny was able to generate
41.8% and 61.1% more NC MAGs from genomes consisting of
any number or at least six contigs, respectively, than the method
placing second (Figure 4 and Supplementary Figure 19).

binny recovered the largest number of MIMAG drafts
for real-world assemblies from different
environments.
When benchmarking binning tools with real-world data from
a wide variety of environments, binny recovered on average
the second largest amount of the assembly (bp) as NC (19.8%)
bins, after MetaDecoder (20.2%), and the largest amount of HQ
(28.8%) MAGs. MetaDecoder in total recovered the most NC MAGs
(1647), followed by binny (1523) and SemiBin (1513). Notably, there
was a substantial gap in performance to the next best method,
MetaBAT2, with 1223 NC MAGs recovered (23.7% less than
SemiBin). binny recovered the largest amount of HQ MAGs (3013),
followed by MetaDecoder (2969) and SemiBin (2747). As in the
CAMI benchmarks, CONCOCT showed the lowest recall for both
NC and HQ MAGs, whereas MaxBin2 performed comparatively
better with these data than in the CAMI benchmark (Figure 5 and

Supplementary Tables 20, 21). When counting the recovered
MAGS matching the MIMAG standard, binny produced 629 MAGs,
13.7% more than the second best-performing method, SemiBin
(553), with MetaDecoder ranking third with 533 (Table 1 and
Supplementary Table 22).

binny improved ensemble binning/refinement
approaches
To test if binny is able to improve refinements in combination with
other binning methods, we ran the two most popular automatic
refinement tools, DAS Tool and MetaWRAP, on the 54 samples
of the six CAMI datasets, combining MetaDecoder and SemiBin
either with or without binny.

When binny was excluded, a 1.9% and 2.9% lower recall was
observed for DAS Tool (48.4%) and MetaWRAP (45.0%), respec-
tively, whereas binny had marginally lower recall than DAS Tool
with 48.1% (Supplementary Figure 20B, C, Supplementary Table
23). binny on its own, unfiltered, recovered 7.0% more NC MAGs
than DAS Tool and 2.4% less than MetaWrap without the binny
MAGs. When including binny, MetaWRAP was able to recover
8.8% more NC MAGs (1705) than binny on its own, whereas DAS
Tool produced 2.4% more NC MAGs (1605) (Supplementary Figure
20A, Supplementary Figure 21, Supplementary Table 24). Only
MetaWrap with binny input produced more HQ MAGs than binny
alone with 2174 (6.0% more) (Supplementary Figure 22, Supple-
mentary Table 24). Including only MAGs with more than five
contigs, the DAS Tool and MetaWRAP without binny performed
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Figure 5. Performance of binning methods on real-world datasets from various environments. Assembly recovery as HQ and NC MAGs per binning
method per sample from 105 real-world samples. The average recall (% bp) is shown with the SEM.

worse than binny alone (10.8% and 5.5% fewer NC MAGs, respec-
tively). The runs including all three binning methods showed
the highest performance overall, with MetaWRAP recovering the
most MAGs (Figure 6). Evaluating the HQ MAG recovery the results
were similar, but now only MetaWrap with all three binning
methods outperformed binny (Supplementary Figure 23). While
MetaWRAP produced almost no heavily contaminated MAGs, DAS
Tool returned large numbers of MAGs with very low purity, despite

showing over the entire CAMI benchmark data high purity (Sup-
plementary Figure 20D, Supplementary Table 23).

Discussion
binny is a fully automated binning method, recovering unique
information in form of complete, pure MAGs. It combines k-mer
composition, read coverage and lineage-specific marker gene sets
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Figure 6. Intersections of recovered CAMI NC MAGs from bin refinement methods. Intersections of NC MAGs from genomes consisting of more than
five contigs by binny, DAS Tool and MetaWrap for 54 samples from six CAMI datasets. Binning method output used by the refinement methods: binny,
MetaDecoder and SemiBin or the latter two, but without binny (_wo_bi) Upper panel: Reference genome fragmentation in number of contigs. Middle
panel: Intersection size in number of NC MAGs with proportions of MAGs stemming from the six CAMI datasets. Lower panel: Number of MAGs per
binning method on the left, intersections > 9 in the centre.

for iterative, nonlinear dimension reduction of genomic signa-
tures and subsequent automated contig clustering with cluster
assessment. The low-dimensional embedding strategy to reduce
large amounts of features has been used before for binning to
aid the clustering of contigs [34, 60]. Clustering algorithms per-
form better in fewer dimensions, because distance information
becomes increasingly imprecise at higher dimensions and the
chance of random correlation between features rises [61].

While there are already binning methods available that make
use of marker genes [14, 38, 62] and also lower dimensional
embedding of contig features [62], binny uses a new and unique
iterative embedding and clustering strategy. Importantly, it
assesses clusters of contigs during its iterations, recognizing
when further splitting of clusters is necessary. Of note, this
lowers the complexity of each clustering task enabling binny to
recover genomes that might not be separable with only a single
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embedding or clustering attempt. This seems to work particularly
well for large, complex communities as shown with different
CAMI datasets.

In combination with the ability (enabled by the marker gene
approach) to incorporate also short informative contigs, which
would be discarded by most other binning methods due to their
applied contig length thresholds, binny is able to deal with highly
fragmented genomes as shown for the CAMI samples. Of the
tested binning methods, only CONCOCT was also able to deal
with highly fragmented genomes. Although for the CAMI datasets,
contigs below 1000 bp rarely made up >5% of the recovered
MAGs size, binny assigned those usually with high precision
(Supplementary Table 25). Additionally, binny performed also
particularly well at recovering highly contiguous CAMI genomes.
This can again be attributed to the ability to assess purity and
completeness using the marker gene approach, here in particular
for single-contig genomes.

binny also outperformed all other tested binning methods on
the CAMI co-assemblies, where the added information provided
by the coverage data from multiple samples substantially
increased the overall performance. This is in line with previous
studies observing additional discriminatory power of differential
coverage depth compared with only sequence-based features
[13, 15]. Here again, binny’s iterative, supervised strategy seems
well suited to the complexity of assemblies that contain highly
fragmented genomes.

We also evaluated the effect of masking potentially disruptive
sequence regions for the calculation of k-mer profiles. While
the difference in performance with and without masking was
not substantial, we believe that it reduces noise in the k-mer
distributions of contigs from the same genome. One key reason
for the small impact in the current setting might be the strong
effect of the read coverage depth on the embedding and clustering
procedure, which could outweigh the impact of the masked k-
mer profile. Masking reads mapping to the disruptive regions, also
modifying the depth information, might increase its effectiveness
and could be implemented in future versions.

It is generally advised [18, 63] to make use of refinement
methods, such as DAS tool and MetaWRAP here, which employ
ensemble approaches to recover more pure and complete MAGs
than the single binning methods alone. binny was shown to be
an excellent addition to such approaches, because of its ability
to recover large amounts of unique pure and complete MAGs
(Figures 3 and 5).

Finally, the results of the 105 metagenome benchmark show
that binny’s performance translates to real-world scenarios, com-
peting well with the latest methods on the recovery of NC and HQ
MAGs, while massively outperforming all other methods on the
number of MIMAG-standard MAGs recovered. Still, there are also
many samples where all binning methods were unable to recover
a sizeable proportion of the assemblies as MAGs of sufficient
quality. This might hint at the still limited capabilities of binning
methods or could be caused by low quality of these assemblies.

Conclusion
In conclusion, we demonstrate that binny outperforms or is highly
competitive with currently available, state-of-the-art and/or pop-
ular binning methods based on established evaluation metrics,
recovering unique, complete, and pure MAGs from simple and
complex samples alike, while being able to handle contiguous,
as well as fragmented genomes. Moreover, we could show that
binny adds new MAGs when used in combination with other

binning methods and binning refinement approaches, enabling
researchers to further improve the recovery of genomes from their
metagenomes.

Key Points

• binny outperforms or is highly competitive with com-
monly used and recently developed genome reconstruc-
tion tools.

• binny is benchmarked using community-standard simu-
lations and a wide range of real-world metagenomes.

• binny efficiently and iteratively learns using lineage-
specific markers and selected genomic features.

Data availability
The latest version of binny can be found at https://github.com/a-
h-b/binny. Scripts used in this study and related data are available
at https://github.com/ohickl/binny_manuscript and https://doi.
org/10.5281/zenodo.6977322.
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5.2.1 Coversheet

Contributions of Oskar Hickl

• Discussed and refined the implementation details and methodology behind the development
of the tool. This involved collaborating with other authors to ensure the design was efficient
and met its intended goals.

• Helped design the benchmarking process for evaluating the performance, efficiency, and
scalability of the tool. This included selecting appropriate metrics and defining test scenarios
that accurately reflect real-world usage conditions.

• Assisted writing the manuscript, detailing the development process, methodology, and results
obtained from using the tool.

• Conducted testing of the tool with various parameters to identify any issues or limitations
that might affect its performance and functionality. These tests focused on aspects such as
installation, running, and overall stability, which are necessary for ensuring a positive user
experience. Additionally, recommendations were made based on these findings to improve
the usability and effectiveness of the tool.
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5.2.2 Introduction

With the constant increase in high-resolution genomic data, the need for quality annotations, which
facilitate interpretation of the data, is more pressing than ever.To address this, scalable, high-quality
protein functional annotation (PFA) is necessary, as it is key to assessing the functional potential of
organisms and thus understanding their biology as well as their environments. Numerous systems
exist in this field, but challenges remain, including the need for ensuring high quality of annotations,
computational efficiency, adaptability, and reproducibility.

One key challenge in PFA is extracting information from a variety of reference sources with-
out over-relying on a single source, which may have limitations in quality, scope, or resolution.
Mantis addresses this by using database identifier intersections in conjunction with text mining.
This method integrates information from various references to produce a unified, consensus-driven
output. The generated annotations are exhaustive and remain consistent across different research
configurations.

Briefly, Mantis employs a six-step workflow for protein function annotation, involving: sample
pre-processing, homology searches, hit processing at both intra and inter-HMM levels, metadata
integration, and consensus annotation generation. The users can specify organism taxonomy for
targeted annotations as well as reference sources of choice, which are automatically integrated, in
addition to the standard reference sources such as Pfam, eggNOG, NPFM, KOfam, and TIGRfam.

Annotation performance was assessed through in silico tests with curated protein entries from
the UniProt database. The evaluations considered various parameters, including e-value thresholds
and hit-processing algorithms, and the influence of text mining.

Performance in real-world scenarios was evaluated by annotating known sequenced organisms,
also taking into account the utility of taxon-specific HMMs for accurate annotations. Comparative
evaluations positioned Mantis in relation to other PFA tools, underlining its precision in protein
sequence annotation. In summary, Mantis integrates multiple reference databases to provide a
systematic approach to PFA. Its evaluations in controlled and practical settings show its potential
as a valuable addition to the functional annotation tool set.
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Abstract

Background: The rapid development of the (meta-)omics fields has produced an unprecedented amount of high-resolution
and high-fidelity data. Through the use of these datasets we can infer the role of previously functionally unannotated
proteins from single organisms and consortia. In this context, protein function annotation can be described as the
identification of regions of interest (i.e., domains) in protein sequences and the assignment of biological functions. Despite
the existence of numerous tools, challenges remain in terms of speed, flexibility, and reproducibility. In the big data era, it is
also increasingly important to cease limiting our findings to a single reference, coalescing knowledge from different data
sources, and thus overcoming some limitations in overly relying on computationally generated data from single sources.
Results: We implemented a protein annotation tool, Mantis, which uses database identifiers intersection and text mining to
integrate knowledge from multiple reference data sources into a single consensus-driven output. Mantis is flexible,
allowing for the customization of reference data and execution parameters, and is reproducible across different research
goals and user environments. We implemented a depth-first search algorithm for domain-specific annotation, which
significantly improved annotation performance compared to sequence-wide annotation. The parallelized implementation
of Mantis results in short runtimes while also outputting high coverage and high-quality protein function annotations.
Conclusions: Mantis is a protein function annotation tool that produces high-quality consensus-driven protein
annotations. It is easy to set up, customize, and use, scaling from single genomes to large metagenomes. Mantis is available
under the MIT license at https://github.com/PedroMTQ/mantis.

Keywords: bioinformatics; consensus; homology; HMM; protein function annotation

Background

On a cellular scale, life is, in essence, the activity and the interac-
tion of a plethora of different molecules, among which proteins
are responsible for the vast majority of processes. A primary
task in understanding how biology works is to resolve its actors
properly (e.g., the proteins) and place them into context. The

past decades have seen the development of the (meta-)omics
fields, unlocking an unprecedented amount of data and deepen-
ing our understanding in several fields of biology [1, 2]. Alongside
the evolution of the technologies and the increase in data vol-
ume, the identification of proteins transitioned from purely ex-
perimental techniques (e.g., chemical assays and spectroscopy)
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2 Mantis: flexible and consensus-driven genome annotation

toward computational-based sequence analysis thanks to the
discovery of the relationship between conservation of proteins’
functions and sequences [3]. Therefore, the current challenges
are to make use of the vast number of protein sequences and
annotations available and to link new protein sequences to the
previously established knowledge. High-throughput methods,
such as next-generation sequencing, are able to produce a large
amount of data, which then need to be analysed and interpreted.
One of the ways to make sense of these data is through protein
function annotation (PFA), which is, in the context of this arti-
cle, the identification of regions of interest (i.e., domains) in a
sequence and assignment of biological function(s) to these re-
gions. This strategy has proven effective in the study of sin-
gle organisms, as well as consortia [4–9]. Function prediction is
based on reference data, i.e., transferring the function from pro-
tein X to the unknown protein Y if they are highly similar [3].
Different approaches may be used, the most common being the
comparison of an unknown protein sequence to reference data
composed of well-studied and functionally annotated proteins
(homology-based methods) [10–16]. Other methods may infer
function through the use of machine learning [10, 17], protein
networks [18, 19], protein structure [20], or genomics context-
based techniques [21], but these are not covered in this article.
For sequence alignment, BLAST [22] or Diamond [23] are com-
monly used, whereas, for hidden Markov models (HMM) profiles,
HMMER [24] is most widely used. In PFA, these tools are often
integrated into larger pipelines to provide enhanced output in-
terpretability, workflow automation, and parallelization [14–16,
25]. Some PFA tools target specific taxa [26], while others are de-
signed with large-scale omics analysis in mind [27–29]; indeed,
each PFA tool is designed to cater to its niche research topic.
While experimental validation remains the gold standard, PFA,
despite its many shortcomings [30], is an increasingly valuable
strategy that aims to tackle the progressively more difficult task
of making sense of the large quantities of data being continu-
ously generated.

The most common method of processing candidate annota-
tions (i.e., sequences or HMM profiles that are highly similar to
the query sequence) involves capturing only the most significant
candidate (“best prediction only” [BPO] algorithm). This PFA ap-
proach works well for single-domain proteins, but multi-domain
proteins may have multiple putative predictions [31–33], whose
location in the sequence may or may not overlap. This selec-
tion criterion may potentially lead to missing annotations and
is therefore not suitable in complex PFA scenarios. To tackle this
problem, domain-specific PFA is necessary. A simple approach,
previously discussed in Yeats et al. [31], would be to order the
predictions by their significance and iteratively add the most
significant one, as long as it does not overlap with the already
added predictions (henceforth referred to as the “heuristic” al-
gorithm). Owing to the biased selection of the first prediction,
this algorithm does not guarantee an optimal solution (e.g., a
protein sequence may have multiple similarly significant pre-
dictions). It has been previously shown that incorporating pre-
diction significance and length may produce better results [34].
We implemented a depth-first search (DFS) algorithm that im-
proves on the previous approaches.

The selection of reference HMMs is also critical because PFA
will ultimately be based on the available reference data. Whilst
using unspecific HMMs to annotate a taxonomically classified
sample may result in a fair amount of true-positive (TP) re-
sults (correct annotations), depending on the confidence thresh-
old used, it may also increase the rate of false-positive (FP) re-
sults (over-annotation, due to a less strict confidence threshold)

or false-negative (FN) results (under-annotation, due to a more
strict confidence threshold) [35]. Using taxon-specific HMMs
(TSHMM) rather than unspecific HMMs should, in principle, pro-
vide better annotations on a taxonomically classified sample, a
feature that is already integrated into some PFA tools such as
eggNOG-mapper [15] and RAST [16]. In essence, TSHMM-based
annotation limits the available search space, which may have
positive and negative consequences. Because the search space
is more specific, the annotations produced should be of higher
quality; however, this higher specificity of the TSHMM could
also lead to under-annotation (incomplete reference TSHMMs)
or mis-annotations (low-quality reference TSHMM) [36]. This
underlines the necessity to use specific (e.g., TSHMMs) and un-
specific HMMs in a complementary manner. In this regard, the
use of multiple sources of reference data remains a challeng-
ing aspect of PFA, and, with multiple high-quality reference data
sources available, it is increasingly important to coalesce knowl-
edge from different sources. While some PFA tools allow for the
use of multiple reference data sources, either as a separate [25]
or a unified [15, 37] database, it is still challenging to integrate
multiple data sources dynamically.

When using reference data from multiple high-quality
sources, the most common and straightforward approach is to
consider the output from each reference data source indepen-
dently (e.g., [25]). However, by doing so, we overlook that many
sources can overlap and/or complement each other. Commonly
this is compensated for via manual curation, which is feasible
only for a limited number of annotations. An automated ap-
proach would be to assume only the most significant annota-
tion source for any given sequence and disregard other sources;
this may result in vast losses of potentially valid and comple-
mentary information (e.g., database identifiers). Because this is
not desirable, the challenge is in both deciding which source(s)
provide the best annotation as well as identifying complemen-
tary annotations. In the present context, complementary anno-
tations can be defined as functional annotations that are func-
tionally similar but originate from difference data sources; as
such, while functionally similar, different data sources are likely
to contain information that is absent in other data sources and
vice versa. This unique functional information (i.e., database
identifiers or functional descriptions) may prove essential in
downstream data analysis. A straightforward approach to ver-
ify whether functional annotations are functionally similar is to
check whether they share a database identifier (ID), e.g.,

(i) Function: “Responsible for glucose degradation”; IDs: K00844,
EC:2.7.1.1, PF03727

(ii) Function: “Responsible for glucose degradation”; IDs: P52789,
PF03727, IPR022673

We can observe that the annotations (i) and (ii) share the
database ID PF03727, thus it can be concluded that these anno-
tations are functionally similar. If we were only to select the first
annotation, we would ignore potentially useful information (IDs
P52789 and IPR022673). However, it may be the case that no IDs
are shared between the different annotations, e.g.,

(i) Function: “Responsible for glucose degradation”; IDs: K00844,
EC:2.7.1.1

(ii) Function: “Responsible for glucose degradation”; IDs: P52789,
IPR022673

We can observe that even though the annotations (i) and (ii)
no longer share an ID, they still have the same function “Re-
sponsible for glucose degradation.” Humans can quickly sur-
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mise that these annotations are the same because they share
the same function description. Should the descriptions be iden-
tical or very similar, a machine could achieve the same con-
clusion with relative ease. However, in our experience, these
free-text functional descriptions are often moderately or heav-
ily dissimilar [38, 39], with only a few keywords allowing us
to ascertain that they are indeed the same. This then makes
it more difficult to use multiple reference data sources. For
example:

(i) Function: “Responsible for glucose degradation”; IDs: K00844,
EC:2.7.1.1

(ii) Function: “Protein is an enzyme and it is responsible for the
breakdown of glucose”; IDs: HXK2 HUMAN

In such a scenario, someone trained in a biology-related
field can quickly identify the most important words (“degrada-
tion”/“breakdown” and “glucose”) in both sentences and con-
clude that both annotations point to the same biological func-
tion. The challenge is now to enable a machine, deprived of
any intellect and intuition, to eliminate confounders (ubiquitous
words, e.g., “the”), identify keywords and their potential syn-
onyms, and reach the same conclusion. A possible strategy is to
use text mining, which is the process of exploring and analysing
large amounts of unstructured text data aided by software, iden-
tifying potential concepts, patterns, topics, keywords, and other
attributes in the data [40]. Text mining has been previously used
with biological data [41–45], and even more specifically with re-
gards to gene ontologies [46–51] and PFA [43]. However, to our
knowledge, there is no tool for the dynamic generation of a con-
sensus from multiple protein annotations. This article solves
the problem of scaling the integration of different annotation
sources, integrating a compact and flexible text-mining strategy.
We implemented a 2-fold approach to build a consensus anno-
tation, first by checking for any intersecting annotation IDs and
second by evaluating how similar the free-text functional de-
scriptions are. This approach attempts to address 3 relevant is-
sues with PFA [35, 36, 52, 53]: over-annotation, under-annotation,
and redundancy. Another challenge in PFA is the lack of flexibil-
ity of some tools, as these are often intrinsically connected to
their in-house–generated reference data and therefore hard to
customize. In contrast, we developed a tool that, while offering
high-quality unspecific and specific HMMs, is independent of its
reference data, thus being customizable and allowing dynamic
integration of new data sources.

We hereby present Mantis, a Python-based PFA tool that over-
comes the previously presented issues, producing high-quality
annotations with the integration of multiple domains and mul-
tiple reference data sources. Mantis automatically downloads
and compiles several high-quality reference data sources and
efficiently uses the available hardware through parallelized ex-
ecution. Mantis is independent of any of the default reference
data, resulting in a versatile and reproducible tool that over-
comes the challenge of high-throughput protein annotation
coming from the many genome and metagenome sequencing
projects.

Mantis

Mantis is available at https://github.com/PedroMTQ/mantis, and
its workflow (see Fig. 1) consists of 6 main steps: (i) sample pre-
processing, (ii) HMM profile-based homology search, (iii) intra-
HMM hit processing, (iv) metadata integration, (v) inter-HMM
hit processing, and (vi) consensus generation. For future refer-
ence, an instance when an HMM matches with a protein se-

Figure 1: Overview of the Mantis workflow. KOfam [55], Pfam [56], eggNOG [57],

NCBI protein family models (NPFM) [58], and TIGRfams [59] are the reference
HMMs currently used in Mantis. CustomDB can be any HMM library provided by
the user.

quence is referred to as a “hit.” The workflow starts with sample
pre-processing, in which the sample(s) is/are split into chunks.
This is followed by homology search, where query sequences
are searched against the available reference data using HM-
MER. During intra-HMM hit processing the DFS algorithm is used
to generate and select the best combination of hits per HMM
source; Fig. 2 shows how different algorithms may lead to a dif-
ferent selection of hits. Metadata integration adds the metadata
(functional description and IDs) to the respective hits. During
inter-HMM hit processing, the DFS algorithm is used to generate
all the combinations of hits from all HMM sources (in this step
all hits are pooled together). Finally, consensus generation en-
sures that the best combination of hits among all hits from the
multiple reference data sources is selected. This combination is
expanded by adding additional hits with consistent metadata
(intersecting identifiers or similar functional descriptions) (see
Methods section for a detailed description of all these steps). We
provide default execution parameters; however, the user is free
to fully customize Mantis, not only the parameters but also the
reference databases used. Mantis requires a FASTA-formatted
protein sequence file as input, where the user can also pro-
vide the organism’s taxon to allow for taxon-specific annotation
(TSA). Reference databases are downloaded automatically. The
MANTIS.config file allows for configuration of the reference data
and its respective weights and enables the compilation of spe-
cific eggNOG TSHMMs. For more details, see the documentation
[54]. Owing to issues with Python’s multiprocessing in MacOS,
and the fact that HMMER is not available on Windows, Mantis is
only available on Linux-based systems.
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4 Mantis: flexible and consensus-driven genome annotation

Figure 2: Homolog selection for the 3 hit-processing algorithms in Mantis. The
selection of the hit(s) depends on the underlying algorithm. In the case of the
portrayed protein with 6 hits (A) (which are overlapping to various degrees) that

have varying significance values (B) the 3 algorithms would behave as follows:
(i) BPO would select only the most significant hit (No. 2); (ii) the heuristic algo-
rithm initially selects the most significant hit (No. 2), which then restricts (due

to overlapping residues) the hits available for selection (hits 1, 3, and 4 can no
longer be selected), leading to the selection of the next most significant hit (No.
6), and finally the selection of hit 5; (iii) the DFS algorithm generates all possible
combinations of hits, which are then scored according to the e-value, hit cov-

erage, and total combination coverage (for more details, see “Multiple hits per
protein”). According to these parameters, the most likely combinations of hits
would be hits 1 and 4.

Analysis

To analyse and validate the performance of Mantis, we per-
formed several in silico experiments. We annotated a reference
dataset containing curated protein entries from UniProt to set
default parameters and evaluate the impaect of different Man-
tis features: (i) impact of the e-value threshold, (ii) impact of the
hit-processing algorithm, (iii) how each reference data source
contributed to the final output, and (iv) impact of the consensus
generation on annotation quality. Furthermore, we annotated
several sequenced organisms, with and without TSHMMs, thus
evaluating the impact of using taxon-resolved reference data.
Finally, we compared Mantis against eggNOG-mapper [15] and
Prokka [14]. A description of the samples used for this bench-
mark is available in “Sample selection.” Prokka was only used
for the annotation of prokaryotic data (i.e., all except for Saccha-
romyces cerevisiae and Cryptococcus neoformans). To compare the
performance between the different tests, we calculated a con-
fusion matrix for each test. For future reference, a TP occurs
when a functional annotation (predicted from a PFA tool) shares
≥1 database ID with the respective reference annotation (e.g.,
Pfam ID), an FP when no database IDs are shared, an FN when
the PFA tool does not annotate a protein sequence but a ref-
erence annotation is available, and a true-negative (TN) when
the PFA tool does not annotate a protein sequence and no ref-
erence annotation is available. Precision is defined as TP/(TP +
FP), recall as TP/(TP + FN), and F1 score (harmonic mean of pre-
cision and recall) as 2 × [(precision × recall)/(precision + re-
call)]. The F1 score is used as a performance metric. Further
details on the benchmark are available in “Establishing a test
environment.”

Initial quality control

Function assignment e-value threshold
It is known that the e-value threshold directly affects annota-
tion quality; however, no gold standard threshold exists [34]. De-
pending on the reference data source’s size, quality, and speci-
ficity, we may use more or less stringent thresholds. It is there-
fore essential to test annotation quality with different thresh-
olds. As such, we tested different static e-value thresholds and
a dynamic threshold, which is described in “Testing different e-
value thresholds.” As can be seen in Supplementary Table 1, pre-
cision was similar across the range of e-value thresholds tested,
with recall/sensitivity decreasing with lower e-value thresholds.
Unexpectedly, unlike recall, precision was not directly corre-
lated with the e-value threshold; indeed a maximum precision
of 0.747 was obtained for the e-value threshold 1e−6, with pre-
cision slightly decreasing with more stringent e-value thresh-
olds. A maximum F1 score of 0.827 was observed for the e-value
threshold 1e−3; as such, we chose this value as the default e-
value threshold for Mantis.

Impact of hit-processing algorithms
To understand whether the different hit-processing algorithms
resulted in statistically significant differences in F1 scores, we
created synthetic samples and performed pairwise comparisons
between the DFS and the other algorithms: (i) DFS and heuris-
tic and (ii) DFS and BPO. We rejected the H0: “no differences in
F1 score between the tested algorithms” in both comparisons
because P < 0.01. The DFS algorithm resulted in a greater F1
score (mean = 0.827) than the heuristic (mean = 0.826) and BPO
(mean = 0.816) algorithms. Further details on results can be
found in Supplementary Table 2, and further details on the test-
ing method can be found in “Testing hit-processing algorithms.”

Impact of sample selection
Testing exclusively against well-annotated organisms is a recur-
ring issue with protein annotation benchmarking, resulting in
the re-annotation of sequences already present in the reference
data used, leading to a biased annotation quality evaluation.
To avoid this bias, we downloaded all the curated UniProt (i.e.,
Swiss-Prot) protein entries (as of 14 April 2020) and selected en-
tries by their creation date such that we have 4 samples that con-
tain protein entries created in different date ranges (2010–2020,
2015–2020, 2018–2020, and 2020). Samples with more recent pro-
tein entries are increasingly more likely to lack any proteins
used to generate Mantis’s reference data, which increases the
likelihood that potential annotations are due to true sequence
homology (and not to circular re-annotations). We annotated
these samples using 3 different hit-processing algorithms (DFS,
heuristic, and BPO), determining the impact of each on the F1
score.

As seen in Fig. 3, the F1 score decreased as the sample was
restricted to more recent data. As seen in Supplementary Ta-
ble 3, when comparing the hit-processing algorithms, we found
that the DFS algorithm consistently outperformed the other al-
gorithms, with an average F1 score 0.021 and 0.003 higher than
the BPO and heuristic algorithms, respectively. In addition, the
F1 score difference between the multiple hits algorithms (DFS
and heuristic) and the single hit algorithm (BPO) increased as
the entries in a sample were restricted to more recent years.

Contribution of the different reference data sources
We analysed each reference data source’s contribution to the
output annotation for the UniProt 2010–2020 sample. By check-
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Figure 3: Annotation F1 score per hit-processing algorithm and sample. Overall,
the DFS and heuristic algorithms achieve similar results, outperforming the BPO
algorithm.

ing the column “HMM files” in the consensus annotation.tsv
file, we found that Pfam was present in 24.4% of the sequence
annotations, KOfam in 62.37%, eggNOG in 76.52%, NPFM in
13.91%, and TIGRfam in 12.96%. Note that, because multiple ref-
erence data sources may be present in 1 sequence (due to the
consensus generation and hit-processing algorithms), the sum
of the previous values is >100%.

Impact of consensus generation
During consensus generation, 2 methods are used for check-
ing the consistency of the hit metadata: ID intersection and
text mining. We analysed the contribution of both methods for
the annotation of the UniProt 2010–2020 sample and found that
35.10% of the consistency checks were due to the text-mining
approach, and the remaining were due to ID intersection.

We also tested the impact of text mining on annotation per-
formance: to do so, we annotated the Uniprot 2010–2020 sam-
ple but restricted the consensus generation in different man-
ners and with different algorithms. Six different test conditions
were created: (i) DFS with default consensus generation, (ii) DFS
with consensus generation restricted to IDs (i.e., ID intersec-
tion but no text mining), (iii) DFS without consensus generation
(i.e., neither ID intersection nor text mining), (iv) BPO with de-
fault consensus generation, (v) BPO with consensus generation
restricted to IDs, and (vi) BPO without consensus generation.
We also annotated the same sample using eggNOG-mapper—
condition (vii). Prokka was not used here because the present
sample contains non-prokaryotic data. The F1 scores were as fol-
lows: (i) 0.827, (ii) 0.790, (iii) 0.774, (iv) 0.814, (v) 0.779, (vi) 0.763,
and (vii) 0.703. Further details can be found in Supplementary
Table 4.

Hit-processing approximation
During hit processing, 2 algorithms may be used, the DFS, and,
as a backup (if the DFS algorithm’s runtime exceeds 60 seconds),
the heuristic. We calculated how many times the heuristic al-
gorithm was used as a backup during the hit processing of the
2010–2020 UniProt sample. We found that for the intra-HMM hit
processing, the heuristic algorithm was used in 7.2% of the se-
quences, and for the inter-HMM hit processing in 0.5% of the
sequences.

Quality control with sequenced organisms

As a secondary quality control, to assess the impact on F1 score
when using taxon-resolved reference data, we annotated sev-
eral sequenced organisms (for more details, see Supplementary

Figure 4: F1 score per hit-processing algorithm and organism, with and without
using taxonomy information. F1 score was higher for well-studied organisms;

TSHMMs also tend to perform better with these organisms.

Table 5) with and without TSHMMs. We also evaluated the im-
pact of the different hit-processing algorithms on these sam-
ples. As seen in Fig. 4, well-studied organisms (e.g., S. cerevisiae)
had better annotations, especially when applying TSHMMs, un-
like poorly described organisms. The average F1 score gain with
TSHMMs was 0.006. With TSHMMs, the DFS algorithm had, on
average, 0.001 and 0.010 higher F1 scores than the heuristic and
BPO algorithms, respectively. Without TSHMMs, the DFS algo-
rithm had, on average, 0.008 and 0.013 higher F1 scores than the
heuristic and BPO algorithms, respectively. Further details can
be found in Supplementary Table 6.

Comparison between Mantis and other PFA tools

The sequenced organisms enumerated in Supplementary Ta-
ble 5 were annotated with Mantis, eggNOG-mapper, and Prokka
(for the latter non-prokaryote organisms were excluded). To
evaluate the added value of using the very comprehensive
eggNOG reference data source, we also assessed Mantis’s F1
score using different reference data. In total, 6 different tests
were performed for each organism: (i) Mantis with default data
sources and with taxonomy information, (ii) Mantis with de-
fault data sources except for eggNOG’s data and with tax-
onomy information, (iii) Mantis with default data sources
but without taxonomy information, (iv) eggNOG-mapper with-
out tax scope option, (v) eggNOG-mapper with tax scope op-
tion, and (vi) Prokka with default data sources and default
execution.

On average, test (i) had F1 score and annotation coverage
of 0.857% and 96.56%, respectively; (ii) 0.832% and 89.82%; (iii)
0.850% and 96.14%; (iv) 0.734% and 88.45%; (v) 0.725% and 88.02%;
and (vi) 0.507% and 62.38%. As seen in Fig. 5, Mantis outper-
formed the other PFA tools in all tests (with 1 exception in the or-
ganism S. cerevisiae, where eggNOG-mapper without taxonomy
had an F1 score of 0.841 and Mantis without taxonomy had an
F1 score of 0.830). The mean Mantis F1 score with default execu-
tion and TSHMMs was 0.131 higher than eggNOG-mapper (with
tax scope) and 0.360 higher than Prokka. Mantis’s setting with-
out the eggNOG reference data had a mean F1 score 0.107 higher
than eggNOG-mapper (both tools with taxonomy information)
and a mean F1 score 0.025 lower than Mantis’s with the eggNOG
reference data. Further details are available in Supplementary
Table 7.
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6 Mantis: flexible and consensus-driven genome annotation

Figure 5: Annotation F1 score of Mantis, eggNOG-mapper, and Prokka using dif-
ferent reference data. Each slice represents an organism and contains the F1

score obtained between the different conditions.

Annotating metagenomes

To our knowledge, there are no manually curated metagenome
annotations, therefore annotation validation was not per-
formed; instead we only calculated the annotation coverage. We
selected 4 samples from different environments and predicted
the protein-coding genes with Prodigal v2.6.3 [60]. The anno-
tated samples were:� Biogas highly efficient cellulose-degrading consortium

(SEM1b) [61, 62] with 39,411 sequences;� Glacier-fed stream sediment (GFS) [63] with 270,341 se-
quences (phenol-chloroform extraction batch No. 37);� Marine [64] with 605,043 sequences (ERR1726751);� Human gut microbiome (MuSt [7]) with 692,061 sequences
(M05-01-V1).

The performance of Mantis varied per metagenome sample;
it annotated 213,539, 162,133, 33,016, and 559,792 sequences in
the samples GFS, marine, SEM1b, and MuSt, respectively. The
respective annotation coverage was as follows: 78.99%, 26.80%,
83.77%, and 80.89%. We repeated the same test for eggNOG-
mapper and Prokka (in the case of Prokka by annotating the orig-
inal nucleotide sequences); the coverage for the samples GFS,
marine, SEM1b, and MuSt, was, respectively, 77.52% and 10.87%,
16.21% and 1.01%, 81.95% and 32.32%, and 78.72% and 20.37%.

Computational efficiency

We ran Mantis against samples with a different number of se-
quences and a different number of available CPUs. We per-
formed this test for the DFS and heuristic algorithm only. As ex-
pected, we found that the heuristic algorithm was faster than
the DFS algorithm. The heuristic algorithm was, on average,
1.42 times faster than the DFS algorithm. As expected, runtimes
were inversely correlated to the number of CPUs and sequences.
Further details can be found in Supplementary Table 8.

We also aimed at allowing Mantis to be run on personal com-
puters, which requires removing the eggNOG dataset. However,
as we have previously shown in “Comparison between Mantis
and other PFA tools,” this does not have a large effect on F1
score. We annotated the previously enumerated sequenced or-
ganisms (Supplementary Table 5) on a Dell XPS 13-9370 with
Ubuntu 20.04.1 LTS 64 bit, 16 GB RAM, 512 GB SSD, and an 8 core
Intel Core it-8550U CPU. The mean runtime for prokaryotes and
eukaryotes was 28 and 93 minutes, respectively. Further details
are available in Supplementary Table 9.

Discussion

We herein presented Mantis, an open-access PFA tool that
produces high-quality annotations and is easily installed and
integrated into other bioinformatic workflows. Mantis uses a
well-established homology-based method and produces high-
quality consensus-driven annotations by relying on the syn-
ergy between multiple reference data sources and improved hit-
processing algorithms.

Mantis addresses some major challenges in PFA, such as flex-
ibility, speed, the integration of multiple reference data sources,
and use of domain-specific annotations. It also addresses under-
annotation through the use of multiple reference data sources,
which implicitly leads to a wider search space. Additionally, re-
dundancy, which is a drawback inherent to consensus-driven
annotation, is ameliorated by removing duplicate database IDs
and/or identical descriptions. We have attempted to avoid over-
annotation through the generation of a consensus-driven anno-
tation, which identifies and merges annotations that are consis-
tent (i.e., similar function) with each other (e.g., if 3 of 5 inde-
pendent sources point towards the same function and 2 others
point towards other, unrelated functions, then these 3 annota-
tions are more likely to be valid), and eliminating the remaining
inconsistent annotations.

We have shown that a stricter/lower e-value threshold did
not necessarily lead to a higher F1 score. As expected, a lower
threshold restricted the amount of hits, lowering the recall.
However, we also found that more stringent e-value thresholds
may result in a lower precision; this behaviour is connected to
Mantis’s consensus generation and hit combination scoring. A
thorough explanation is available in the Supplementary PDF.

Well-curated and commonly used resources were chosen as
the default reference data sources for Mantis, containing both
unspecific and specific reference data (e.g., taxon-specific). As
we have shown, no single reference data source accounted for
most annotations, each offering both unique and overlapping
insight into protein function, thus confirming their synergy and
partial redundancy. These are integrated through a consensus-
driven approach, which Mantis uses as an additional quality
control step, and a means to automatically incorporate a broader
variety of IDs. The intersection of IDs was, as expected, the main
contributor towards this integration (because most databases
provide cross-linking); however, we found that the text-mining
approach still contributed considerably (35.12% for the UniProt
2010-2020 sample), which clearly highlights the need to use such
a method.

We additionally evaluated the impact of not using text min-
ing during consensus generation and removing the consen-
sus generation altogether on the DFS and BPO algorithms. The
benchmark using the BPO algorithm without consensus genera-
tion represented the baseline approach towards the integration
of multiple reference data sources (merely selecting the most
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Figure 6: The impact of the reference data completeness on protein function
annotation. A. The functional prediction is facilitated by the query sequence
being previously identified and included in the reference HMMs. B. If the query
sequence has not been previously annotated, multiple regions in the protein

may match with different reference HMMs.

significant hit during inter- and intra-HMM hit processing). In
contrast, the benchmark using the DFS algorithm with the con-
sensus generation depicted the accumulation of all the features
introduced by Mantis. Overall, we found a difference of 0.064
in F1 scores, which suggests the additive effect of Mantis’s var-
ious data integration methods. Mantis, in respect to this spe-
cific benchmark, also obtained an F1 score higher than eggNOG-
mapper in all conditions, which suggests the importance of us-
ing multiple reference data sources.

We have implemented 2 algorithms for domain-specific ho-
molog search (DFS and heuristic as backup) and have not only
shown that these algorithms perform better when annotating
previously described protein sequences but that their impact on
the F1 score increased when annotating previously uncharacter-
ized protein sequences (e.g., average F1 score gain with DFS and
BPO algorithms in the UniProt 2010–2020 and 2020 samples was
0.013 and 0.033, respectively). We hypothesize that for the latter,
a homology search is not capable of finding whole-sequence ho-
mologs, finding, however, multiple domains that partially con-
stitute the protein sequence. As such, we argue that by increas-
ing the resolution (sequence homology to domain homology)
of homology-based reference data, domain-specific algorithms
may become increasingly valuable. We think that this would be
especially important when annotating protein sequences with-
out well-described homologs but that contain previously char-
acterized conserved protein domains. In Fig. 6A, we can observe
that the present query sequence is already used to generate the
HMM profiles in the reference data, matching with the HMM
profile containing it. Such a scenario is common when anno-
tating well-described organisms (e.g., Escherichia coli). However,
as is often the case when annotating non-model organisms and
metagenomes, the query sequence is absent from the reference
data (Fig. 6B), thus partially matching with several HMMs (which
may correspond to multiple domains, depending on the res-
olution of the reference data). Unlike the BPO algorithm, the
heuristic and DFS algorithms are able to incorporate multiple
homologs. While these may not be enough to determine a pro-
tein’s biological function, they still provide a better biological
context than a single functional annotation.

Further improvements in annotation quality may also re-
quire the use of motif-based and/or genomic context–based (e.g.,
operon context information, co-expression, and subsystems)
methods such as those described by Sigrist et al. [65], Mooney

et al. [66], Mavromatis et al. [67], Overbeek et al. [21], and Han-
nigan et al. [68]. Nevertheless, the significantly higher F1 score
seen when comparing the DFS and BPO algorithms highlights
the need to adopt better hit-processing methods, especially for
non-model organisms. With samples ranging from thousands
to millions of protein sequences, sub-optimal hit-processing al-
gorithms may cascade into unnoticeable pitfalls in downstream
data analysis (e.g., accumulation of incomplete or low-quality
genome annotation, which may lead to false biological inter-
pretations). While we have shown that the DFS algorithm out-
performs the heuristic algorithm, both achieve a very similar
F1 score when applied to non-synthetic samples; because the
heuristic algorithm is much more time efficient (as seen in Sup-
plementary Table 8), a user may confidently set it as primary
algorithm.

The use of TSHMMs resulted in a 0.006 higher F1 score; how-
ever, this improvement (as seen in Fig. 4) was not consistent
across all the annotated organisms (as expected, a similar trend
was also seen with eggNOG-mapper). We believe that this is due
to a poorer quality of the TSHMMs for some organisms, which is
a consequence of the issues with the current taxonomy classifi-
cation system [69, 70] and lack of knowledge regarding highly re-
solved taxa [71]. Model organisms such as E. coli and S. cerevisiae
clearly benefited from TSHMMs, both because the reference data
already contain data specific to these organisms and because
functions of proteins within model organisms are better experi-
mentally described. Conversely, non-model organisms are often
only computationally annotated by association, contributing to
a weaker reference annotation (which can be observed by the
higher rate of potentially new annotations in these organisms,
as seen in Supplementary Table 6). Nonetheless, while experi-
mental evidence remains the gold standard, it is unfeasible to
ignore the need for computational methods to infer function.
While steps in this direction have been taken [16, 57], taxon-
resolved PFA remains a challenge.

We benchmarked Mantis against 2 other PFA tools—eggNOG-
mapper and Prokka—and have shown that Mantis achieves a
higher F1 score (0.131 higher than eggNOG-mapper and 0.350
higher than Prokka). Although Mantis’s default execution heav-
ily relies on the eggNOG reference data, we have also shown that
even without it, it is possible to achieve an almost similar F1
score. This attests to the quality of the various reference data
used, showcasing as well the possibility of running Mantis on
a personal computer (something that would be impossible with
eggNOG’s prohibitive size).

We also evaluated the annotation coverage of Mantis and the
other PFA tools when annotating metagenomes. Mantis had the
highest annotation coverage among the tested PFA tools, but
eggNOG-mapper was close behind. All PFA tools had a low anno-
tation coverage for the marine sample. We believe that this may
be due to a lack of reference HMMs for this specific environment.
This metagenomic sample has data from varying ocean depths,
with many novel sequences from viruses, prokaryotes, and pi-
coeukaryotes [64].

Finally, as shown in “Accessibility and scaling,” a conda envi-
ronment and automated reference data download are provided.
In addition, Mantis accepts several formats as input (i.e., pro-
tein FASTA file, TSV file with paths, directories, or compressed
archives), outputting easy-to-parse TSV files. We believe that
these features address some of the reproducibility challenges
that the bioinformatics community still faces [72].

As discussed, there is still room for improvement in the hit-
processing algorithm DFS (because it does not provide large F1
score gains over the heuristic algorithm). In the future, Mantis
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8 Mantis: flexible and consensus-driven genome annotation

could also include genomic context–based annotation methods.
Despite the aforementioned challenges, we have clearly shown
that Mantis is a flexible tool that also produces annotations with
high precision and recall.

Conclusion

By making use of the synergistic nature of differently sourced
high-quality reference data, Mantis produces reliable homology-
based annotations. By allowing for total customization of these
reference data, Mantis is also flexible, easily integrated and
adapted towards various research goals. In conclusion, we have
shown that Mantis addresses a number of the current PFA chal-
lenges, resulting in a highly competitive PFA tool.

Methods
Accessibility and scaling

Mantis automatically sets up its reference data by downloading
HMMs from different sources and, when necessary, reformatting
the data to a standardized format and downloading any relevant
metadata. Reference data can be customized via a config file.
It also dynamically configures its execution depending on the
resources available. A conda environment and extensive docu-
mentation [54] are available.

Mantis splits most of the workflow into sub-tasks and sub-
sequently parallelizes them by continuously releasing tasks to
workers from a global queue (via Python’s multiprocessing mod-
ule). During each main task of the annotation workflow, work-
ers are recruited (the number of workers depends on the avail-
able hardware and work required); these will then execute all the
queue tasks. When a worker has finished its job, it will execute
another task from the queue until there are no more tasks to
execute. If the queue is well balanced, minimal idle time (time
spent waiting for workers to get a new task) can be achieved.
Load balancing is achieved by splitting the sample and reference
data into chunks. During set-up, large reference data sources
(>5,000 HMM profiles) are split into smaller chunks; this en-
ables parallelization and ensures that each annotation sub-task
takes approximately the same time. Samples are equally split
into chunks (sample chunk size is dynamically calculated). If
the sample has ≤200,000 sequences, sequences are distributed
by their length among the different chunks, so that each chunk
has approximately the same number of residues. If the sample
has >200,000 sequences, then sequences are distributed to each
chunk independently of their length (this alternative method
is an efficiency safeguard). This 2-fold splitting achieves quasi-
optimal load balancing. With the sample and reference data in
chunks, posterior workflow steps can be parallelized wherever
applicable. It is noteworthy that Mantis uses HMMER’s hmm-
search for homology search, which outputs an e-value scaled to
the sample/chunk size. Because Mantis splits the samples into
chunks, during hit processing, the e-value is scaled to the origi-
nal sample size.

Input and output

MANTIS accepts protein sequence FASTA files as input. If the
sample has been previously taxonomically classified, the user
can add this information when running Mantis. For example, if
annotating an E. coli sample, the user could add ”−od” followed
by the NCBI ID or the organism name:

$ python mantis run mantis -t sample.faa -od 562

Mantis outputs, for each sample, 3 TSV files, each corre-
sponding to a different step in Mantis’s workflow: (i) a raw out-
put output annotation.tsv (generated during Fig. 1 step “Intra-
HMM hits processing”), with all the hits, their e-value, and co-
ordinates; (ii) integrated annotation.tsv (generated during Fig. 1
step “Metadata integration”), with the same information as out-
put annotation.tsv, but also with hits metadata (e.g., KEGG or-
thology IDs [KO], enzyme commission [EC] numbers, free-text
functional description); and (iii) the main output file consen-
sus annotation.tsv (generated during Fig. 1 step “Consenus gen-
eration”), with each query protein ID and their respective con-
sensus annotation from the different reference data sources
(e.g., Pfam). These files provide contextualized output in a for-
mat that is both human and machine-readable. A Mantis.out file
is also provided per sample, serving as a log file for each execu-
tion step.

Reference data and customization

Mantis, by default, uses multiple high-quality reference HMM
sources: Pfam [56], eggNOG [57], NPFM [58], KOfam [55], and
TIGRfam [59] (these default HMMs can be partially or entirely re-
moved). To find more meaningful homologs through TSA, Man-
tis uses TSHMMs, originally compiled by eggNOG and NPFM.
The eggNOG TSHMMs were compiled by downloading all the
TSHMMs at http://eggnog5.embl.de/download/latest/per tax lev
el/; their respective metadata originate from the metadata avail-
able in the aforementioned link, as well as the metadata within
the eggNOG-mapper SQL database. NPFM TSHMMs were com-
piled by downloading all the NPFM HMMs at https://ftp.ncbi.nlm
.nih.gov/hmm/current/ and assigning each HMM into their re-
spective TSHMM. A general NPFM HMM was created by pool-
ing all non-assigned HMM profiles and the TSHMMS from the
following NCBI IDs: 2157 (Archaea), 2 (Bacteria), 2759 (Eukaryota),
10239 (Viruses), 28384 (Others), and 12908 (Unclassified). These
IDs correspond to NCBI’s top-level taxonomy rank IDs. A gen-
eral eggNOG HMM was created by pooling together the TSHMMs
from the same aforementioned NCBI taxon IDs. The user can
customize which eggNOG TSHMMs are downloaded by Mantis
by adding the line “nog tax = NCBI ID1, NCBI ID2” to the config
file. Custom HMM sources can also be added by the user; meta-
data integration of these is also possible (an example is avail-
able in Mantis’s repository). Because some sources are more spe-
cific than others, the user can also customize the weight given
to each source during consensus generation. HMM profiles of-
ten only possess an ID respective to the database from which
they were downloaded, which may not directly provide any dis-
cernible information. Mantis, when necessary, ensures that the
hits from these HMMs are linked to their respective metadata.
For future reference, while an HMM is an individual profile, Man-
tis compiles all related HMM profiles into a single file, making it
indexable by HMMER. Thus when a certain HMM source is men-
tioned, it refers to the collection of related HMM profiles.

Taxon-specific annotation

TSA uses the TSHMMs and unspecific HMM made available by
eggNOG and NPFM. TSA, however, works differently from the
annotation method of the other reference data. When given tax-
onomy information (either a taxon name or NCBI ID) the organ-
ism’s taxonomic lineage is computed (e.g., for E. coli the lineage
would be “2 - 1224 - 1236 - 91347 - 543 - 561 - 562”). TSA starts
by searching for homologs in the most resolved TSHMM (in this
case for taxon 562, if it exists). All valid homologs (respecting
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Queirós et al. 9

the e-value threshold) are extracted for each query sequence,
and unannotated sequences are compiled into an intermedi-
ate FASTA file. A new homology search round starts with the
sequences in the current intermediate FASTA, but now in the
TSHMM 1 level above (in this case the TSHMM 561). This cycle
repeats until all query sequences have valid homologs or until
there are no more TSHMMs to search for. If there are still se-
quences to annotate, then these homologs are searched for in
the general eggNOG and NPFM HMMs. If no taxonomy informa-
tion is given, the homology search starts with the general NPFM
and eggNOG HMMs. Non-taxon-specific HMMs (i.e., Pfam, KO-
fam, and TIGRfams) are always used, regardless of the sample’s
taxonomy.

Multiple hits per protein

HMMER outputs a “domtblout” file [24], where each line corre-
sponds to a hit/match between the reference data and the query
protein sequence. The e-value threshold within the HMMER
command limits the amount of hits to be analysed in the pos-
terior processing steps. Each hit, among other information, con-
tains the coordinates where the query sequences matched with
the reference HMM profiles and the respective confidence score
(e-value) (Fig. 2A and B). Mantis uses HMMER’s independent e-
value when using the DFS and heuristic algorithms, whereas it
uses the full sequence e-value when using the BPO algorithm
(because only the best hit is extracted per protein sequence).
For simplicity purposes, both are simply referred to as e-value
throughout this article. The annotation of a protein sequence
with multiple hits is a nontrivial problem, thus requiring the
implementation of a method for the processing of hits. We de-
signed a method that generates and evaluates all possible com-
binations of hits by applying the DFS algorithm [73]. This algo-
rithm allows the traversal of a tree-structured search space (i.e.,
each node is a hit), whilst pruning solutions that do not respect
predefined constraints (i.e., overlapping hit residue coordinates),
backtracking from leaf to root until the possible solution space is
exhausted. Our method generates all the possible combination
hits with the following method: (i) get 1 hit from the collection
of hits and define it as the combination root hit; (ii) check which
other hits overlap up to 10% (default value) [31] with previous
hits and select 1 to add to our present combination of hits; (iii)
repeat step (ii) until no more hits can be added; (iv) repeat steps
(i–iii) so that we loop over all the other hits and all possible com-
binations are generated. We used Cython [74] to speed up the
DFS implementation. Cython is an optimizing static compiler
for the Python programming language, allowing the compiler to
generate C code from Cython code, in this case, functioning as
a wrapper for the DFS algorithm. The total number of possible
combinations is 2N − X − 1, where N is the number of hits the
protein sequence has, X the number of impossible combinations
(combinations with overlapping hits), and 1 the empty combi-
nation. Owing to exponential scaling, this method is not always
computationally feasible (e.g., the query sequence is very large
and has many small-sized hits). In such a scenario, the DFS al-
gorithm may exceed the system’s recursion limit or be unable to
find a solution in optimal time (60 seconds by default, but cus-
tomizable). Should this happen, Mantis uses the previously de-
scribed heuristic algorithm, which scales linearly (a warning is
written in the Mantis.out log).

After generating all the possible combinations, each combi-
nation is evaluated according to several parameters:

� querylength—number of residues in the query sequence.

� hitlength—number of residues in the hit.� combolength—number of hits in the respective combination.� Total coverage (TC)—number of non-redundant residues in
all the combination’s hits divided by querylength. A high TC
implies that the combination covers a large percentage of the
protein sequence.� Average hit coverage (HC)—sum of the coverage of each hit
(hitlength/querylength). This sum is then averaged by dividing
by combolength. A high HC implies that the hits in the combi-
nation are large, thus benefiting combinations with few large
hits rather than combinations with many small hits.� Combination e-value (CE)—the e-value of each hit is scaled
twice, once to reduce the range between different e-values
(log10) and the second time to understand how each hit e-
value compares to the best/lowest hit e-value found for a par-
ticular sequence (minmax scaling). The scaled e-values are
then summed and divided by combolength.

The “combination score” is defined by the following equa-
tion:

TC × HC × CE. (1)

The combination with the highest combination score is then se-
lected, where the available choices will ultimately depend on
the algorithm used (Fig. 2c). Our intra-HMM hit-processing im-
plementation thus applies a 2-fold quality control, initially by
limiting the amount of hits in HMMER’s domtblout (i.e., e-value
threshold) and second by hierarchically ordering and selecting
the most significant combination of hits.

Using multiple reference data sources

An unannotated protein sequence may match with 0, 1, or mul-
tiple reference HMM profiles, from 1 or more data sources. When
a protein sequence has multiple hits from different data sources,
it is important to identify functionally similar annotations so
that no information is lost (i.e., functional descriptions or IDs
that may be in 1 reference data source but not in another). By
linking the metadata respective to the HMM profiles to the now
annotated protein sequence, we can identify functionally sim-
ilar annotations and integrate multiple reference data sources
into 1 final consensus annotation. In this manner, functionally
similar annotations are merged, and any complementary infor-
mation they provide can then be used in downstream analysis
(e.g., Annotation 1 has a Pfam and KO ID, Annotation 2 has an
EC number and the same KO ID; merging these will result in a
final annotation with more information).

For the integration of functional annotations from multiple
data sources, a two -fold approach was used: (i) consensus be-
tween IDs and (ii) consensus between the free-text functional
description. The latter is used as a backup because ID cross-
linking is not universally available. Each reference data source
includes metadata relevant to the HMM profiles herein; these
metadata may include multiple intra- and/or inter-database IDs,
as well as free-text functional descriptions. IDs are extracted ei-
ther through source-specific metadata parsing or regular expres-
sions. Free-text functional descriptions are extracted by source-
specific metadata parsing. With this information it is then possi-
ble to identify annotations that are functionally similar/consis-
tent and may thus be complementary to each other. The con-
sensus between IDs is calculated by identifying intersections
between the functional annotations of different reference data
sources (e.g., both annotations have the same Pfam ID). IDs
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10 Mantis: flexible and consensus-driven genome annotation

Figure 7: Inter-HMM hit-processing steps. Inter-HMM hit processing starts by

pooling all hits [A1, AN] together (regardless of the reference data source) and
generating all the possible (non-overlapping coordinates) combinations [c1, cN]
(A). A metadata consistency graph (B) is also built by connecting all nodes [M1,
MN] that have intersecting IDs or highly similar descriptions (e.g., A1’s metadata

M1 is consistent with A2’s metadata M2 (shared ID1), and A5’s metadata M5 is
consistent with A6’s metadata M6 (similar description ”glucose degradation”).
With this metadata consistency graph, the hit consistency HCN score of each
combination is calculated. For c1, for example, a sub-graph containing M1, M5,

and all directly connected nodes (only M2 and M6 but not M4 because it has in-
sufficient residue overlap—A4) would be created. The number of nodes in this
sub-graph would then be divided by the total number of nodes in the original
graph; therefore c1 would have an HCN of (2 + 2)/8 = 0.5. The remaining param-

eters would then be calculated and the best combination, according to equation
2, would be selected. Finally, if, for example, the best combination is c1, then this
combination is expanded by merging all nodes directly or indirectly connected

to M1 and M5 in the metadata consistency graph (C) and with sufficient residue
overlap (i.e., M2, M6, M7, M8). The expanded combination is then merged into
the final consensus annotation (D).

within the free-text functional descriptions are extracted (with
regular expressions) and also used here. If no consensus be-
tween IDs is found, then we proceed with a consensus calcu-
lation between functional descriptions (further described in the
Supplementary PDF).

Inter-HMM hit processing starts by pooling together all hits
from the different reference data sources and generating all
possible combinations of hits (Fig. 7A). The same method used
in intra-HMM hit processing is applied, where the DFS algo-
rithm is used by default (again using the heuristic algorithm as a
backup), but the BPO and heuristic algorithms can also be used.
We then check the metadata consistency (either through IDs or
free-text functional descriptions) of each hit against the current
sequence’s other hits. With this information, a metadata con-
sistency graph is generated (Fig. 7B). With the metadata consis-
tency graph and all possible combinations of hits, we can then
calculate the consensus combination score using equation 2.
This requires calculation of the combination score, using equa-
tion 1. This score is then multiplied by an additional score, com-
prising the following parameters:

� Average hit consistency (HCN)—number of hits (among all
hits) with metadata directly consistent (i.e., nodes directly
connected in the metadata consistency graph) to the hits in
the present combination. Consistency checks are restricted
to other reference data sources besides the hit own’s refer-
ence source (e.g., if a hit is from Pfam, we would only check
hits that are not from Pfam). This number, plus the number of
hits in the combination, is divided by the total number of hits
for the respective query sequence [e.g., if a combination has
2 hits, with these having metadata consistent with 3 other
hits, and if there are 10 hits in total, HCN would be equal to
(2 + 3)/10 = 0.5]. This is an important parameter because it
entails independent sources describing the same function.� Reference HMM weight (HMMW)—mean weight of all the ref-
erence data sources within the combination. This is calcu-
lated by adding all hits’ HMM weights and dividing this sum
by the number of hits in the combination [e.g., if a hit comes
from Pfam that has a weight of 1, and another from eggNOG
that has a weight of 0.8, HMMW would be equal to (1 + 0.8)/2
= 0.9]). The default weight for each default reference data
source has been set according to the authors’ perception of
the reference quality—creation method, curation level, and
annotation completeness (eggNOG, 0.8; Pfam, 0.9; NPFM and
KOfam, 0.7; and TIGRfam, 0.5). This weight is customizable;
the default weight for custom reference data is 0.7 (which can
also be customized).� Metadata quality (MQ)—mean metadata quality of each hit in
the combination. If a hit has no annotation data (IDs or de-
scription), it is given a score of 0.25; 0.5 if only the description;
0.75 if only the IDs; 1 if IDs and description. All hits’ metadata
quality score is summed and divided by the number of hits
in the combination.

Note that hit metadata consistency (through IDs or descrip-
tions) requires a minimum of 70% residue overlap (default but
can be changed). Using the previously calculated combination
score, we then calculate the consensus combination score using
the following equation:

Combinationscore × HCN + HMMW + MQ
3

. (2)

The combination with the highest consensus combination score
is selected and expanded by concatenating additional meta-
data from other consistent hits (Fig. 7C). In this step, consis-
tent hits can be either directly or indirectly connected in the
metadata consistency graph (a minimum of 70% residue over-
lap is still required). This expanded combination is then merged
into the final query sequence consensus annotation (Fig. 7D).
Redundant (i.e., repeated identifiers or functional descriptions)
or poor-quality information (e.g., “hypothetical protein”) is re-
moved from the consensus annotation.

Sample selection

To select an initial testing dataset we started by downloading
all the curated Uni-Prot [75] (i.e., Swiss-Prot) protein entries cre-
ated after 2010 (until 14 April 2020), along with their respec-
tive sequences, annotations, and annotation scores. We then
split these entries by date, 2010–2020, 2015–2020, 2018–2020, and
2020 only. For genomic sample benchmarking we selected or-
ganisms widely used in microbial community standards. The re-
spective genomes, proteomes, and reference annotations were
then downloaded from Uniprot on 26 May 2020 (Supplementary
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Table 5). These samples were also used for comparing Mantis to
eggNOG-mapper and Prokka.

Establishing a test environment

For annotation quality benchmarking, we evaluate each annota-
tion produced by Mantis and check whether it agrees (database
IDs intersection) with the respective reference annotation, cre-
ating a confusion matrix. We created 2 main types of test sam-
ples, the first consisting exclusively of curated UniProt [75] pro-
tein entries (and the respective annotations), which were then
split by date of creation (2010–2020, 2015–2020, 2018–2020, 2020);
and the second type consisting of organism-specific UniProt pro-
tein entries, with a mix of curated and automatically gener-
ated annotations. Each sequence’s reference annotation con-
sists of the UniProt protein function annotations. Each sequence
reference annotation and the respective PFA tool’s annotation
is composed of a set of identifiers (if available: enzyme ECs,
Gene Ontology (GO) IDs, eggNOG IDs, KEGG orthology IDs, Pfam
IDs, and TIGRfam IDs) and functional descriptions. During the
benchmark process, each sequence’s reference annotation (e.g.,
“glucose degradation ID1”) is compared against the PFA tool
(i.e., Mantis, eggNOG-mapper, and Prokka) annotation (e.g., “de-
grades glucose ID1”). This comparison entails checking whether
any of the database IDs present in the reference annotation
(i.e., ID1) are also present in the PFA tool annotation (i.e., ID1);
if they are, we consider this annotation to be the same. This
has some significant limitations: (i) the functional description
is the same but the corresponding set of identifiers is not; and
(ii) when annotating multiple regions of the protein (which is
the case when using Mantis’s DFS and heuristic algorithms), it
is possible that only 1 of the annotated regions has IDs that
intersect with the respective sequence reference annotation.
Unfortunately, owing to the different resolutions of the refer-
ence HMMs, it is not always possible to understand whether
an annotation refers to a specific domain or a partial whole-
sequence hit. While a domain-centric benchmark would be fea-
sible for Pfam, the same is not true for the remaining reference
HMMs with broader resolutions (e.g., TIGRFams provides gen-
eral functional annotations). However, as we have previously
shown, even when using the BPO algorithm, Mantis has shown
to output almost equally high F1 scores. Despite these limita-
tions, because whole-sequence reference annotations contain
comprehensive cross-linking with other databases, it provides
clear benefits: (i) it fits better for the wide-ranging scopes of the
reference data sources, and (ii) it allows for a more fair bench-
mark of the different PFA tools that may use different refer-
ence data sources (and thus output annotations with different
database IDs). This method then allows for the construction of
a confusion matrix, where each pairwise whole-sequence anno-
tation comparison (PFA tool/reference annotation) corresponds
to a single class. TPs occur when the PFA tool–generated annota-
tion and the reference annotation share 1 or more database IDs
(e.g., Pfam ID), and FPs when no database IDs are shared. FNs
occur when the PFA tool does not annotate a protein sequence,
although a reference annotation is available; and TNs when the
PFA tool does not annotate a protein sequence, and no reference
annotation is available. The functional text descriptions are not
taken into account during the benchmark; therefore if an anno-
tation has no IDs, we simply consider there to be no annotation.
Protein sequences annotated with the descriptions “unknown
function,” “uncharacterized protein,” “hypothetical protein,” or
with Pfam’s “domain-unknown-function”/DUF IDs are not taken
into account during benchmarking (for reference and PFA tool

annotations). In addition, it is also possible for the reference or
PFA tool not to have an annotation for a certain sequence. In
any of the these 3 scenarios, if the PFA tool manages to annotate
the sequence, this case is classified as a potentially new anno-
tation (PNA). Because no ground-truth exists in these scenarios,
PNAs are excluded from the confusion matrix classes (not used
during any performance metrics) and are only used to calculate
the annotation coverage. PNAs can potentially provide novel in-
sight into protein sequences without any previous annotation.
Because, by default, most sequences used during benchmarking
will have an annotation, TNs, and ergo any metrics using TNs
(e.g., specificity), are irrelevant.

“Annotation coverage” is defined here as the number of an-
notations produced by the PFA tool divided by the total number
of protein sequences in a sample Totalseqs. Totalseqs includes se-
quences with and without a reference annotation (because not
all sequences have a reference annotation); the total number of
the PFA tool annotations includes TPs, FPs, and PNAs. Annota-
tion coverage is calculated by (TP + FP + PNA)/Totalseqs. Numer-
ous metrics can be calculated from the various confusion ma-
trix categories; we considered precision and recall/sensitivity to
be among the most important. Precision is defined as TP/(TP +
FP) and corresponds to the number of correctly annotated pro-
tein sequences out of all the protein sequences that the PFA
tool managed to annotate. Recall is defined as TP/(TP + FN) and
corresponds to the number of correctly annotated protein se-
quences out of all the protein sequences that we know the func-
tion of (i.e., protein sequences that have a reference annotation).
Both are equally important; a tool with low precision will incor-
rectly annotate protein sequences, whereas a tool with low re-
call will not produce sufficient annotations. A way to converge
both scores into 1 is to use the F1 score, which is defined as
2 × [(Precision × Recall)/(Precision + Recall)]. Unless otherwise
stated, values shown in this article are shown as absolute values
ranging from 0 to 1.

Finally, we benchmarked Mantis against 2 other PFA tools,
eggNOG-mapper and Prokka. For homology search, Mantis uses
HMMER [24], for eggNOG-mapper we used the Diamond-based
[23] search (as suggested by the authors), and Prokka uses BLAST
and HMMER.

All tests ran on high-performance computing resources with
Dell C6320, 2 ∗ Intel Xeon E5-2680 v4 at 2.4 GHz [76]; each core
had 4 GB of RAM. Unless specified, all tests ran with 25 cores
and 100 GB RAM (actual Mantis minimum hardware require-
ments are much lower). In addition, the same methodology
and nomenclature apply to any other benchmarked tools de-
scribed in this article. Mantis used HMMER v3.2.1. The local ver-
sion of eggNOG-mapper used was v2.0.6 with database v5.0.1
found at https://github.com/eggnogdb/eggnog-mapper/commit
/41ec3566ab00fd437f905dfde592c553632a9eae. The local version
of Prokka used was v1.14.6 found at https://github.com/tseem
ann/prokka/releases/tag/v1.14.6. For details on execution com-
mands see the Supplementary PDF.

Testing different e-value thresholds

Different e-value thresholds were tested: 1e−3, 1e−6, 1e−9, 1e−12,
1e−15, 1e−18, 1e−21, 1e−24, 1e−27, 1e−30, and a dynamic threshold.
The dynamic threshold was set according to the query sequence
length, which was previously shown to provide better results
with BLAST [34]. For the dynamic threshold, for sequences with
<150 amino acids, the e-value threshold was set to 1e−10; if >150
and <250, 1e−sequencelength/10; and if >250, 1e−25. The UniProt 2010–
2020 sample was then annotated with all the different e-value
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12 Mantis: flexible and consensus-driven genome annotation

thresholds, and each output was compared to the reference an-
notations.

Testing hit-processing algorithms

To understand whether the different hit-processing algorithms
resulted in statistically significant differences in F1 scores, we
created 5,000 randomized synthetic samples with 5,000 se-
quences each, which were randomly selected from the 2010–
2020 UniProt sample. Per algorithm, we compared the Mantis
annotations of each subset to the reference annotations (to al-
low for pairwise comparison of each algorithm, the same sub-
sets were used in all algorithms). This resulted in a list of con-
fusion matrices (5,000 per algorithm), from which we calculated
the F1 score. We applied the Wilcoxon signed-rank test, with the
H0: no differences in F1 score between the tested algorithms. As
a non-parametric test, this test makes no assumptions on the
distribution of the data. A pairwise comparison was done be-
tween DFS and the other algorithms: (i) DFS and heuristic and
(ii) DFS and BPO.

Availability of Source Code and Requirements� Project name: Mantis� Project home page: https://github.com/PedroMTQ/mantis� Operating system: Linux� Programming language: Python� Other requirements: Python 3+, HMMER 3+, and several
Python packages (see the provided environment for a full list)� License: MIT� RRID:SCR 021001� Biotools ID: mantis pfa

Data Availability

The data and code supporting the results of this article are
available at https://git-r3lab.uni.lu/pedro.queiros/mantis suppl
ements. An archival copy of the code and supporting data is
available via the GigaScience repository, GigaDB [77].

Additional Files

Supplementary pdf. (i) discussion on how the e-value threshold
may change Mantis’ output, (ii) execution commands, and (iii)
information on how the similarity analysis was performed.
Supplementary Table 1. Function assignment e-value threshold
Supplementary Table 2. Impact of hit processing algorithms
Supplementary Table 3. Impact of sample selection
Supplementary Table 4. Impact of consensus generation
Supplementary Table 5. Quality control against sequenced or-

ganisms – list of samples
Supplementary Table 6. Quality control against sequenced or-

ganisms – results
Supplementary Table 7. Comparison between Mantis and other
PFA tools
Supplementary Table 8. Annotation efficiency – random se-

quences
Supplementary Table 9. Annotation efficiency – personal PC
Supplementary Table 10. Metagenome coverage
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tion only; CE: combination e-value; CPU: central processing unit;

DFS: depth first search; EC: enzyme commission; FP: false pos-
itive; FN: false negative; GFS: glacier-fed stream sediment; GO:
gene ontology; HC: average hit coverage; HCN: hit consistency;
HMM: hidden Markov models; HMMW: average reference HMM
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Contributions of Oskar Hickl

• Shared primary authorship responsibilities with B.J.K., performing a lead role in the study by
conducting data curation, analysis, interpretation, and visualization of results. Additionally,
principally co-wrote and refined the manuscript.

• Responsible for the creation of visual elements of the manuscript, including figures 1 and 6,
table 1, supplementary table 1, and supplementary figure 1.

• Collaborated with D.B. in the procurement and provision of the metaproteomic data. Also
built and optimized the metaproteomics workflow.
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5.3.2 Introduction

In this study, a multi-meta-omic approach was employed, integrating matched metagenomics,
metatranscriptomics, and metaproteomics with clinical data. The aim was to identify differences
in oral and gut microbiome composition, expression, and activity in the context of Type 1 Diabetes
Mellitus (T1DM). Data from 35 subjects across eight families with multiple T1DM cases were
analyzed to investigate the dynamics of the oral microbiota, its impact on the gut microbiome,
and potential subsequent host inflammatory responses. Additionally, the study assessed mouth-
to-gut microbial transmission in relation to T1DM, with the identification of involved strains and
the comparison of transmission patterns between T1DM patients and healthy controls.

The integrative approach provided a comprehensive understanding of bacterial strain transfers
and their functional activity between the oral cavity and the gut. Observations indicated transmis-
sion of genera like Prevotella and Bacteroides from the oral cavity to the gut, where evidence of
their activity was found.

In the T1DM cohort, the oral microbiota exhibited characteristics hinting at an acidified en-
vironment, including a decrease in the abundance and activity of the usually acid-intolerant S.
salivarius and an increase in the acid-tolerant opportunistic pathogen S. mutans. Corresponding
observations in the gut revealed a decreased presence of S. salivarius and an increased abundance
of E. coli. Additionally, genes associated with bacterial virulence and oxidative stress response,
mainly linked to the Enterobacteriaceae family, showed increased activity. Additionally, elevated
expression levels of specific human proteins, suggesting heightened immune responses and potential
inflammation in the gut of T1DM patients, was observed.

The study employed a novel approach, enabled by multi-omics, to trace bacterial strain-variants
across the multiple omic layers, elucidating bacterial colonization in the gut, particularly of those
originating from the oral cavity. The findings highlight the complementary nature of metapro-
teomics to metatranscriptomics, in terms of validating identified bacterial strains and providing
insights into bacterial activity.

While there is a significant correlation between bacterial abundance in the gut and transmis-
sion levels, such a trend is not as apparent in the oral cavity. This suggests that the efficiency of
bacterial transmission may not solely rely on their initial abundance in the oral cavity. Physiological
changes induced by T1DM in the oral environment may exert a significant influence on microbial
transmission dynamics. As a follow-up to this study, a more detailed examination of these phys-
iological parameters, in conjunction with the innovative strain-variant methodology, may provide
deeper insights into microbiome transmission dynamics in T1DM patients.

This kind of integrated analysis underscores the importance of considering the oral-gut axis
when trying to understand T1DM pathology. Further research is warranted to unravel the intricacies
of this relationship and explore its potential implications e.g. for the development of therapeutic
interventions.
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Alterations of oral microbiota and impact 
on the gut microbiome in type 1 diabetes 
mellitus revealed by integrated multi-omic 
analyses
B. J. Kunath1*†, O. Hickl1†, P. Queirós1, C. Martin‑Gallausiaux1, L. A. Lebrun1, R. Halder1, C. C. Laczny1, 
T. S. B. Schmidt2, M. R. Hayward3, D. Becher4, A. Heintz‑Buschart5, C. de Beaufort1,6, P. Bork2,7,8,9, P. May1 and 
P. Wilmes1,10* 

Abstract 

Background: Alterations to the gut microbiome have been linked to multiple chronic diseases. However, the driv‑
ers of such changes remain largely unknown. The oral cavity acts as a major route of exposure to exogenous factors 
including pathogens, and processes therein may affect the communities in the subsequent compartments of the 
gastrointestinal tract. Here, we perform strain‑resolved, integrated meta‑genomic, transcriptomic, and proteomic 
analyses of paired saliva and stool samples collected from 35 individuals from eight families with multiple cases of 
type 1 diabetes mellitus (T1DM).

Results: We identified distinct oral microbiota mostly reflecting competition between streptococcal species. More 
specifically, we found a decreased abundance of the commensal Streptococcus salivarius in the oral cavity of T1DM 
individuals, which is linked to its apparent competition with the pathobiont Streptococcus mutans. The decrease in S. 
salivarius in the oral cavity was also associated with its decrease in the gut as well as higher abundances in facultative 
anaerobes including Enterobacteria. In addition, we found evidence of gut inflammation in T1DM as reflected in the 
expression profiles of the Enterobacteria as well as in the human gut proteome. Finally, we were able to follow trans‑
mitted strain‑variants from the oral cavity to the gut at the individual omic levels, highlighting not only the transfer, 
but also the activity of the transmitted taxa along the gastrointestinal tract.

Conclusions: Alterations of the oral microbiome in the context of T1DM impact the microbial communities in the 
lower gut, in particular through the reduction of “mouth‑to‑gut” transfer of Streptococcus salivarius. Our results indicate 
that the observed oral‑cavity‑driven gut microbiome changes may contribute towards the inflammatory processes 
involved in T1DM. Through the integration of multi‑omic analyses, we resolve strain‑variant “mouth‑to‑gut” transfer in 
a disease context.

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/. The Creative Commons Public Domain Dedication waiver (http:// creat iveco 
mmons. org/ publi cdoma in/ zero/1. 0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Introduction
Thousands of distinct microbial taxa colonise the dif-
ferent mucosal and skin habitats of the human body 
[1]. These communities and their functional gene com-
plements directly interface with host physiology, most 
notably the immune system [2, 3]. Altered commu-
nity compositions are thought to play crucial roles in 
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triggering inflammatory processes which are most likely 
drivers of chronic diseases [1, 4, 5], including autoim-
mune diseases [6–8]. The human microbiome is influ-
enced by biotic and abiotic factors specific to each body 
site, which leads to distinct microbial community com-
positions [9]. Although closely related taxa can be pre-
sent at multiple sites, most species exhibit differentiation 
into locally adapted strains [10].

Bacterial species usually consist of an ensemble of 
strains which form coherent clades [11]. Thereby they 
are clearly distinguishable from the closest co-occurring 
related species based on their high genetic similarity 
[12, 13]. The classical metagenomic approach consists of 
assembling short DNA reads into contigs and to group 
them into different metagenome-assembled genomes 
(MAGs). However, the assembly produces a patchwork 
of consensus contigs corresponding to the most abun-
dant genotypes in the sample and thus can lose strain 
variations. Multiple approaches exist to retrieve vari-
ant information which typically involves the mapping of 
the metagenomic reads against the assembled contigs 
or reference genomes. Variant calling is then performed 
to determine the alleles or haplotypes [14]. Despite the 
genetic similarity between strains of a single species, 
the individual strains can exhibit different phenotypes. 
Such cases are notably well documented in the context 
of pathogenicity where many species are known to have 
both pathogenic and commensal strains [11]. Therefore, 
strain-level resolution is highly relevant in the study 
of the human microbiome and its links to health and 
disease.

The gut microbiome has been extensively studied pri-
marily in the context of chronic diseases including car-
diovascular diseases [15], inflammatory bowel disease 
[16], obesity [17], cancers [18], neurodegenerative dis-
eases [19] or autoimmune conditions such as rheumatoid 
arthritis [20] or type 1 [21], and type 2 diabetes [22]. Type 
1 diabetes mellitus (T1DM) is a chronic disease charac-
terised by insulin deficiency due to autoimmune destruc-
tion of insulin-producing β-cells within the pancreatic 
islets. T1DM often starts during the early years of life and 
is one of the most common chronic diseases in childhood 
[23]. Its incidence worldwide has reached 15 per 100,000 
people and has been globally increasing in the last dec-
ades in most developed countries [24–26]. Despite a sig-
nificant genetic influence, the rise in T1DM prevalence in 
individuals who are not genetically predisposed strongly 
suggests an interplay between genetic predisposition and 
environmental factors [27].

Among the possible different environmental fac-
tors, the gut microbiome modulates the function of 
the immune system via direct and indirect interactions 

with innate and adaptive immune cells [3, 28]. Sev-
eral studies have shown alterations of the gut micro-
biome composition between individuals with T1DM 
compared to healthy controls [29–32]. However, con-
trasting findings between studies have not led to a gen-
eralisable microbiome signature for T1DM and it still 
remains unclear how microbiome changes affect the 
gastrointestinal tract and immune functions in T1DM.

The oral cavity and the colon sit at opposite sides of 
the gastrointestinal tract. The mouth is considered a 
gateway to different organs of the body, and therefore 
acts as a potential reservoir for different pathogens 
[33]. Poor dental health and dysfunctional periodontal 
immune-inflammatory reactions caused by bacterial 
pathogens may lead to periodontitis and are associated 
with increased risks of developing systemic inflamma-
tory disorders [34]. The development of inflammation 
in the oral cavity has notably been found to be associ-
ated with systemic inflammation and cardiovascular 
disease [35], insulin resistance [36], and complications 
in type 1 and type 2 diabetes [37]. Despite the limited 
number of shared taxa between the oral cavity and 
the lower gut [38] due to the gastric bactericidal bar-
rier, intestinal motility or bile and pancreatic secretions 
[39], a recent study has shown that the oral commu-
nity type was predictive of the community recovered 
from stool [40]. Additionally, Schmidt, Hayward et  al. 
recently found that a subset of 74 species were fre-
quently transmitted from mouth to gut and formed 
coherent strain populations along the gastrointestinal 
tract [41]. Finally, it is known that the physiology of the 
oral cavity is altered in T1DM patients, notably with 
a decrease of salivary flow rate (dry-mouth symptom) 
and an increased concentration of glucose in the saliva 
and subsequent acidification of the oral cavity [42–44]. 
However, the effect of T1DM on the microbiome of the 
oral cavity, or the effect of the microbiome on T1DM in 
general is still poorly understood, with few, and regu-
larly contradicting findings [45].

Here, we apply an integrated multi-omic approach, 
including matched meta- genomics, transcriptomics 
and proteomics together with available clinical data to 
characterise differences in the oral and gut microbi-
omes in the context of T1DM on 35 individuals from 
eight families with multiple case of T1DM per family. 
We identify distinct oral microbiota suggestive of com-
petition between streptococcal species and an acidi-
fied oral cavity. We link these differences to alterations 
in the gut microbiome and the host’s inflammatory 
response. Finally, we explore the level of mouth-to-
gut transmissions in T1DM, highlight transferred and 
active strains, and identify differences in strain-level 
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transmission profiles in T1DM patients compared to 
healthy controls.

Methods
Ethics
Written informed consent was obtained from all sub-
jects enrolled in the study. This study was approved by 
the Comité d’Ethique de Recherche (CNER; reference no. 
201110/05) and the National Commission for Data Pro-
tection in Luxembourg.

Sample acquisition
The study design was an observational study of eight 
selected families (M01-M06, M08, M11) containing at 
least two members with T1DM and healthy individuals 
in two generations or more, from existing patient cohorts 
from the Centre Hospitalier du Luxembourg. Individual 
patients are annotated as a combination of their family 
and a number for each individual per family (e.g. M05.1). 
Recruited families were seen three times (V1, V2, V3) at 
intervals of between 4 and 8 weeks for data and samples 
collection. On enrolment, study participant pedigrees 
were drawn, medical history was collected and a ‘Food 
Frequency Questionnaire’ was completed. During every 
visit, anthropometric data were recorded as previously 
described [46] (Supplementary Data 1). Donors col-
lected 2–3 ml of saliva at home before dental hygiene and 
breakfast in the early morning. Faecal samples were also 
self-collected and both samples were immediately fro-
zen on dry-ice, transported to the laboratory and stored 
at – 80 °C until further processing. Part of the cohort’s 
raw data (families M01–04) [41, 46] as well as the oral 
and gut metagenomics (families M05–11) [41, 46] were 
previously studied and published. The following method 
sections describe the processing of the newly produced 
dataset.

Biomolecular extractions
For each individual and visit, faecal and saliva sam-
ples were subjected to comprehensive biomolecular 
isolations.

For the faecal samples, 150 mg of each snap-frozen 
sample was reduced to a fine powder and homogenised 
in a liquid nitrogen bath followed by the addition of 1.5 
ml of cold RNAlater and brief vortexing prior to incuba-
tion overnight at − 20 °C. After incubation, the sample 
was re-homogenised by shaking for 2 min at 10 Hz in an 
oscillating Mill MM 400 (Retsch) and subsequently cen-
trifuged at 700×g for 2 min at 4 °C. The supernatant was 
retrieved and the cells were pelleted by centrifugation at 
14,000×g for 5 min. Cold stainless steel milling balls and 
600 μl of RLT buffer (Qiagen) were added to the pellet 
and this was re-suspended via quick vortexing. Cells were 

disrupted by bead beating in an Oscillating Mill MM 400 
(Retsch) for 30 s at 25 Hz and at 4 °C. Finally, the lysate 
was transferred onto a QIAshredder column and centri-
fuged at 14,000×g for 2 min and the eluate retrieved for 
multi-omics extraction. The subsequent biomacromo-
lecular extractions were based on the Qiagen Allprep kit 
(Qiagen) using an automated robotic liquid handling sys-
tem (Freedom Evo, Tecan) as described in Roume et  al. 
and in accordance with the manufacturer’s instructions 
[47].

For the saliva samples, the individual snap-frozen sam-
ple was thawed on ice, and 1 ml was subsampled and 
centrifuged at 18,000×g for 15 min at 4 °C. The super-
natant was discarded and the pellet directly refrozen in 
liquid nitrogen. Cold stainless steel milling balls were 
added to the frozen pellet for homogenisation by cryo-
milling for 2 min at 25 Hz in an oscillating Mill MM 400 
(Retsch). Subsequently, 300 μl of methanol and 300 μl of 
chloroform were added before a second passage through 
the Oscillating Mill at 20 Hz for 2 min. After centrifuga-
tion at 14,000×g for 5 min, two phases (polar and non-
polar) and a solid interphase were visible. The two phases 
were discarded and the solid interphase kept for multi-
omics extraction. Stainless steel milling balls and 600 μl 
of RLT buffer (Qiagen) were added to the pellet, re-sus-
pended via quick vortexing and cells were disrupted by 
bead beating in an Oscillating Mill MM 400 (Retsch) for 
30 s at 25 Hz at 4 °C. The lysate was transferred onto a 
QIAshredder column and centrifuged at 14,000×g for 2 
min. The subsequent steps were performed as described 
for the faecal samples.

DNA sequencing
After extraction, the retrieved DNA was depleted of 
leftover RNA by RNAse A treatment at 65 °C for 45 
min. After ethanol precipitation, the samples were re-
suspended in 50 μl nuclease-free water. The quality and 
quantity of the retrieved DNA were assessed both before 
and after treatment via gel electrophoresis and Nanodrop 
analysis (ThermoFisher Scientific).

Sequencing libraries for salivary samples were prepared 
using the NEBNext Ultra DNA Library Prep kit (New 
England Biolabs, Ipswich) using a dual barcoding system, 
and sequenced at 150 bp paired-end on Illumina HiSeq 
4000 and Illumina NextSeq 500 machines.

RNA sequencing
The extracted RNA was treated with DNase I at 37 °C for 
30 min and purified using phenol-chloroform. From the 
aqueous phase, RNA was precipitated with isopropanol 
and re-suspended in 50 μl nuclease free water.

RNA integrity and quantity were assessed before and 
after treatment using the RNA LabChip GX II (Perkin 
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Elmer). Subsequently, 1 μg of RNA sample was rRNA-
depleted using the RiboZero kit (Illumina, MRZB12424). 
Further library preparation of rRNA-depleted samples 
was performed using TruSeq Stranded mRNA library 
preparation kit (Illumina, RS-122-2101) according to the 
manufacturer’s instructions apart from omitting the ini-
tial steps for mRNA pull-down. Prepared libraries were 
checked again using the RNA LabChip GX II (Perkin 
Elmer) and quantified using Qubit (Invitrogen). A 10-nM 
pool of the libraries was sent to the EMBL genomics plat-
form for sequencing on a Illumina NextSeq 500 machine.

Protein processing and mass spectrometry
The following section describes the procedures for 
samples from families M05, M06, M08, and M11. For a 
description of the protein processing of samples from 
families M01–M04 see Heintz-Buschart et al. [46].

Extracted proteins were processed and digested using 
the S-TrapTM system (ProtiFi) following manufacturer’s 
instructions. Briefly, protein suspensions were solubilised 
with SDS then reduced, alkylated and acidified for com-
plete denaturation.

Approximately 200 μl of samples were transferred onto 
the S-Trap column and centrifuged until all of the sample 
volume was transferred. The columns were then washed 
twice with 180 μl S-Trap protein binding buffer. Protein 
digestion was performed by adding 20 μl of 0.04 μg/
μl trypsin solution to each column, to achieve a trypsin 
to protein ratio of 1:50. Incubation was performed for 
three hours at 47 °C in a Thermomixer. Tryptic peptides 
were eluted with 40 μl 50 mM TEAB, 40 μl 0.1% acetic 
acid, and 35 μl 60% acetonitrile with 0.1% acetic acid at 
4000×g for 1 min per elution. Samples were dried at 45 
°C in a vacuum centrifuge and stored at − 20 °C.

Peptides were fractionated into eight fractions using 
the high pH reversed-phase peptide fractionation kit 
 (PierceTM Thermo Fisher Scientific) according to the 
manufacturer’s instructions and using self-made columns 
as previously described [48]. Digested, dried peptides 
were resuspended in 300 μl of 0.1% trifluoroacetic acid 
and suspensions transferred onto the columns. After cen-
trifugation at 3000×g for 2 min the eluate was retained 
as “flow-through”-fraction. Columns were then washed 
with 300 μl water (ASTM Type I) at 3000×g for 4 min. 
Separation of samples into eight fractions was performed 
using 300 μl of elution solutions with increasing con-
centrations of acetonitrile in 0.1% trifluoroacetic acid at 
3000×g for 4 min. Each elution fraction was collected in 
a separate microcentrifuge tube, dried at 45 °C in a vac-
uum centrifuge and stored at − 20 °C.

Peptide concentrations were measured for fraction 
two of each sample using the Quantitative Fluorometric 

Peptide Assay kit  (PierceTM Thermo Fisher Scientific) 
according to the manufacturer’s instructions.

Of each of the samples, for each fraction, the volume 
for 170 ng of peptides were loaded onto in-house built 
columns (100 μm × 20 cm), filled with 3 μm ReproSil-
Pur material and separated using a non-linear 100 min 
gradient from 1 to 99% buffer B (99.9% acetonitrile, 0.1% 
acetic acid in water (ASTM Type I) at a flow rate of 300 
nl/min operated on an EASY-nLC 1200. Measurements 
were performed on an Orbitrap Elite mass spectrometer 
performing one full MS scan in a range from 300 to 1700 
m/z followed by a data-dependent MS/MS scan of the 20 
most intense ions, a dynamic exclusion repeat count of 1, 
and repeat exclusion duration of 30 s.

Metagenomic and metatranscriptomic data analysis
For each individual time point, metagenomic (MG) and 
metatranscriptomic (MT) data were processed and co-
assembled using the Integrated Meta-omic Pipeline 
(IMP) [49] which includes steps for the trimming and 
quality filtering of the reads, the filtering of rRNA from 
the MT data, and the removal of human reads after map-
ping against the human genome (hg38). Pre-processed 
DNA and RNA reads were co-assembled using the IMP-
based iterative co-assembly using MEGAHIT 1.0.3 [50]. 
After co-assembly, prediction and annotation of open-
reading frames (ORFs) were performed using IMP and 
followed by binning and then taxonomic annotation at 
both the contig and bin level. MG and MT read counts 
for the predicted genes obtained using featureCounts 
[51] were linked to the different annotation sources 
(KEGG [52], Pfam [53], Resfams [54], dbCAN [55], Cas 
[56], and DEG [57], as well as to taxonomy (mOTUs 2.5.1 
[58] and Kraken2 using the maxikraken2_1903_140GB 
database [59]). Kraken2 annotations were used to gener-
ate read count matrices for each taxonomic rank (phy-
lum, class, order, family, genus, and species) by summing 
up reads at the respective levels.

Identification of variants
IMP produced the mapping of the processed DNA and 
RNA reads against the final co-assembled contigs with 
the Burrows-Wheeler Aligner tool (BWA 0.7.17) [60] 
using the BWA-MEM algorithm with default parameters. 
Additionally for each individual, the oral DNA reads 
from all available visits were mapped against the gut 
contigs produced from all available visits with the same 
parameters.

All alignment files per sample were used to call vari-
ants using bcftools 1.9 [61, 62]. Bcftools mpileup was run 
on the gut contigs as reference FASTA file with default 
parameters except for the --max-depth being set to 1000 
to increase variant calling certainty. Called variants were 
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filtered based on their quality and read depth with mini-
mum values set to 20 and 10, respectively and indels 
were excluded. Subsequently, in order to reinforce confi-
dence in the variant calling, variants were kept for down-
stream analysis, only if they fitted the following criteria: 
(i) positive allelic depths on both the forward and reverse 
strands for the corresponding gut and oral DNA reads, 
and (ii) presence of an alternative allele (genotype = 1 
in the vcf file) at the oral DNA reads and the gut RNA 
read levels. These criteria ensured that the variants were 
resolved in both the gut and oral samples at both the 
DNA and RNA levels.

Because we have different assemblies, we obtained 
different mappings and different variants. In order to 
perform a comparison between samples, the reads con-
taining the variants were extracted from the mapping 
files and taxonomically annotated using Kraken2. For 
metaproteomics, missense variants (variant that leads to 
a different amino acid) were identified using an in-house 
script [46] and the generated ORFs containing variants 
were added to the metaproteomic database (see below).

Metaproteomic data analysis
As the mass spectrometry analysis of the protein fraction 
was performed at different facilities for families M01-04 
and families M05, M06, M08, and M11, certain parts of 
the preprocessing workflow and analyses had to be tai-
lored to the data, as mentioned below.

Raw files were converted to mzML format using Ther-
moRawFileParser [63] and to ms2 format using Prote-
oWizard’s msconvert [64]. The files for families M01–04 
were filtered for the top 300 most intense spectra, the 
files for the other families for the top 150 most intense 
spectra to optimise protein identifications.

For each sample, microbial protein sequence databases 
were constructed from the Prokka [65] predicted protein 
sequences of the IMP co-assemblies and supplemented 
with variant protein sequences (missense variants) iden-
tified in both the oral cavity and the gut, during the vari-
ant calling step. This was done in order to consider only 
the variant sequences originating from the oral cavity 
that could also be found in the gut. If no database was 
available for a single sample, all databases available from 
the individual were concatenated. If an individual had 
no database, all databases from the individual’s family 
were concatenated. In addition, the human RefSeq pro-
tein sequences (release 92), a collection of plant storage 
proteins that might be present due to food intake as well 
as the cRAP contaminant database (release 04/03/2019) 
were added. The databases were then filtered according 
to size (60–40,000 residues) to eliminate noise from very 
large or small proteins that can be erroneously produced 

during the ORF prediction step. Duplicate sequences 
were removed by sequence using SeqKit [66].

Concatenated target-decoy databases were built using 
Sipros Ensembles sipros_prepare_protein_database.py. 
Using Sipros Ensemble [67], each sample was searched 
against the prepared database for that sample. Identifica-
tions were filtered to a protein FDR of 1%.

After the search, human and microbial protein identifi-
cations were treated separately. Human proteins/protein 
groups that ended up having identical protein identifiers 
after processing the database identifiers in the output 
were collapsed and their spectral counts summed up. The 
same was done for the microbial proteins but gene iden-
tifiers were replaced by the corresponding annotation 
identifiers from the respective source (e.g. KEGG, Pfam. 
(see above)).

Diversity analysis
Raw read counts per taxon for each sample were trans-
formed from absolute counts to relative abundances by 
dividing each value by samples total taxon read counts. 
The richness as a total number of detected species after 
filtering was recorded as well as alpha diversity using 
the Simpson index [68]. Beta diversity was analysed 
using Bray-Curtis as a distance measure with hierar-
chical clustering, distance-based redundancy analy-
sis (dbRDA), and nonmetric multi-dimensional scaling 
(NMDS). Significance tests between groups were carried 
out using the Mann–Whitney–Wilcoxon test (MWW) 
or analysis of variance (ANOVA, dbRDA formula: 
species~condition+family). Analyses were performed in 
R using the picante [69] and vegan [70] packages.

Statistical analyses
An initial screening was performed based on MG and 
MT sequencing and assembly statistics, principal com-
ponent analysis and hierarchical clustering on gene abun-
dances to highlight potential outliers. Samples whose 
sequencing and assembly statistics consistently appeared 
outside ± 1.5× the interquartile range and clustered sub-
stantially differently compared to other samples from the 
same individual with hierarchical clustering were consid-
ered as outliers and removed from the dataset. Similarly, 
filtering was performed for the MP data with MS raw 
data quality and protein identification rate. After qual-
ity control, several individuals were removed because of 
their high variability due to either a very young age (age 
under 4 years old for M08–04 and M11–03) or a comor-
bidity that was not present in the rest of the dataset 
(T2DM for M11–05 and M11–06).

After taxonomic and functional analysis, gene/taxa 
read count and protein spectral count matrices were gen-
erated for differential abundance and expression analysis 
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using the DESeq2 R package [71]. As the sampling vis-
its for each individual are not independent, the median 
value for each gene/protein of the available visits for 
each individual was computed to obtain a matrix with 
one representative value per gene/protein per individual. 
Additionally, genes in read count matrices were removed 
if they did not have at least 20 reads in 25% of all the indi-
viduals, ensuring sufficient representation of the gene in 
the sample set for downstream statistical analyses. Pro-
teins in the spectral count matrices were removed if they 
did not have at least 10 spectra in 25% of all the individu-
als. Finally, family membership was set as confounder for 
the DESeq2 the differential analyses.

Correlation analyses were performed on the same fil-
tered matrices and combined depending on what cor-
relations were tested. Spearman’s rank correlation 
coefficients were calculated with two-sided significance 
tests corrected for multiple testing using the Benjamini-
Hochberg method. For the  correlations between tran-
scripts and differentially active taxa in the oral cavity a 
significance threshold of 0.001 and a correlation thresh-
old of 0.7  were applied and the analysis was performed 
with the  rcorr function of the Hmisc R package (https:// 
github. com/ harre lfe/ Hmisc). All other correlation analy-
ses were performed with a significance threshold of 0.05 
using the rstatix R package (https:// github. com/ kassa 
mbara/ rstat ix).

Results and discussions
Study description
In this study, we performed a multi-omic oral and gut 
microbiome study of eight families with at least two 
T1DM cases per family (Fig. 1A). This expanded on pre-
vious studies focusing on a subset of the data [41, 46]. 
The present work additionally includes metagenomic 
(MG) and metatranscriptomic (MT) analyses of the oral 
cavity for all participants. In total, we analysed 84 stool 
and 76 saliva samples from 35 individuals coming from 
multiple visits. We generated MG data for 84 stool and 
74 saliva, MT data for 64 stool and 71 saliva, and MP data 
for 71 stool sample (Table  1). Of the 35 individuals, 17 
were T1DM patients and 18 were healthy family mem-
bers (Fig.  1A). In total, 653.4 Gbp of DNA sequencing 
data, 870.6 Gbps RNA sequencing data, and 13,833,325 
fragment ion spectra were acquired.

Over all samples, the DNA and RNA sequencing data 
per sample amounted to on average 4.2 ± 0.9 Gbp for 
MG and 6.3 ± 1.6 Gbp for MT. While the gut data con-
sisted of 4.2 ± 0.8 Gbp of MG and 5.6 ± 1.1 Gbp MT 
sequencing data, the oral data represented 4.2 ± 0.9 Gbp 
of MG and 7.0 ± 1.6 Gbp MT sequencing data. For the 
stool samples, on average 95,000 ± 59,000 MS2 scans 
were performed and 4500 ± 3400 proteins identified. For 

samples from families 01–04 on average 63,000 ± 4700 
fragment ion scans were obtained. The database searches 
resulted in 1500 ± 300 proteins on average. A mean of 
203,000 ± 11,800 fragment ion scans were obtained 
for samples from families 05, 06, 08, and 11 and 8000 
± 1600 proteins could be identified. For detailed sta-
tistics see Supplementary Table  1. In the present study, 
we combined information from three omes in order to 
identify and follow strain-variants across the two body 
sites. To be able to do so, the overlap among the different 
omes had to be maximised to preserve all their sample 
specificity. Thus, the complete set of contigs from sam-
ple-specific assemblies were used rather than metagen-
ome-assembled genomes that would have only covered a 
subset of all the multi-omic data (Fig. 1B).

Overall microbial community structure does not differ 
significantly between T1DM and healthy controls
We compared the community structures of both body 
sites between T1DM patients and controls using the MG 
data. Overall, the number of total species detected in the 
gut varied more in healthy individuals, but no significant 
differences in richness (MWW: p val 0.72, Supplemen-
tary Fig.  1A) nor in Simpson’s index of diversity were 
observed (MWW: p val 0.53, Supplementary Fig.  1B). 
Beta diversity differed significantly according to fam-
ily membership but not between T1DM patients and 
controls (ANOVA on dbRDA; p vals 0.001 (family), 0.11 
(condition); R2 0.49; Supplementary Fig. 1C).

The oral microbiota did not differ significantly in spe-
cies richness (MWW: p val 0.48, Supplementary Fig. 1A) 
nor in their Simpson’s Index of Diversity (MWW: p val 
0.90, Supplementary Fig. 1B). The beta diversity, as in the 
gut, showed no significant difference for T1DM but for 
family membership (ANOVA on dbRDA, p vals 0.5 (con-
dition), 0.003 (family); R2 0.37; Supplementary Fig.  1C). 
Thereby, for both body sites, no evidence was found 
that suggested a significant effect of T1DM on the over-
all microbiota community diversity. As shown before, 
observable differences in oral community composition 
may instead be related to family membership [46].

The acidification of the oral cavity in T1DM impacts 
specific taxa and destabilises the equilibrium 
between Streptococcus species
Streptococcus species are the primary colonisers of 
the oral cavity and are key players in oral homeostasis 
and disease [72]. In healthy subjects, there is a balance 
between the abundance of opportunistic pathogens (e.g. 
S. mutans or S. pneumoniae) and non-pathogenic com-
mensal species (e.g. S. salivarius, S. parasanguinis, or 
S. mitis) which compete with each other via different 
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mechanisms such as acid or base production, or secre-
tion of bacteriocins [72–75].

In our study, the abundance of several members of the 
genus Streptococcus varied in the oral cavity of T1DM 
patients compared to controls. In particular at the MG 
level, we observed high variability among Streptococcus 
species (Fig. 2). Such variability is in agreement with pre-
vious findings whereby the numbers of different Strepto-
coccus species were found to be increased or decreased 

in T1DM depending on the study [76, 77]. For example, a 
16S rRNA gene-based study of both body sites observed 
an increase in the abundance of the genus Streptococcus 
in the mouth but a decrease in the gut of T1DM patients 
[45].

We observed an increased abundance of the acid-
tolerant but non-pathogenic Streptococcus parasan-
guinis and closely related Streptococcus HMSC073D05 
 (log2 fold changes 3.5 and 3.4, respectively; adj. p val < 
0.05). In contrast, the abundance of the commensal and 

Fig. 1 Description of the cohort and overview of the study workflow. The upper panel (A) shows the different individuals with family membership 
as well as disease status in the cohort. The lower panel (B) describes the integrated multi‑omics analysis workflow to process, integrate and analyse 
metagenomic (MG), metatranscriptomic (MT), and metaproteomic (MP) data from saliva and stool samples
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acid-intolerant Streptococcus salivarius was found to 
be decreased in T1DM  (log2 fold change − 3.5; adj. p 
val < 0.05) [78]. Additionally, we observed a decreased 
abundance of Porphyromonas gingivalis in the cavity of 
T1DM patients. P. gingivalis is usually associated with 
a dysbiotic state but is also known to be unable to grow 
in acidic conditions [79]. Taken together, these results 
indicate a microbial profile corresponding to an acidi-
fied cavity in the case of T1DM patients [42–44, 80].

Further evidence was provided by the metatranscrip-
tomic data, which showed a significantly increased activ-
ity of the pathogenic Streptococcus mutans [81]  (log2 fold 
change 11.3; adj. p val < 0.05), while other Streptococci, 
notably S. salivarius/S. sp. CCH8-H5  (log2 fold change − 
13.3 at adj. p val < 0.05) were less active (Fig. 2). S. mutans 
is a common pathogen of the oral cavity associated with 
periodontal diseases and known for its acid-tolerance 
and acidogenicity, which leads to further microbial acidi-
fication of the oral cavity in T1D patients [82, 83].

In order to better understand the underlying pat-
terns in the oral microbiomes, we looked at correlations 
of the expressed genes with the taxa that were found to 
be differentially active. We observed significant positive 

correlations (rho > 0.7 at p value < 0.001) between S. 
mutans and two specific expressed transcripts related 
to bacterial competition among closely related species, 
namely bacteriocin IIc and pre-toxin TG, which are the 
constituent domains of uberolysin (Fig. 2—network anal-
ysis and Supplementary Fig.  2). This peptidic toxin is a 
circular bacteriocin characterised in the genus Strepto-
coccus and has a broad spectrum of inhibitory activity, 
which includes most streptococci with the notable excep-
tion of S. rattus and S. mutans [84, 85]. The correspond-
ing gene expression was not found to be linked with a 
particular species. However, the fact that S. mutans is 
resistant to the toxin and the observation that S. mutans 
is strongly correlated with both transcripts for this toxin, 
supports our hypothesis that S. mutans is responsible for 
the expression of the bacteriocin. The acidified oral cav-
ity of T1DM patients, originally due to the host patho-
physiology [42–44], according to our data, leads to the 
decreased abundance of acid-intolerant bacteria and 
favours the growth of acid-tolerant pathogenic S. mutans, 
which then further acidifies the environment and out-
competes the commensal S. salivarius by expressing a 
target-specific bacteriocin.

Fig. 2 Taxon‑resolved differential abundance and gene expression in the oral microbiome in T1DM. The differences in abundance (triangles) and 
expression (circle) in T1DM versus healthy individuals using metagenomic and metatranscriptomic data, respectively, are shown on the volcano 
plot. A minimum  log2 fold change of 5 (dashed vertical lines) and an adjusted p value of 0.01 (dashed horizontal line) were required (red dots). Taxa 
that satisfy the fold‑change threshold but not the adjusted p value threshold are displayed in green. A subset of Supplementary Fig. 2 is shown in 
the insert in the upper‑right and highlights the correlation between S. mutans activity and the expression of a target‑specific bacteriocin
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Streptococcus salivarius’ abundance decreases in the gut 
favouring an inflamed environment and an enterobacterial 
bloom
The differential abundance analysis of the gut-derived 
multi-omic data showed few differences between con-
ditions. The lower abundance of S. salivarius in the gut 
follows the trend we observed in the oral cavity (Sup-
plementary Table 2). S. salivarius colonises the intestine 
of adults and contributes to gut homeostasis by anti-
inflammatory effects as well as by preventing the bloom 
of pathogens [86–88]. Previous studies have shown that 
a S. salivarius strain isolated from the oral cavity was 
able to prevent inflammatory responses both in vitro and 
in vivo by significantly reducing the activation of NF-κB 
and IL-8 secretion in intestinal epithelial and immune 
cell lines [86, 89, 90]. Therefore, a decrease of S. sali-
varius abundance may culminate in a more inflamed gut 
environment.

We also observed an increased abundance in the 
Escherichia coli (Enterobacteria) in the gut (Supple-
mentary Table  2). Enterobacteria are among the most 
commonly overgrowing potential pathobionts whose 
expansion is associated with many diseases and, in par-
ticular, inflammation [91].

By investigating gene expression in the gut, we found 
multiple differentially expressed genes in T1DM in com-
parison to healthy controls (Fig. 3). Strikingly, a majority 
of the overexpressed genes are associated with Enterobac-
teria indicating a strong activity of this group in T1DM 
patients. They are usually found in low abundance in the 
gut in close proximity to the mucosal epithelium due to 
their facultative anaerobic metabolism [92]. Enterobacte-
ria are also well known to have their growth favoured in 
many conditions involving inflammation [93]. The iden-
tified overexpressed genes contribute to bacterial viru-
lence, oxidative stress response, cell motility and biofilm 
formation, and general replication and growth. Notably, 
an upregulation of a catalase-peroxidase was identified, 
an enzyme that detoxifies reactive oxygen intermedi-
ates such as  H2O2 and, thus, is involved in protection 
against oxidative stress produced by the host. Enzymes 
associated with biofilm formation (YliH) were also over-
expressed. Finally, OmpA-like transmembrane domain 
was identified as well the protein HokC/D, which corre-
sponds to the E. coli toxin-antitoxin system that ensures 
the transmission of the associated plasmid.

There are multiple possible mechanisms of inflamma-
tion-driven blooms of Enterobacteria in the gut. One 
of them relies on the inflammatory host response that 

Fig. 3 Differential gene expression analysis within the gut in T1DM. Difference in expression using metatranscriptomic data is shown on the 
volcano plot. A minimum  log2 fold change of 2 (dashed vertical lines) and adjusted p value of 0.05 (dashed horizontal line) were required (red dot). 
Functions that satisfy only the fold change or the adjusted p value threshold are displayed in green and blue, respectively. Diamonds and circles 
respectively indicate complementary annotations from both the Pfam and KEGG databases. Genes associated with Enterobacteria are marked in 
pink
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produces a potent antimicrobial agent (peroxynitrite) 
which is quickly converted to nitrate and can then be 
used for bacterial growth through nitrate respiration [93]. 
Since the genes encoding nitrate reductase in the gut are 
mostly encoded by Enterobacteria, this nitrate-rich envi-
ronment provides a growth advantage for Enterobacteria 
such as E. coli. In addition to the genes involved in oxida-
tive stress, we also found the molybdopterin oxidoreduc-
tase 4Fe-4S domain to be overexpressed in T1DM (Fig. 3 
and Supplementary Table  3). This domain is found in a 
number of reductase/dehydrogenase families and notably 
the respiratory nitrate reductase in E. coli which further 
supports our hypothesis of inflamed gut in the context of 
T1DM. Increased abundance of Enterobacteria in T1DM 
has been partially observed before but the signal was not 
necessarily clear [94] or was associated with confounding 
factors like antibiotic-induced acceleration of T1DM [95] 
and no functional evidence were found.

Additionally, we looked at the effect of T1DM on the 
abundance of human proteins in the gut. We hypoth-
esised that inflammation of the gut would lead to higher 
abundances of proteins involved in the host immune 

response. Interestingly, we mostly found evidence of exo-
crine pancreatic insufficiency with several types of pro-
teases, such as pancreatic carboxypeptidases, elastases or 
trypsin-related enzymes, being less abundant in T1DM 
(Fig. 4 and Supplementary Table 4) which can be associ-
ated with T1DM [96]. One protein involved in the host 
immune response, the polymeric immunoglobulin recep-
tor (pIgR), was found at elevated levels in T1DM  (log2 
fold change 0.42 at p val < 0.05) (Fig. 4 and Supplemen-
tary Table 4). pIgR is a transmembrane protein expressed 
by epithelial cells and responsible for the transcytosis of 
the secreted polymeric IgA produced in the mucosa by 
plasma cells to the gut lumen [97, 98]. Binding of poly-
meric IgA to the microbial surface protects the intestinal 
mucosa by preventing attachment to the epithelial cells, 
thus inhibiting infection and colonisation. When look-
ing at differentially expressed proteins taking all visits as 
independent samples into account (see “Methods” sec-
tion), we found similar proteins as when using median 
information but also several additional proteins associ-
ated with the host immune response and inflammation to 
be more expressed in T1DM (Supplementary Fig. 3 and 

Fig. 4 Human proteome differences in T1DM. Heatmap displaying the relative abundances of human proteins with the highest significance in a 
differential analysis of T1DM versus healthy individuals (unadjusted p value < 0.05). The samples are ordered by conditions. Healthy individuals and 
T1DM patients are respectively shown in orange and blue boxes
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Supplementary Table 5). While that approach is statically 
less robust (see “Methods” section), it allows to observe 
additional trends in the dataset. Notably, we found 
higher levels of the lipocalin 2 enzyme (LCN2)  (log2 fold 
change 0.37 at p val < 0.05) which is a typical biomarker 
in human inflammatory disease [99] and has been asso-
ciated with metabolic disorders such as obesity and dia-
betes [100–102]. The analysis also confirmed the higher 
expression of the lactotransferrin (LTF)  (log2 fold change 
0.76 at p val < 0.05), which was already found in our pre-
vious study [46]. LTF plays a role in innate immunity and 
insulin function [103, 104] and its antimicrobial activity 
can influence the gastrointestinal microbiota [105].

Multi‑omics integration highlights the transfer 
and the activity of bacteria from the oral cavity to the gut
Since a lower abundance of S. salivarius was found in 
both the oral cavity and the gut, we sought to explore the 
transmission between both extremities of the gastrointes-
tinal tract and assess the levels of transfer in our cohort. 
To do so, we identified and followed genomic variations 
with read support from both the oral cavity and the gut 
(see “Methods”). In contrast to a previous study that 
only looked at the transmission using MG-based strain-
variants [41], we additionally took advantage of the MT 
and/or MP data to identify not only transferred but also 
functionally active strain-variants. Furthermore, while 
MG and MT analyses are based on sequencing, metapro-
teomics provides an independent layer of information 
based on peptides and mass-spectrometry analyses. This 
provides the opportunity to strongly validate identified 

Fig. 5 Identified variants of genera across multiple omes. The figure indicates the distribution of reads for metagenomic (MG) and 
metatranscriptomic (MT) abundance, and spectra for metaproteomic (MP) abundance for each set of variants associated with a taxa. The numbers 
on top of each box indicate the number of identified variants, the number of samples in which variants have been identified and the median 
number of variants per sample. A and B correspond to the MG‑MT supported variants while C and D show the MG‑only supported variants. 
Comparisons of distributions were also performed and are represented by a light orange (healthy controls) and a light blue box (T1DM patients)
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transferred missense variants by identifying the trans-
lated protein with the variant amino acid sequence. Using 
first all genomic variants (synonymous and missense) 
with read support from both the oral cavity and the gut, 
we identified the genera Prevotella and Bacteroides to be 
transferred and active at the MT level in the gut in the 
majority of our cohort (Fig. 5A). The genus Prevotella is 
relatively common and abundant in the oral cavity but 
less prevalent in the gut. Finding it to be transferred and 
active is thus not surprising. In contrast, while the genus 
Bacteroides is strongly abundant in the gut, it is rarely 
identified in the oral cavity [9, 106]. Indeed, in our study, 
the signal observed from Bacteroides mostly came from a 
few particular individuals and was not representative of 
the entire cohort.

Remarkably, we identified several peptides supporting 
strain-variants at the MP level (Fig. 5B), showing that we 
could follow, and thus validate, variants across all three 
omic layers. Whilst the number of variant-supporting 
peptides is relatively low (due notably to the typical 
lower depth of MP or expected lower abundance of vari-
ant peptides), their identification confirms that the taxa 
we find to be transferred from the oral cavity are also 
active in the gut. Strain-variants belonging to the genus 
Bacteroides is not identified anymore at the variant pep-
tide level, which can be explained by the low number of 
samples in which Bacteroides was identified. More sur-
prising is the absence of the Streptococcus genus using 
MT-supported variants but its presence at the MP level. 
This indicates that the representation of strain-variants 
belonging to the genus Streptococcus was too low at the 
MT but not at the MP level to be detected over their 
respective threshold (see “Methods” section and Supple-
mentary Table 1). Additionally, Streptococci are known to 
inhabit the upper part (small intestine) of the gut rather 
than the lower part (colon) [107, 108]. As RNA tran-
scripts are less stable than proteins, it is not surprising 
that only peptides are identifiable from taxa active in the 
upper gut. We thus hypothesised that the applied strict 
MT read abundance threshold might be too stringent to 
identify transferred bacteria active in the upper part of 
the gut and that MP support would be more appropri-
ate. To test this, we used missense variants with only MG 
read support and performed the metaproteomic search 
including the new protein variants. We distinguish vari-
ants supported by MG from the oral cavity and MG and 
MT from the gut (referred to as MG-MT supported vari-
ants) and variants supported only by MG from the oral 
cavity and MG from the gut (referred to as MG-only sup-
ported variants). Both types of variants can be further 
supported at the MP level (Fig. 5B, D).

By applying only the MG support criterion, around 10 
times more variants across 81 samples were found and 

additional genera including Alistipes, Bifidobacterium, 
and Faecalibacterium were identified as transferred. 
With the exception of Faecalibacterium, all those taxa 
are commonly found at both body sites [9]. As hypoth-
esised, strain-variants belonging to the genus Streptococ-
cus were now found at the MG level (Fig.  5C). Adding 
the MP layer notably confirmed the presence and the 
activity of the Streptococcus strain-variants while those 
from the genera Alistipes and Faecalibacterium (initially 
not found by MG-MT variants) are not found (Fig. 5D). 
Metaproteomics thus essentially supports and validates 
the variants detected via the others omes, either due to 
the higher stability of proteins or to metaproteomics’ dif-
ferent and independent technology (e.g. it does not suf-
fer from sequencing errors). Furthermore, as proteins are 
immunogenic, using metaproteomics to detect strain-
variant peptides adds a valuable layer of information as 
proteins from the oral cavity may fuel inflammation in 
the large intestine.

Streptococcus is less transmitted in T1DM in comparison 
to healthy controls
Being able to identify and follow variants across all omic 
layers and both body sites allowed us to assess the level of 
transfer of the different identified taxa. Streptococcus sal-
ivarius was found to be less abundant and less active in 
both the oral cavity and the gut in TIDM. While the dif-
ference is not significant, a similar trend can be observed 
at the transfer level for the Streptococcus genus. Not only 
does Streptococcus seem less transferred at the MG-only 
level (Fig. 5C), this trend seems to be further supported 
by lower amount of peptides, and thus a lower activity, 
associated to Streptococcus at the metaproteomic level 
using both the MG-MT supported variants and the MG-
only supported variants (Fig.  5B, D). This suggests that 
the lower abundance of S. salivarius in the oral cavity and 
in the gut may indeed be connected. However, the lack of 
taxonomic resolution due to the method employed pre-
vents strong conclusions. Further analyses should use a 
common assembly for all samples and be fully resolved at 
the species level to validate our findings.

Transmission levels strongly correlate with taxa 
abundances in the gut but not in the oral cavity
Correlation analyses between the MG and MT levels of 
the transferred bacteria and their abundance in the oral 
cavity and in the gut were performed in order to verify 
if the taxa abundances at both extremities of the gastro-
intestinal tract were associated. Strong positive correla-
tions (rs = 0.6–0.7 at p value < 0.05) were found between 
the abundance (MG and MG_Only) of the transferred 
bacteria and their abundance in the gut, which indicates 
that the levels of transfer indeed influences the final 
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abundance of the taxa in the gut (Fig.  6). The activities 
(MT) were also positively correlated but at lower values 
(rs = 0.4–0.5 at p value < 0.05). Interestingly, no correla-
tions were found between the oral MG abundance of the 
taxa and their level of transfer (Supplementary Fig.  4), 
which is consistent with the correlations found in our 
previous study [41]. This would suggest that the transfer 
rate does not simply depend on the original abundance 
of the taxa in the oral cavity, but rather is driven by other 
parameters. For example, the host physiology of the oral 
cavity (saliva flow-rate, glucose concentration, pH) might 
affect the levels of transmission along the gastrointestinal 
tract as well as the microbial physiology (e.g. low pH and 
bile acids tolerance). We therefore looked at correlations 
between the level of transfer and the available metadata 
but no strong significant correlations were found (Sup-
plementary Fig. 5, Supplementary Data 1).

Conclusions
In this study, we looked at the microbiota of two impor-
tant body sites at both extremes of the gastrointestinal 
tract, the oral cavity and the gut, and identified differ-
ences in composition, function, and transfer of bacterial 
taxa in a case study of familial T1DM.

In the oral cavity of T1DM patients, the abundances 
of different taxa strongly resembled an acidified cav-
ity. Notably, we found a lower abundance and activity of 
the commensal acid-intolerant S. salivarius and a higher 
activity of the acid-tolerant pathogenic S. mutans, which 
additionally correlated with the expression of a bacteri-
ocin, highlighting competition between the two Strepto-
cocci species (Fig. 2).

In the gut, we observed lower abundance of S. sali-
varius and higher abundance of E. coli as well as an 
overall increased expression of genes involved in bacte-
rial virulence and oxidative stress response related to the 
Enterobacteriaceae family (Fig. 3). Besides the increased 
abundance and activity of Enterobacteria, we found fur-
ther evidence of gut inflammation in T1DM through the 

Fig. 6 Correlations between the abundances of transferred taxa in comparison to the abundance in the gut. The figure shows the correlation 
between the transfer and the gut abundances. Abundances of taxa with either MG or MT labels correspond to the abundances of supported 
variants at the metagenomic and metatranscriptomic levels. MGonly is used if variants were supported with MG reads only and not on the MT 
level. Colored values indicate positive (blue) or negative (red) significant correlations (adj. p value < 0.05). Values with white background indicate 
non‑significant correlations
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overexpression of several human proteins involved either 
in the host immune response or inflammation (Fig. 4 and 
Supplementary Fig. 3).

The multi-omic data for both body sites enabled us for 
the first time to trace the variants and taxa across all three 
omic layers and thus to identify specific taxa that were 
both transmitted along the gastrointestinal tract, and 
active in the gut. This strengthened the identification of 
transmitted variants and brought additional evidence on 
actual gut colonisation by oral bacteria. We found multi-
ple genera to be transmitted and we have highlighted the 
importance of using functional omic support to identify 
taxa active in the gut (Fig. 5). We also discussed the limi-
tations inherent to metatranscriptomics and highlighted 
how metaproteomics can be advantageously used to vali-
date identified variants and explore the upper part of the 
gut.

By contextualising the information concerning oral to 
gut transfer in T1DM, we notably found a trend of lower 
levels of transmission of Streptococcus in T1DM patients, 
thereby reinforcing the notion that the lower abundance 
of S. salivarius in the oral cavity and the gut are indeed 
connected and both in relation to T1DM (Fig.  5B, D). 
However, correlations between the levels of transmission 
of taxa and their abundance at both body sites showed 
strong correlations with the gut but not with the oral cav-
ity (Fig. 6 and Supplementary Fig. 4). As the physiology 
of the oral cavity is altered in T1DM patients [42–44], 
we would hypothesise that some of those factors (e.g. 
saliva flow-rate, glucose concentration, pH) might have 
a stronger influence on the transmission rate of oral 
microbes along the gastrointestinal tract than just their 
initial abundances. A follow-up study could combine dif-
ferent metadata measurements of the oral cavity together 
with the newly developed strain-variant methodology 
and assess if any physiological parameter influences the 
abundance of particular variants and their transmission 
rate along the gastrointestinal tract.
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6 Perspectives and Conclusions

6.1 Meta-omics technologies

Meta-omics technologies have experienced rapid advances. However, there is a critical need to
address the challenges arising from the high complexity of input from samples of many microbial
communities. The vast amounts of biomolecules with orders of magnitudes of difference in abun-
dance, originating from a large array of (unknown) organisms, make their recording, attribution of
origin, description of function and precise quantification difficult.

6.1.1 Experimental approaches

Ensuring the best sampling and storage methods is essential to ensure the sample is intact and
stays in the exact condition as it was at the point of sampling, preserving information from low
abundant and/or sensitive organisms. Fast flash-freezing in an adequate medium, for example, will
allow long-term storage of various biomolecules [231]. Better sampling strategies, which ensure
sample integrity while being affordable and easy to employ, both crucial when conducting large
scale studies, will help minimize information loss early on, which will be irrecoverable at later stages
of sample processing and data analysis.

There is also a need for advanced high-throughput sample preparation strategies. Pre-separating
members of a sampled community, thereby reducing complexity will not only aid in recovering more
information during sequencing and mass spectrometry by allowing the recovery of signals of organ-
isms with low abundance or activity as well as enabling the capture of, for example, large and/or
fragmented genomes, but also provide valuable presorting of information which would be difficult
to separate during computational analyses [232].

Furthermore, deeper sequencing is becoming increasingly feasible as costs continue to decline,
further improving the complete recovery of sequences in a sample and ensuring deep coverage of
genomes, which is valuable for various computational analysis strategies such as genome binning,
variant calling and assembly.

Another significant development will be the shift from short-read towards long-read sequencing
technologies. They provide much longer reads that span hard-to-assemble regions, leading to
much more contiguous assemblies and consequently more complete MAGs and better annotation
of genomes with consequently deeper understanding of genome structure and regulation.

Lastly, employing nanopore technologies for direct protein/peptide sequencing, would allow for
substantial improvements in their identification, while also making the study of post-translational
modifications much more feasible [233]. In the meantime, improvement in mass spectrometry-
based approaches with higher resolution and faster mass spectrometers, as well as better chro-
matography approaches, are also underway. For example, routinely applying automated, multi-
phase separation steps is becoming more common, allowing more spectra with higher resolution
to be recovered from complex samples [234].
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6.1.2 Computational approaches

The effective utilization of state-of-the-art data for reference-based methods and the development
of new generative approaches represent areas where significant advancements can be achieved.
For all omics technologies, making use of next-generation ’AI’ tools, such as various deep learning
methods, might allow substantial improvements in describing and interpreting data from microbial
communities.

A key strategy lies in utilizing complex combinations of informative features, which are likely
of great importance in understanding a community’s or organism’s biology, but are not always
obvious to humans [64, 89, 235]. For example, this could include recovering a larger portion
of a metagenome in the form of complete MAGs, based on information from selected k-mers of
possibly large size and features from combinations of sequence subsets at distant positions in the
genome, instead of applying the most common feature set of tetramer frequencies combined with
average read coverage depth of sequences. There are also likely untapped features in read depth
of coverage information of metagenomic contigs/scaffolds that could provide organism-specific
signatures, improving the separation of closely related organisms.

Protein functional annotation could be enhanced through combined guilt-by-association-based
strategies informed by complex features from synteny and/or tertiary/quaternary structure. This
could potentially inform about function even when no references with similar sequences are available
[103, 236, 237].

6.1.3 Multi-omics integration

The integration of multiple ’omics’ disciplines in studying host-associated microbial communities
has proven to be highly effective. The study presented in this thesis demonstrates that the com-
bination of different omics offers more insights than the mere sum of their parts. It allowed for
tracking gene/protein variants on multiple levels to infer organism body site transfer, connecting
organism abundance with activity on transcript and protein level and showed disease-relevant host
activities.

There are various other ways to make use of this kind of data, most of which are rarely used
in meta-omics studies or confined to study isolates of single organisms. The correlation ratios
between omes can provide insights into gene expression regulation. For instance, a high amount
of a protein of unknown function in the metaproteome negatively correlating with the expression
of a transcript in the metatranscriptome could hint at a transcription regulator. This provides the
basis for further investigation into the protein’s function. Similarly, ratios of transcripts to genes
can be used to analyze gene expression regulation [238, 239, 240].

The metatranscriptome and/or metaproteome can be used to find and annotate genes or reg-
ulatory regions/motifs on genomes with non-standard structures [241, 242, 243]. This approach
can be particularly valuable for investigating novel genes, regulatory elements, or unusual codon
usage of unculturable organisms under native conditions by matching genome sequence, translation
(mRNAs, tRNAs), and proteins. For example, mapping proteins/peptides back to unannotated
regions of a MAG could reveal an unknown open reading frame (ORF), and transcripts mapping
to the same region could help confirm the finding and elucidate regulatory elements [244]. In-
tegrating additional omes, such as metabolomes, enables the construction of a full network of
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potential and realized functions of a community. This can be utilized, for example, to elucidate
the multi-organism biochemical pathway to produce a complex vitamin, where information on
which organisms have the capability to perform certain steps, which ones actively express these
capabilities, and which activities are actually taking place [240].

When studying host-associated communities, it is as essential as it is challenging to integrate
information from the host. Host genetics, to a certain extent, are employed to identify correlations
between genes or sequence variants and microbiota or disease phenotypes [245]. Also, identifying
biomolecules originating from the host interacting with microbiota is needed since it can inform
about the status of host-microbiota homeostasis by indicating inflammation or other metabolic
activities potentially relevant to, for example, a disease phenotype. In the study presented in this
thesis, T1DM cases’ expected phenotype of pancreatic exocrine insufficiency could be validated
by detecting a significantly lower levels of pancreatic proteins. The metaproteome also provided
evidence of inflammation in disease cases, linking host status to intestinal microbiota.

To integrate all these aspects into a cohesive workflow, pipelines that can utilize multiple omes
to benefit from the synergistic information are vital to make multi-meta-omics analysis more fea-
sible on a large scale and reproducible by providing a stable framework for analyses. An example
of such a pipeline is the Integrated Meta-omics Pipeline (IMP), which integrates metagenomics,
-transcriptomics, and -proteomics data [246]. It facilitates automated hybrid assembly of metage-
nomics and metatranscriptomics reads and, in its recent versions, uses Mantis for consensus func-
tional annotation generation using state-of-the-art databases. Additionally, a high-performance
binning module was implemented, including advanced binners such as binny, and a multi-step en-
semble refining strategy. This combination of several strategies integrating multiple omes yields
assemblies with high contiguity, which aids in recovering larger percentages of the assemblies as
MAGs of high quality, which have high-resolution annotations, all of which are essential in dealing
with the high volumes of omics data required to investigate microbial communities in a holistic
manner.

Further improvement of the integration of multi-meta-omic data in this framework presents sig-
nificant opportunities for advancement. Firstly, assembling long and short read data of metagenomes
and transcriptomes together in a multi-level hybrid assembly approach, would likely yield much more
contiguous assemblies with fewer errors.

In general, enhancing the data richness for downstream steps by initially separating reads into
groups at the lowest taxonomic level where a majority of reads are still annotated, will have various
benefits. It can improve assembly quality by reducing complexity, leading to more contiguous
assemblies with fewer chimeric contigs mixing reads from different organisms. In an optimal
scenario, the separation is so refined that isolate assemblers, typically not feasible for use with
metagenomic data, can be used on the separated read groups. This would result in higher purity
and contiguity of contigs, since those assemblers usually provide higher contiguity.Alternatively,
there’s the possibility of working on the level of assemblies. The contigs could, instead of the
reads, be categorized into subgroups based on their taxonomy.

Regardless of the approach, pre-separation significantly benefits subsequent steps. It accelerates
the binning process and reduces the likelihood of contamination by decreasing the chances of
including chimeric contigs of different organisms that share read depth or k-mer frequency signals
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in the same MAG. Additionally, functional annotation techniques can utilize taxonomy-specific
information to increase quality and coverage. This could involve using taxon-specific hidden Markov
models (HMMs) for greater specificity or dynamically adjusting codon table selection to accurately
identify the start and end positions of open reading frames (ORFs).

Moreover, the integration of often underutilized information in the context of multi-meta-omics
will become more straightforward on pre-separated reads or contigs. Usually analyzed individually,
the viral and eukaryotic components of host-associated microbial communities are rarely integrated
together with prokaryotic data. Incorporating these elements could be critical in closing gaps in our
understanding of microbiota interactions since these components are as integral to the evolutionary
history and shaping of microbial communities’ genotypes and phenotypes as the more commonly
studied bacteria and archaea.

Finally, the task of modeling the interactions between all these elements across different omes
remains a challenge. While some methods attempt this, usually for multi-omics of isolate samples,
the complexity of interactions makes it difficult. It’s unlikely that a single, simple feature set,
such as the relative abundance of a taxon or gene of known function, can sufficiently explain a
phenotype. Additionally, the low overlap between omes often provides insufficient data to calculate
informative statistics with the required confidence [247]. This complexity underscores the need for
more advanced methods to accurately interpret and utilize multi-meta-omic information, which will
probably require various of the aforementioned improvements of experimental and computational
omics methods.

6.1.4 Conclusion

In the future, making use of the discussed experimental and computational approaches in an
integrative manner might allow to finally get a comprehensive view of microbial communities,
filling the massive gaps that still remain in the knowledge of composition, function and interaction.
This is especially relevant in understanding the key roles host-associated communities seem to play
in many chronic and/or auto-immune diseases, where, at this time, only basic associations and
mechanisms involving few microbial actors are thought to be understood and supporting findings
well reproducible.

In the end, while progress is rapid, an extraordinarily large amount of work remains to be done
on all stages of investigating microbial communities in different environments ranging from oceans
to the human intestine, and thus deepen humanity’s understanding of life on Earth and learn how
to benefit from this knowledge.
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