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Abstract

Visual place recognition is a key to unlocking spatial
navigation for animals, humans and robots. While state-of-
the-art approaches are trained in a supervised manner and
therefore hardly capture the information needed for gener-
alizing to unusual conditions, we argue that self-supervised
learning may help abstracting the place representation so
that it can be foreseen, irrespective of the conditions. More
precisely, in this paper, we investigate learning features
that are robust to appearance modifications while sensitive
to geometric transformations in a self-supervised manner.
This dual-purpose training is made possible by combining
the two self-supervision main paradigms, i.e. contrastive
and predictive learning. Our results on standard bench-
marks reveal that jointly learning such appearance-robust
and geometry-sensitive image descriptors leads to competi-
tive visual place recognition results across adverse seasonal
and illumination conditions, without requiring any human-
annotated labels.1.

1. Introduction
Visual Place Recognition (VPR) is central for localizing

- i.e. determining a camera’s position in a scene [21,40], and
has applications from autonomous driving to augmented re-
ality. Typically viewed as an image retrieval task, VPR aims
to match a query image to images in a reference database
that depict the same location, even when conditions like
viewpoint, obstructions, or weather vary [27]. This makes
VPR challenging but vital for dependable real-world vision-
based systems.

For this goal, neuroscience research indicates that bio-
logical intelligence relies on creating abstract representa-
tions of places, known as cognitive maps [27], to recognize
them under varying conditions [57].

1This work was funded by the Luxembourg National Research Fund
(FNR), under the project reference BRIDGES2020/IS/14755859/MEET-
A/Aouada, and by LMO (https://www.lmo.space).
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Figure 1. CLASP-Net Training Strategy: Three views are gener-
ated from an input image. The Appearance Module in green (top)
maps the original and appearance-augmented views into close rep-
resentation vectors {z0, z1}. The Geometry Module in blue (bot-
tom) predicts the transformation ϕ applied between the original
and third views.

These maps are essential for generalizing limited knowl-
edge, such as recognizing a place seen only in daylight dur-
ing nighttime. The aim is to build rich representations re-
flecting the intrinsic structures that are not required to be
re-learned from scratch when non-critical visual informa-
tion changes [57].

In the context of technological solutions, state-of-the-art
VPR methods have focused on achieving invariance to both
environmental conditions and viewpoint changes in image
representations. The latter are for recognizing places ob-
served under unprecedented angles [11, 26]. However, we
argue that such viewpoint invariance may be detrimental
in the process of distinguishing between different places.



Moreover, recent works have shown that favouring a more
general equivariance in image representations may be more
beneficial than seeking only invariance [8, 34, 56].

Motivated by this, we introduce CLASP-Net :Con-
trastive Learning with Appearance Augmentations and Spa-
tial Predictions for Place Recognition2, designed to learn
discriminative place representations that can generalize to
new conditions. We use Self-Supervised Learning (SSL)
to address training limitations due to low appearance vari-
ability in reference images. Contrastive Learning (CL) is
employed to unify representations of the same place by
using appearance augmentations. To further exploit the
scene’s spatial layout and regularize the model, we apply
geometric transformations and utilize a Predictive Learning
(PL) framework for classification based on these transfor-
mations.

Contrary to supervised learning, which tends to learn
shortcuts and struggles to generalize from limited labelled
data [15], SSL seems closer to human-like learning and
does not require manual annotation [25]. Few studies have
explored SSL for VPR [12, 48]. We propose to merge the
key SSL approaches, CL [6] and PL [22], aiming for image
representations that are resilient to appearance shifts while
being sensitive to geometric cues. By doing that, we aim
to learn features suitable for visual place recognition under
appearance changes.
Contributions. Our contributions are two-fold:
(1) A novel approach for Visual Place Recognition un-
der extreme condition changes, CLASP-Net, that leverages
both contrastive and predictive self-supervised learning ap-
proaches.
(2) An experimental evaluation confirming the competi-
tiveness of CLASP-Net compared to state-of-the-art ap-
proaches on standard benchmarks featuring different condi-
tions (day/night, weather, seasons), among which the very
challenging Alderley Dataset [31].
Paper organization. The rest of the paper is organized as
follows. Relevant work on SSL and VPR is reviewed in
Section 2. CLASP-Net is presented in Section 3, while ex-
perimental evaluation demonstrating the validity of our ap-
proach is reported in Section 4. Section 5 concludes the
paper and presents future works.

2. Related Work
2.1. CNN-based Descriptors for Visual Place Recog-

nition

The rapid evolution of deep learning has opened new av-
enues for overcoming the limitations of traditional, hand-
crafted descriptors. Following the groundbreaking work
by Chen et al. [7], there has been a growing emphasis on

2Clasp: [noun] a device, usually of metal, for fastening together two or
more things or parts of the same thing.

learning-based descriptors primarily built from Convolu-
tional Neural Networks (CNNs). For instance, Sunderhauf
et al. [46] and Hou et al. [20] found that mid-level features
from trained CNN model are more resilient to variations in
appearance.

Moreover, a concerted effort has been made to design
specialized neural networks for VPR tasks. This has led to
the invention of techniques like CALC [29], NetVLAD [1],
NetBoW [37] and NetFV [30] that meld the best aspects of
both traditional and learning-based descriptors, achieving
unprecedented results.

In terms of performance, CNN-based descriptors, partic-
ularly those relying on supervised learning, are highly de-
pendent on extensive, high-quality training datasets.

However, it’s crucial to acknowledge that supervised
learning methods often require laborious data annotation,
which can be both time-consuming and costly. Therefore,
self-supervised learning presents a compelling alternative to
VPR tasks.

2.2. Self-Supervised Learning

Self-supervised methods focus on learning visual fea-
tures from large sets of unlabeled images, making them
valuable for diverse real-world applications such as au-
tonomous driving. These methods usually employ a pre-
text task with a related objective function for training [22].
The objective function can target either network predictions
(predictive learning) or the feature representation space
(contrastive learning). This enables SSL to yield image
representations that are both sensitive and robust to specific
transformations.

Predictive Learning. PL uses pretext tasks to indirectly
infuse image representations with inductive biases via net-
work outputs [22]. Tasks range from image coloriza-
tion [61] and jigsaw puzzles [35] to rotation prediction [16].
These tasks encourage the network to learn rich object rep-
resentations and their spatial arrangements. For instance,
predicting an outdoor scene often involves recognizing sky
and trees at the top and roads at the bottom, requiring an
understanding of the scene’s structure.

Contrastive Learning. CL directly refines image repre-
sentations using a contrastive loss that considers batch ele-
ments’ relationships. SimCLR [6], a framework for visual
representation through CL, stands out for its simplicity, not
needing specialized structures [2] or memory banks [32,60].
It works by sampling two distinct augmentations, apply-
ing each to an image, and then training encoders on a con-
trastive loss to maximize similarity between the two views
and minimize similarity with different images. To address
potential training convergence challenges in CL, ScatSim-



CLR [23] also estimates each view’s augmentation parame-
ters.

Combining Predictive and Contrastive Learning. CL
aims at inducing invariance to some content-preserving
transformations while being distinctive to such content
changes. On the other side, PL is mostly used to incorporate
sensitivity, and ideally equivariance, to given transforma-
tions into representations [56]. Some studies have demon-
strated the advantage of balancing invariance and equivari-
ance [13, 38, 55]. For example, Winter et al. [59] suggested
an AutoEncoder-centric framework to cultivate representa-
tions that exhibit both robustness and sensitivity to rota-
tions. Explicitly, an encoder translates a rotated image into a
more invariant latent representation, from which a decoder
predicts the unrotated original image. Simultaneously, an
auxiliary branch pursues equivariance by determining the
rotation angle. In a similar vein, Feng et al. [10] endeav-
our to learn features impervious to the rotation of input im-
ages by bifurcating the features: one segment is dedicated
to rotation prediction (dubbed equivariant features), while
another segment, subjected to a contrastive loss, penalizes
disparities emerging from various rotations (termed invari-
ant features).

In recent work, Dangovski et al. [8] introduced Equiv-
ariant Self-Supervised Learning (E-SSL), a more nuanced
SSL approach that goes beyond simply seeking invariant
representations. E-SSL framework enriches traditional SSL
methods by integrating both equivariance and invariance
objectives in the pre-training process. The key insight is
that some transformations are better captured as equivari-
ant, meaning that the learned features should change pre-
dictably based on how the input is transformed. At the same
time, other transformations are better captured as invariant,
where the feature representation should remain constant de-
spite changes of the input.

Drawing on these insights, our proposed CLASP-Net fo-
cuses on achieving appearance invariance through CL while
capturing detailed representations of scene components and
their spatial layouts through PL. With the latter, the network
gains sensitivity to geometric transformations, enhancing its
suitability for VPR tasks.

2.3. Self-Supervised Learning for Visual Place
Recognition

As highlighted in Section 2.2, SSL is well-suited for
VPR because it addresses the issue of unrepresentative
training data due to varying test conditions. Despite its
promise, few methods exist. For instance, Tang et al. [48]
have proposed to disentangle appearance-related and place-
related features using a generative adversarial network with
two discriminators. However, this type of method may suf-
fer from unstable training. SeqMatchNet [12] is a CL-based

method that leverages sequences of video frames in the con-
trastive loss to robustify image representations for VPR.

From a larger perspective, Mithun et al. [33] use sets
of related images (i.e., showing the same place under dif-
ferent conditions) to enhance VPR image representations.
Thoma et al. [49] suggest loosening geo-tag constraints for
weakly-supervised training. Unlike these works, we gener-
ate pairs of corresponding images in a self-supervised man-
ner, without labels. Venator et al. [52] employ SSL to create
appearance-invariant descriptors for image matching, which
could serve as a refinement step in our approach.

3. Proposed CLASP-Net

Our primary objective is to enable the model to learn fea-
tures that can withstand drastic changes in appearance while
remaining effective for VPR. Specifically, we aim to cre-
ate image representations that capture essential geometric
details of the scene’s spatial arrangement yet remain unaf-
fected by varying environmental conditions. To accomplish
this, we integrate both sensitivity to geometric information
and robustness to appearance changes into the image repre-
sentations using self-supervised learning techniques.

3.1. Problem Formalization

Following the traditional approach [27], we frame the
VPR problem as an image retrieval task, where, given
a query image q depicting a place Pq, a representation
a.k.a. descriptor zq of that image is computed. It is then
compared to the descriptors {zi}i=1..NR

of reference im-
ages {xi}i=1..NR

, where NR is the size of the reference
database. The comparison is done using a given similar-
ity metric (e.g., cosine similarity). This inference stage is
illustrated in Figure 2.

During the training, the model only has access to ref-
erence images that we assume unlabelled. Moreover, the
environmental conditions under which the query image is
acquired are not necessarily similar to the ones featured in
the reference database, making the problem very challeng-
ing, even sometimes for human eyes.

3.2. Preliminaries: Robustness & Sensitivity

Our approach focuses on extracting image features that
are both robust to appearance changes and sensitive to ge-
ometric aspects. Mathematically, these properties corre-
spond to the concepts of invariance and equivariance. For-
mally, let G be a generic group of transformations and g
an element of G. The actions of g on the input and output
spaces of a function F : I → O are denoted by ϕ

(I)
g and

ϕ
(O)
g , respectively.

In practice, considering an encoder model E for extract-
ing features from an image x, we seek robustness to any
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Figure 2. Overview of CLASP-Net. Training Stage: from an original image xi,0, augmented versions with a modified appearance xi,1 and
different orientations (xi,0◦ ,xi,90◦ , xi,180◦ , xi,270◦) are generated. Representations of the first two images are brought closer thanks to a
contrastive learning framework to achieve appearance robustness. In parallel, original and rotated images are passed through a classification
network sharing the same encoder to predict the applied transformation and achieve geometric sensitivity. Note that our method does not
rely on any manual annotation. Inference Stage: The representations from query and reference images are compared based on similarity
measure then the closest k reference images constitute the image retrieval output.

appearance transformation TA:

∀TA,∀i ∈ [1;NR], E(TAxi) ≈ E(xi), (1)

while, at the same time, sensitivity to a certain group of
geometric transformations GG:

∀TG ∈ GG,∀i ∈ [1;NR], E(TGxi) ≈ T ′
GE(xi), (2)

where T ′
G ≈ TG. The different possible groups of transfor-

mations are investigated in Section 4.

3.3. Model Architecture

Our pipeline exploits both CL for encouraging invari-
ance to appearance changes and PL for encouraging sensi-
tivity to geometric image augmentations. This hybrid ap-
proach is consistent with the E-SSL framework proposed
in [8]. The overall architecture of the proposed CLASP-Net
is presented in Figure 2.

At training time, CLASP-Net is composed of two
branches sharing the weights of an encoder model E . The
first branch, denoted Appearance Module, takes as inputs
the original image xi and an augmented version with mod-
ified appearance TAxi, then applies a contrastive learning
loss in the representation space to bring the two descriptors
closer. The second branch, denoted Geometry Module, uses
rotated versions of the original image, T ′

Gxi = R(n◦)xi,
and predicts the angle of the rotation n.
Appearance Module. The first branch, divided into two
sub-branches (see Figure 1), This setup is inspired by Sim-
CLR [6] and employs a shared encoder E and MultiLayer
Perceptron (MLP) PA mapping between the image domain

and the latent representation space where the contrastive
loss is applied. Given original images xi along with their
augmented versions TAxi, the weights of the two networks
are learned using a contrastive loss. This loss, formalized in
Section 3.4, ensures that the descriptor of each version, e.g.,
E(PA(xi)), is similar to the descriptor of its corresponding
view, E(PA(TAxi)), while distant from the other descrip-
tors. The intuition behind this module is to force the en-
coder model E to learn features agnostic on the conditions
(e.g. illumination, weather, season) under which the place
was initially observed.
Geometry Module. The second branch incorporates the
same shared encoder E along with a prediction-focused PG.
This setup is designed to classify rotated versions of the
original image, denoted R(n◦)x, based on their rotation an-
gle n. Utilizing a standard cross-entropy loss, the module
aims to train the encoder E to learn rich representations of
scene layout and spatial arrangement and capture geometry-
sensitive features vital for accurate place recognition.

Combined, these two modules work together to disen-
tangle appearance and geometric aspects of input images,
enabling robust visual place recognition even when appear-
ance conditions vary. During inference, the architecture
used to compute image descriptors consists of the encoder E
followed by the projector network PA , as shown in Figure
2 (right part).

3.4. Model Loss

Note: For the sake of clarity, we herein introduce more
specific notations for denoting images and their aug-
mented/rotated versions.
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Figure 3. Examples of augmentations leveraged by CLASP-Net. Top row (a): an original input batch from Oxford RobotCar v2 dataset,
(b) pixel-level augmentations for appearance changes, (c) examples of rotations applied to the original image.

We use a combination of contrastive and predictive
losses to steer our model toward robustness to appearance
changes and sensitivity to geometric variations.

Given a random batch of N reference images B =
{xi,0}i=1..N corresponding to N different places, we ap-
ply one random appearance transformation to each image.
By so doing, we create N additional images {xi,1}i=1..N .
These 2N images constitute the contrastive batch BC =
{xi,j}i=1..N,j∈{0,1} that is fed into the Appearance Mod-
ule. Furthermore, we also apply rotations of 0◦, 90◦, 180◦

and 270◦ to each original image. As a result, we create the
predictive batch of 4N images BP = {xi,j◦}i=1..N,j∈Θ4 ,
where Θ4 = {0, 90, 180, 270}. BP is fed into the Geome-
try Module.

Contrastive loss. The contrastive batch BC contains N
positive pairs of images (xi,0,xi,1) depicting the same
place, the rest being negative pairs corresponding to dif-
ferent places. We use NT-Xent loss [6] that leverages posi-
tive samples, and is based on the cosine similarities between
the obtained image representations z.,. = PA(E(x.,.)), ex-
pressed as

s(zi,j , zk,l) =
zi,j · zk,l

∥zi,j∥∥zk,l∥
, (3)

where · is the dot product.
Specifically, the contrastive loss is defined as

LC =
1

2N

N∑
i=1

ℓ0→1(i) + ℓ1→0(i), (4)

where

ℓa→b(i) = −log
exp(s(zi,a, zi,b)/τ)∑N

k=1 1k ̸=i

∑1
j=0 exp(s(zi,a, zk,j)/τ)

,

(5)
with τ denoting a temperature parameter that controls the
strength of penalties on pairs of non-corresponding im-
ages [53] and 1k ̸=i being equal to 1 if k ̸= i, and 0 oth-
erwise.

The contrastive loss aims at making representations of
the same place under different conditions similar to each
other, while forcing representations of different places to be
different.
Predictive loss. The predictive batch BP contains four ro-
tated views of each place. The task of this branch is to pre-
dict the rotation angle for each of the 4N pictures. We frame
this as a classification problem with 4 classes corresponding
to 0◦, 90◦, 180◦ and 270◦ rotation angles. The predictive
loss is therefore the standard cross-entropy loss:

LP = −
N∑
i=1

∑
j∈Θ4

c(xi,j) · log(z̃i,j), (6)

where z̃i,j = Softmax(PG(E(xi,j))) ∈ R4 is the predic-
tion, log() the element-wise natural logarithm, · the dot
product and c(xi,j) ∈ R4 the groundtruth with elements
equal to 0 except the nth element equal to 1 if the true rota-
tion is (n− 1)× 90◦.

Overall loss. The final loss is the combination of the con-
trastive loss for appearance robustness and predictive loss
for geometry sensitivity:

L = LC + λ.LP , (7)



Data Augmentation Type Probability
Planckian Jitter 0.8

Color Jiggle 0.5
Plasma Brightness 0.5
Plasma Contrast 0.3

Gray scale 0.3
Box Blur 0.5

Channel Shuffle 0.5
Motion Blur 0.3

Solarize 0.5

Table 1. List of data augmentations applied to the images on-the-
fly during training. We also set a probability for each one of them.

where λ is a weighting factor to balance the two terms.

4. Experimental Evaluation
4.1. Datasets

The Nordland dataset [45]: records a 728 km long train
journey connecting the cities of Trondheim and Bodø in
Norway. It contains four long traversals, once per season,
with diverse visual conditions. The dataset has 35768 im-
ages per season with one-to-one correspondences between
them. We follow the dataset partition proposed by Olid et
al. [36] with test set made of 3450 photos from each season.

The Alderley dataset [31]: records an 8 km travel along
the suburb of Alderley in Brisbane, Australia. The dataset
contains two sequences: the first one was recorded during
a clear morning, while the second one was collected on
a stormy night with low visibility, which makes it a very
challenging benchmark. The dataset contains 14607 images
for each sequence and each place have 2 images. We train
our approach on the day sequence and test on the night se-
quence.

The Oxford RobotCar Seasons v2 dataset [50]: is
based on the RobotCar dataset [28], which depicts the city
of Oxford, UK. It contains images acquired from three cam-
eras mounted on a car. There are 10 sequences correspond-
ing to 10 different traversals carried out under very different
weather and seasonal conditions. The rear camera images
of the overcast-reference traversal (6954 images) are used
as a basis for reference training images, to which we add
1906 rear camera images from other traversals following the
v2 train/test split. These additional images cover different
environmental conditions but only a subset of places (not
full traversals). The test set contains 1872 images from all
traversals except overcast-reference, without overlap with
training images.

4.2. Evaluation

The evaluation on both Nordland and Alderley datasets
uses the recall R@N measure, which consists in the pro-

Method Nordland Summer/Winter
R@1 R@5 R@10

NetVLAD [1] 7.7 13.7 17.7
SFRS [14] 18.8 32.8 39.8
SuperGlue [43] 29.1 33.5 34.3
DELG [4] 51.3 66.8 69.8
Patch-NetVLAD [17] 46.4 58.0 60.4
TransVPR [54] 58.8 75.0 78.7
CLASP-Net (Ours) 53.0 73.8 80.2

Table 2. Quantitative results on Nordland dataset. Best results are
in bold. Second best results are in italic.

Method Alderley Day/Night
NetVLAD [1] 3.35
CIM [9] 7.82
Patch-NetVLAD [17] 7.99
Seqslam [31] 9.90
Retrained NetVLAD [47] 15.8
AFD [47] 21.0
CLASP-Net (Ours) 25.2

Table 3. Quantitative results on Alderley dataset. Best result is in
bold.

portion of successfully localized query images when con-
sidering the first N retrievals. If at least one of the top
N reference images is within a tolerance window around
the query’s ground truth correspondence, the query image
is deemed succesfully localized. The tolerance window is
set to two frames distant from the query before and after, so
that the window contains 5 pictures. Following the common
approach for NordLand [3, 17, 18], images of the winter se-
quence are used as queries, while the summer sequence is
used as reference.

For RobotCar-Seasons v2, we follow the Patch-
NetVLAD [17] approach and utilize the 6-DoF pose of the
best-matched reference picture as prediction of the query’s
pose. Since we don’t compute any pose, our image retrieval
method is not comparable with pose estimation methods
such as MegLOC [39].

4.3. Implementation details

Encoder model E . We use ResNet50 [19] as the back-
bone, with pre-training on ImageNet using the Timm li-
brary [58]. The last classification layer is discarded so that
the model is only used for the feature extraction.

Rotation predictor PG. We use a simple 1-layer percep-
tron with layer normalization and ReLU activation.

Projector PA We use a simple 1-layer perceptron with
batch normalizations and ReLu activation. The dimension



Figure 4. R@10 on Nordland Summer/Winter dataset with Geom-
etry Modules relying on different groups of transformations.

of the output (i.e., image descriptor) is 1024.

Appearance Augmentations. Following domain gener-
alization approaches, our model leverages numerous pixel-
level data augmentations to trigger appearance invariance
bias in the model. The list of pixel-level augmenta-
tions for appearance modification is provided in Table 1,
while examples of such augmentations are provided in Fig-
ure 3. The chosen set of variations empirically achieved
good performance whereas other tested combinations were
less favourable. We use the Kornia [42] library for self-
supervised data augmentation.

Geometric Augmentations. Our training strategy en-
courages information about rotations to be retained in the
image representation rather than guaranteeing strict equiv-
ariance. Moreover, the choice of this particular group of ge-
ometric transformations is the outcome of experimentations
whose results are presented in Figure 4. Empirically, we
found that the best performance is achieved with the cyclic
group of 90◦ rotations, compared to the groups of 2D affine
transformations, 2D projective transformations, and 2D ro-
tations.

Model training. The model is trained for 1000 epochs us-
ing Adam optimizer [24] and a batch size of 64. Although
contrastive learning usually requires larger batch size [5],
using Adam optimizer allowed us to obtain good results
with a smaller batch size. A learning rate of 0.003 had the
best performance with this optimizer. The temperature pa-
rameter τ is set to 0.01 and the loss factor λ is set to 1 in
our experiments.

Inference. Prior to the inference stage, we pass the set of
reference images to the Appearance Invariant Module of the

trained model: E → PA → L2−normalization and thus
build a reference descriptor bank. A k-Nearest Neighbor
search based on cosine similarity to find the closest refer-
ences to the query image.

4.4. Results

Tables 2, 3 and 4 show the results of CLASP-Net along
with other approaches on the three previously described
datasets: partitioned Nordland, Alderley Day/Night and
RobotCar-Seasons datasets.

The results demonstrate that our method outperforms, by
a large margin, standard baselines such as NetVLAD [1]
and even local feature-based methods such as Super-
Glue [43]. It outperforms Patch-NetVLAD [17] on Nord-
land dataset (Table 2) and competes with it on Robotcar
Seasons v2 (Table 4), despite the fact that Patch-NetVLAD
leverages multi-scale descriptors whereas we rely on a sin-
gle global descriptor. Only the transformer-based architec-
ture TransVPR [54] presents a higher performance as com-
pared to CLASP-Net. We note, however, that our model is
based on simple ConvNet and MLP elements that can be
upgraded to improve the performance. Finally, it is worth
noting that we achieve state-of-the-art results on the very
challenging Alderley dataset (Table 3).

Qualitative results are presented in Figure 5 (Nordland
dataset) and 6 (Alderley). More qualitative results are in-
cluded in supplementary materials. One can see exam-
ples of queries and best retrieved images, along with Grad-
CAM [44] activations. These visualizations demonstrate
that CLASP-Net, even if trained without any labels, was
able to learn features meaningful for outdoor localization
tasks such as skylines for instance.

We focused our study on learning global visual represen-
tations that are robust to appearance changes and suitable
for VPR. Our results demonstrate that it is possible to learn
a model relying on constrastive self-supervision for robust-
ness to appearance changes while being able to perceive the
geometric structure of the input image by enforcing geo-
metric prediction.

4.5. Discussion on Potential Limitations

Global image descriptors typically offer greater robust-
ness to environmental conditions at the expense of being
less tolerant to viewpoint changes compared to local de-
scriptors [27]. Our approach aims to further enhance the
robustness to environmental conditions, allowing it to han-
dle extreme scenarios as seen in the Nordland or Alderley
datasets effectively. However, it is important to acknowl-
edge that our method may encounter limitations when deal-
ing with datasets that feature significant viewpoint varia-
tions between reference and query images for the same lo-
cation, as our slightly weaker performance on the Oxford
RobotCar dataset suggests.



day conditions night conditions
dawn dusk OC-summer OC-winter rain snow sun night night-rain

m .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0 .25 / .50 / 5.0
deg 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10 2 / 5 / 10

AP-GEM [41] 1.4 / 14.2 / 65.9 9.6 / 29.4 / 82.9 2.4 / 19.1 / 80.5 3.6 / 20.3 / 78.1 4.4 / 21.5 / 86.0 4.5 / 15.8 / 75.9 1.8 / 7.5 / 58.2 0.0 / 0.2 / 6.8 0.1 / 1.2 / 15.8
DenseVLAD [51] 4.5 / 24.3 / 79.6 12.5 / 38.9 / 89.1 3.8 / 27.4 / 90.8 4.1 / 27.1 / 85.6 5.4 / 29.0 / 91.4 6.7 / 25.5 / 85.1 3.2 / 11.0 / 67.1 1.4 / 2.7 / 23.2 0.6 / 5.2 / 29.8
NetVLAD [1] 2.2 / 16.8 / 73.3 11.4 / 31.0 / 85.9 3.2 / 21.5 / 90.9 4.1 / 22.6 / 84.0 4.2 / 22.2 / 89.4 5.2 / 20.1 / 80.8 2.4 / 10.4 / 70.3 0.2 / 1.2 / 9.1 0.3 / 0.9 / 8.8
DELG global [4] 1.6 / 10.9 / 66.4 8.9 / 23.9 / 81.3 2.1 / 16.5 / 77.6 3.5 / 18.5 / 73.6 3.9 / 20.5 / 87.9 3.6 / 13.5 / 73.5 1.0 / 6.4 / 59.6 0.2 / 0.7 / 7.6 0.1 / 1.6 / 13.8
DELG local [4] 1.7 / 10.4 / 78.3 2.5 / 7.3 / 76.8 1.1 / 8.9 / 84.2 1.2 / 9.1 / 83.2 1.2 / 4.5 / 76.8 3.5 / 10.9 / 80.8 3.3 / 12.6 / 85.2 1.4 / 7.6 / 38.6 2.4 / 11.9 / 53.0
SuperGlue [43] 4.3 / 24.6 / 84.8 12.7 / 40.3 / 88.6 5.0 / 31.5 / 95.0 4.5 / 30.2 / 88.6 5.9 / 30.1 / 91.8 7.0 / 25.4 / 87.2 3.3 / 17.1 / 83.9 0.5 / 2.2 / 27.9 0.9 / 5.4 / 31.8
Patch-NetVLAD [17] 4.8 / 72.5 / 86.2 13.5 / 72.0 / 89.5 5.3 / 80.9 / 94.5 6.3 / 71.3 / 89.8 5.9 / 79.3 / 92.1 7.8 / 75.9 / 87.9 4.8 / 67.3 / 83.4 0.5 / 12.4 / 24.9 1.0 / 19.0 / 30.8
TransVPR [54] 18.5 / 52.0 / 95.6 10.7 / 44.7 / 100.0 12.3 / 45.5 / 99.1 1.2 / 36.6 / 99.4 15.1 / 50.7 / 99.5 14.0 / 42.8 / 99.1 13.4 / 34.4 / 91.1 0.9 / 4.9 / 30.5 0.0 / 1.0 / 10.3
CLASP-Net (Ours) 8.4 / 26.9 / 88.1 5.1 / 25.9 / 89.8 7.1 / 32.7 / 84.4 0.6 / 22.6 / 91.5 12.7 / 42.9 / 93.7 8.8 / 31.2 / 90.2 8.9 / 22.3 / 76.8 0.0 / 2.3 / 14.0 0.0 / 3.0 / 14.8

Table 4. Quantitative results on RobotCar Seasons v2 dataset. Best results are in bold. Second best results are in italic.

Summer Reference Winter Query Grad-CAM Activation 

Figure 5. Visual Grad-CAM activation of input query winter
image, along with retrieved summer image from the Nordland
dataset.

5. Conclusions

In this paper, we presented CLASP-Net, a novel self-
supervised approach designed for visual place recognition
under challenging appearance variations. A significant ad-
vantage of our method is its independence from human su-
pervision. CLASP-Net is trained to learn features that are
both robust to appearance changes and sensitive to geomet-
ric nuances, serving as abstract place representations useful
for visual place recognition tasks. Our extensive experi-
mental evaluations substantiate the effectiveness and effi-

Day Reference Night Query Grad-CAM Activation 

Figure 6. Visual Grad-CAM activation of input query night image,
along with retrieved day image from the Alderley dataset.

ciency of the proposed approach. As a direction for future
research, we aim to extend our model’s capabilities by ex-
ploring sensitivity to 3D geometric transformations through
view synthesis techniques.
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