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Abstract

Multi-objective learning problems occur in all aspects of life and have been studied
for decades, including in the field of machine learning. Many such problems
also exist in distributed settings, where data cannot easily be shared. In recent
years, joint machine learning has been made possible in such settings through the
development of the Federated Learning (FL) paradigm. However, there is as of now
very little research on the general problem of extending the FL concept to multi-
objective learning, limiting such problems to non-cooperative individual learning.
We address this gap by presenting a general framework for multi-objective FL,
based on decomposition (MOFL/D). Our framework addresses the a posteriori
type of multi-objective problem, where user preferences are not known during
the optimisation process, allowing multiple participants to jointly find a set of
solutions, each optimised for some distribution of preferences. We present an
instantiation of the framework and validate it through experiments on a set of
multi-objective benchmarking problems that are extended from well-known single-
objective benchmarks.

1 Introduction

Federated Learning (FL) is a distributed machine learning paradigm that is effective in settings
where training data originates in distribution and cannot be shared. Reasons for such an isolation of
datasets are manifold, including privacy concerns, proprietary interests or technological constraints
limiting communication between learners. Federated Learning circumvents these constraints to allow
participants to nevertheless cooperate in training by exchanging data only about the training process,
typically in the form of model or gradient updates. Since its inception in 2017, Federated Learning
has advanced in leaps and bounds, quickly finding use in applications across the industry [23].
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However, as the scope of potential FL applications expands and new machine learning paradigms
become established, combining these advances poses new algorithmic challenges. Multi-objective
problems arise naturally in many real-world settings, from resource management to mobility control
problems, and may in many cases be tackled through the use of machine learning approaches such
as reinforcement learning.Where such problems exist in a distributed setting and are subject to
constraints on information sharing, applying Federated Learning appears natural; yet no extension of
the FL paradigm to the solution of general multi-objective problems appears to have been proposed
up to now.

In this work, we present a novel systematic treatment of multi-objective learning in a federated setting,
considering the class of problems where user preferences are not defined at computing time. This class
is known as the class of a posteriori problems. We propose a first general multi-objective federated
learning framework based on decomposition (MOFL/D) to solve such problems, combining ideas
from the fields of multi-objective optimisation and federated learning. We demonstrate one possible
instantiation of this framework and validate its performance on a number of multi-objective variants
of well-established single-objective benchmarks, with additional results shown in the appendix of
this work. In doing so, we open up the field of federated learning to a new class of learning problems.

2 Related Work

The main contribution, a first general framework for federated multi-objective learning, combines
elements of federated learning (FL) and multi-objective optimisation (MOO), specifically multi-
objective optimisation with decomposition (MOO/D).

Significant previous research exists on the topic of multi-objective machine learning (MOML), with
the large majority of contributions focused on optimising the hyperparameters of a machine learning
algorithm alongside an underlying single-objective problem[13][2][20]. Other works tackle the
extension of specific algorithms to the multi-objective case, e.g. [10]and [24]. However, despite the
prevalence of such problems and the existing research on MOML, there appears to be no previous
research on the integration of multi-objective learning into the FL paradigm. Therefore, we begin this
direction of research by formulating a framework that utilises concepts from the field of MOO itself,
to allow a later systematic integration of existing approaches from related fields.
The problem of multi-objective optimisation has been studied for decades [19]. Problems can
be classified into those where user preferences are known at the time of optimisation, providing
an ordering between objectives, known as a priori problems, and a posteriori problems, where
preferences are unknown. One approach of solving such multi-objective problems is by decomposition
(MOO/D) – a common decomposition method is to scalarise the set of objectives to obtain a single-
objective problem, with different scalarisations producing different subproblems. Here we choose a
linear scalarisation approach.

Some previous literature exists on the application of multi-objective concepts to federated learning.
These works fall into one of two categories: treating the performance of each client as a separate
objective, aiming to optimise the system for ‘fairness’ in some sense [7], [3], [12]; or considering
multiple objectives on the global system, such as maximising performance of the global model while
minimising model size [28], [9]. Finally, a recent work by Yang et al. [25] is, to the best of our
knowledge, the only other existing work to tackle federated multi-objective learning in a general way.
Their work, however, differs from ours in several important respects: First, their setting assumes that
the knowledge of each client is permanently limited to a subset of all relevant objectives. In our work,
we assume that all objectives are known to all clients, and that clients are capable of modifying their
preferences over these objectives. Second, their framework is designed to find only a single global
solution to the multi-objective problem. Our work generates a set of solutions representing different
trade-offs between the objectives, allowing for the selection of solutions based on different priorities
without the need to recompute. Third, their framework is based on multi-gradient descent, whereas
we rely on a decomposition approach.

3 Description of the MOFL/D framework

In this section, we shall first introduce and formalise relevant concepts from Federated Learning and
multi-objective optimisation; then we will present the general MOFL/D framework.
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Figure 1: A high-level depiction of the theoretical MOFL/D framework.

3.1 Background

In the FL setting, a set of n training samples P is partitioned into m subsets P1, . . .Pm, with each
Pi privately owned by a client Ci. Each dataset cannot be shared outside of the client that owns it.
Let |Pi| = ni be the size of the i-th training set. In this work, we consider the classical horizontal FL
setting as defined in [26], where all clients observe the same features and client model architectures
are homogeneous. Though classical Federated Learning[11] was formulated to learn a global model
ω that optimises a single objective function, here we assume instead that each client is optimising a
vector of objectives f⃗i. In the spirit of the assumptions made in the horizontal FL setting, we assume
that all m clients optimise the same set of objectives; so the formulation of the FL problem becomes

f⃗(ω) =

m∑
i=0

ni

n
F⃗i(ω), where F⃗i(ω) :=

1

ni

∑
p∈Pi

f⃗p(ω). (1)

In the absence of a pre-defined hierarchy of objectives, the set of solutions to this problem is a partially
ordered set, as the value of different objectives is not comparable in terms of overall optimality. In
such cases, with preferences unknown during the optimisation process, a common MOO approach
is to find a set of solutions, each representing an optimal trade-off between objectives. We say that
a solution v Pareto dominates another solution u iff it improves the value of at least one objective
while matching or improving all others. In formal terms, we hold for a maximisation problem:

v ≻p u ⇐⇒ ∃i : fi(v) > fi(u) ∧ ∀j : fj(v) ≥ fj(u).

The Pareto front PF of a set of solutions S is then defined as the subset of all solutions that are not
Pareto dominated by any other solution:

PF(S) := { v ∈ S |¬∃u ∈ S : u ≻p v }.

3.2 The MOFL/D framework

The overall goal of our MOFL/D framework is to find a setM of solution models, using the federated
system, that together approximate the Pareto front of the objective space. In abstract terms, this may
be modelled as shown in Figure 1: A federated system consists of multiple participants, coordinated
by a server, with each participant learning to optimise an MO learning problem as defined in Eq. 1,
using a given scalarisation. An optimisation layer is added on top and given control of the federated
system in order to manage the overall optimisation process. This optimisation layer carries out three
tasks: (1) decomposing the MOL problem into candidate sub-problems by generating scalarisation
weights, (2) managing the federated system to compute candidate solutions to each scalarisation
provided by the optimisation layer and (3) maintaining a set of optimal solutions out of the candidate
solutions returned by the federated system.
At the beginning of each round, the optimisation layer generates a set of scalarisation weights to map
the multi-objective problem to single-objective subproblems. The choice of candidate weights is
governed by a metaheuristic method, making inferences from the results of previous optimisation
rounds. (Note that this framework places no restrictions on the choice of multi-objective solver; any
suitable method from conventional MOO may be used as a drop-in replacement.)
To solve the candidate problems generated thus, the optimisation layer invokes the federated system.
A candidate weight is passed to the federated system, which executes a full FL cycle, computing
a candidate solution to the scalarised problem. Once the federated system converges, the resulting
model is passed back to the optimisation layer. This process is repeated for all candidates. For the
sake of simplicity, we take a naïve approach in this first work, re-initialising the entire federated
system for each subproblem and solving all subproblems in sequence. However, the question of how
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to use the federated system more effectively is a natural next step to continue our research.
Finally, the optimisation layer updates the current set of Pareto-optimal solutions discovered thus
far, incorporating the results obtained from this most recent candidate generation. Depending on
the choice of metaheuristic, a spearate set of ‘generating solutions’ may also be maintained and
updated at this stage, used to generate new candidate solutions or base models for initialisation. This
optimisation cycle is repeated until a termination condition defined by the metaheuristic is met.

In addition to this main approach of generating scalar weights, we also propose the possibility of
generating an initial base model for each single-objective problem, used to warm-start the federated
training process. Previous works[18], [14] have shown that FL tolerates, and may benefit from,
initialisation with a pre-trained model chosen with sufficient care. We suggest that a base model
could be derived from the solution obtained for a previous subproblem that is ‘sufficiently close’ to
the current problem - a straightforward approach to quantifying problem similarity in this framework
is to use the distance between the respective scalar weights used to generate each subproblem.

Practical considerations on the federated system
Translating the abstract MOFL/D framework into an implementation requires us to make two practical
choices with respect to the federated system. The first choice is the implementation of the optimisation
layer. In the preceding theoretical discussion of the framework, we have treated the high-level
optimisation aspects of the algorithm as a fully separate layer; however, we note that in practice the
optimisation layer may be integrated with the server functionality of the FL system.
A second point to consider is the evaluation of candidate solutions. In a classical federated system,
training samples are typically only available to clients; in this case the final evaluation of any
candidate solution would need to be performed on the client-side. This approach has the advantages
of preserving data privacy and spreading the computational load of evaluation. However, the resulting
estimate may not be representative of the system if the distribution of client data is skewed, and the
self-reporting of solution values places a level of trust in clients that may be exploited by a malicious
participant. Another approach also taken by some previous works, e.g. [12], is to require a validation
dataset to be known to the server; we follow this approach in our demonstration of the framework.

Input: Number of iterations ni, number of samples ns, number of federated clients nc

Pareto front PF0 ← {};
Pareto front models PFM0 ← {};
t← 0;
while t < ni do
Wt ← generate ns candidate weights;
Vt,Mt ← {}, {};
foreach w ∈ Wc do

θw0 ← generate initial candidate model;
/* Train federated system to completion to obtain global model */
θw ← run Fed-Server with θw, w;
v⃗ ← evaluate θw for all objectives;
append θw, v⃗ toMt,Vt;

end
PF t+1 ← PF t ∪ Vt;
PFMt+1 ← models generating PF t+1;
t← t+ 1;

end
Algorithm 1: MOFL/D

4 Experiments

In this section, we demonstrate an experimental validation of our MOFL/D framework on a number
of multi-objective reinforcement learning (MORL) problems. We begin by providing a brief overview
of the state of the art in the field of federated reinforcement learning; then we detail our choices
regarding the instantiation and implementation of the framework. Finally, we discuss the design of
the experiments performed and analyse our results.
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Table 1: Instantiation and implementation choices for the experimental validation of MOFL/D.

Component Instantiation Implementation resources

Federated Algorithm DQNAvg [8] morl-baselines [5]
stable-baselines3 [17]

Learning Problems
Deep-Sea Treasure (DST) [21]
Deterministic Minecart (DMC) [1]
Multi-objective Lunar Lander (MOLL)

mo-gymnasium [6]

Metaheuristic Pareto Simulated Annealing [4] None used

A number of recent works study the application of FL to single-objective reinforcement learning[15].
Zhuo et al. [29] propose an algorithm that learns a secondary model to approximate the Q-network
values of all clients without exposing their true networks. In [27], multiple clients with different fixed
preferences perform federated learning to obtain a generalised critic for carrying out local actor-critic
reinforcement learning. While this work is one of the few where each client attempts to optimise
multiple objectives, the proposed algorithm does not yield a Pareto front. Each client joining the
learning process must train its own actor model from scratch. Furthermore, it is not clear how this
approach to federalising the training would generalise to other types of RL or non-RL algorithms.
Finally, Jin et al. [8] propose two algorithms, QAvg and PAvg, that extend the vanilla federated
averaging (FedAvg)[11] for use with Q-networks and policy networks, respectively.

4.1 MOFL/D Instantiation and implementation

We evaluate our framework on a number of multi-objective reinforcement learning problems, as this
class of problems represents a natural type of MO problem well-suited to application,possesses a
number of well-defined benchmarks, and existing literature provides a straightforward FL algorithm
for single-objective reinforcement learning problems[8].
Where possible, we make choices that resemble as closely as possible the equivalent baselines
commonly chosen for demonstrations in the respective field of research; otherwise we choose methods
based on their simplicity and ease of reproduction. A comprehensive overview of instantiation choices
and applicable libraries used in the implementation is given in Table 1. The complete set of parameters
chosen for all experiments is reported in the appendix. Noting that few reference parameterisations
for MORL algorithms exist in the literature, we have, where available, tested parameterisations
for the related single-objective problems from the rl-baselines3-zoo [16] benchmarking project;
however, these did not always prove suitable to the MO extension of the problem. Where no suitable
parameterisation could be derived from the literature, parameters were tuned manually.

4.2 Experiment design

We focus on investigating the impact of varying parameters of the federated system on the overall
performance of the framework. We run experiments on each environment with two, three, and five
clients in federation. In addition, we run the algorithm with the same configuration on single-client
systems with no communication to obtain a baseline performance of the non-federated system.
We also investigate the impact of the duration of the local training phase in the federated system,
comparing runs with a local training phase duration of 2000, 5000 and 10000 iterations. Finally,
we contrast the performance of the algorithm on a federated system using pre-trained models and a
federated system following the conventional approach of training models from scratch. We repeat
experiments multiple times for each parameter combination, using different random seeds. All
experiments on two- and three-client systems are repeated ten times, with the number of runs reduced
to five for five-client systems in deference to the high computational cost of these experiments.
Detailed information about the choice of random seeds for all experiments may be found in the
appendix. We evaluate the performance of our framework using three common multi-objective
metrics [30]: the hypervolume defined by our non-dominated solution set, the sparsity of the solution
set, and the inverted generational distance (IGD), using the set of all solutions to approximate the
true Pareto front. These metrics quantify different properties of the solution set: sparsity measures
the diversity of the solution set, IGD the convergence and hypervolume size a combination of both. A
desirable set of solutions would have low sparsity and IGD values and a large hypervolume.
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4.3 Selected Results and Discussion

Numerical results are shown in Table 2. For all three learning environments, we consistently observe
that the MOFL/D algorithm run with a federated system matches, and for the more complex problems
outperforms, the same heuristic run with a non-federated system. This demonstrates both the general
potential of federating the training of MO learning problems, and the validity of our framework. In
more detailed terms, we observe a significantly increased hypervolume value along with a decreased
sparsity in the results generated by running MOFL/D on multi-client systems, compared to a single
client, on the two more complex MO-Lunar Lander (MOLL) and Deterministic Minecart (DMC)
environments - see Figure 2 for an example of the observed hypervolume evolution (Fig. 2a and
associated solutions(Fig. 2b). The ultimate hypervolume values obtained for the Deep-Sea Treasure
(DST) environment are similar for all federated systems and the non-federated system; this can likely
be explained by the simplicity of the environment, with its very limited number of optimal solutions.
On the more complex environments we also observe a tendency for systems with a higher number
of clients to find solution sets with greater hypervolume and lower sparsity. The impact of length
of local training phase appears dependent on both the complexity of problem and number of clients
in the federated system, with differing qualitative results for different environments. Finally, we
observe no clear result on the benefits of re-using results to warm-start new training rounds: the
ultimate performance of the system relative to non-pre-trained models differs across environments,
with improvements in some and reduced performance in other cases.

5 Conclusion and Outlook

In this work, we have presented a novel general framework to solve inherently multi-objective
problems in a Federated Learning setting. To the best of our knowledge, this is the first work to
consider the general case of federated multi-objective learning and present a systematic approach
to solving it using decomposition. We have discussed instantiation choices for the framework and
shown one such instantiation. Using this instantiation, we have performed experiments on three
well-founded benchmarking problems from the MORL field, showing the validity of our framework
and investigating the effect of several variable parameters related to the federated system. Potential
further work includes investigating other, more complex possible instantiations and application to
different types of multi-objective problems.
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(a) Hypervolume evolution compared for systems with
variable numbers of federated clients.

(b) Sample Pareto fronts obtained with the same config-
uration across variable numbers of clients.

Figure 2: Impact of different parameters of the federated system on hypervolume development for
MOFL/D run on the MO-Lunar Lander environment. Experiments run with 10000 local steps per
federated round and without pre-trained models.
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Table 2: Numerical results of experiments on each benchmarking environment. Hypervolume and
sparsity metrics are reported here; see the appendix for the corresponding values of the IGD metric.
Each entry reports the mean value of the respective metric, with the variance in parentheses. Higher
hypervolume values and lower sparsity values, respectively, correspond to better performance.

Conf. Hypervolume Sparsity

nc/n
f
i /ws DST DMC MOLL DST DMC MOLL

(·10−7) (·10−1)

2/2k/T 992.3(2.4) 896.8(33.4) 403.7(8.3) 17.9(3.0) 1.0(0.5) 353.5(634.3)
2/2k/F 970.8(39.9) 932.9(17.9) 404.6(8.2) 21.8(9.0) 1.5(2.9) 50.9(85.1)

2/5k/T 973.6(33.1) 867.6(58.2) 399.7(8.0) 22.3(11.8) 1.5(0.8) 95.6(166.0)
2/5k/F 990.8(3.3) 936.9(11.6) 405.2(11.3) 19.6(3.3) 0.5(0.2) 30.6(23.5)

2/10k/T 990.3(4.5) 854.6(58.1) 405.4(7.5) 19.8(3.9) 1.6(0.8) 141.8(338.8)
2/10k/F 985.8(14.7) 932.0(11.5) 404.0(10.7) 22.1(10.4) 0.5(0.2) 30.7(20.0)

3/2k/T 984.5(12.2) 869.0(60.0) 410.2(15.1) 26.1(12.8) 1.4(0.9) 108.3(247.2)
3/2k/F 986.6(10.7) 940.5(7.1) 405.2(8.3) 24.2(11.4) 0.4(0.1) 52.5(55.1)

3/5k/T 990.8(3.1) 893.6(49.7) 402.9(9.3) 20.0(4.9) 1.1(0.7) 210.1(565.0)
3/5k/F 974.8(40.0) 935.7(9.0) 406.0(6.0) 23.0(12.0) 0.5(0.1) 20.9(7.6)

3/10k/T 987.3(10.7) 819.2(44.8) 407.9(15.0) 22.0(7.6) 2.1(0.6) 104.2(134.0)
3/10k/F 993.9 (1.3) 908.2(39.0) 412.3(11.7) 15.8 (1.2) 0.9(0.6) 51.3(66.0)

5/2k/T 974.8(28.4) 908.0(1.9) 425.0 (6.8) 46.1(46.1) 0.9(0.0) 68.9(104.2)
5/2k/F 988.2(9.1) 941.1 (7.2) 408.1(6.7) 21.3(8.5) 0.4 (0.1) 14.9(5.3)

5/5k/T 985.5(10.7) 890.0(47.1) 420.5(14.0) 27.4(13.9) 1.1(0.7) 57.4(67.1)
5/5k/F 991.4(2.6) 936.5(16.3) 411.2(11.7) 19.0(2.9) 0.5(0.2) 12.9 (1.8)

5/10k/T 989.8(3.8) 886.4(44.8) 413.3(14.1) 22.1(5.8) 1.2(0.6) 207.4(276.3)
5/10k/F 992.1(3.3) 923.1(13.5) 421.4(7.8) 17.8(3.5) 0.7(0.2) 23.2(16.9)

Non-fed. 983.1(39.2) 879.8(73.3) 388.7(8.5) 35.7(116.9) 1.3(0.9) 108.5(147.9)
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A Complete experimental parameters

All experiments with two or three clients were repeated 10 times each, with respective seeds
5, 11, 17, 176, 462, 488, 3011, 6543, 9347, 675234. Experiments with five clients were repeated only
5 times due to the high computing cost; these experiments were run with seeds 5, 17, 488, 3011, 6543.
The number of runs on the non-federated system is matched to the total number of clients involved in
all repetitions of the federated system, so e.g. 2 · 10 = 20 to compare with a federated system with
two clients repeated 10 times. Note that our implementation uses multi-threading to model individual
federated participants; therefore the experiments are not deterministic and will not reproduce precisely
the same numerical results.

B Computing details

The experiments presented in this paper were carried out using the HPC facilities of the University of
Luxembourg [22] – see https://hpc.uni.lu. The computing time equates to approximately 1450
hours (i.e., more than 60 days) for a single HPC node. The technical specifications of a cluster
compute node are given in Table 4
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Table 3: The full set of hyperparameters for all experiments presented in this paper. Left to right:
Deep-Sea Treasure (DST), Multi-objective Lunar Lander (MO-LL) and Deterministic Minecart
(DMC).

Parameter name DST MO-LL DMC
Metaheuristic (Pareto Simulated Annealing)

Iterations 20 25 25
Samples per round 5 10 10

Federated Learning (FedAvg)

Total iterations 105 105 1.5 · 105
Iterations/local round (2/5/10) · 103 (2/5/10) · 103 (2/5/10) · 103
Number of clients 2/3/5 2/3/5 2/3/5

Reinforcement Learning (DQN)

Train frequency 16 4 32
Gradient steps 8 −1 32
Gamma 0.98 0.99 0.99
Exploration fraction 0.2 0.12 0.8
Exploration final episode 7 · 10−2 0.1 5 · 10−2

Target update interval 600 250 750
Buffer size 104 5 · 104 5 · 104
Batch size 128 64 64
Learning rate 4 · 10−3 6.3 · 10−4 2 · 10−4

Network [256, 256] [256, 256] [256, 256]
Reference point (0,−50) (−200,−200,−200,−200) (−1,−1,−200)

Table 4: Hardware specifications of the cluster nodes employed for experiments.

CPU 2 AMD Epyc ROME 7H12 @ 2.6 GHz [64c/280W]
RAM 256GB

C Additional Results

C.1 Impact of local training phase

We observe that the duration of the local training phase during federated learning has a notable impact
on the overall performance of the MOFL/D algorithm. This matches previous experiences with
optimising the performance of federated learning system outside of a higher-level framework. The
optimal choice of the federated learning phase differs between the three experimental environments
we consider, as is to be expected for problems of differing complexity. For the Lunar Lander
environment, the longest tested local training phase (10000 iterations) ultimately produces the most
optimal solution set, whereas shorter training phases tend to be more successful in the other two,
less complex, environments tested here. An inspection of the solutions obtained e.g. for the Lunar
Lander environment clearly shows the impact of local training phase duration on the diversity of
the solution set - see the projections of the solution sets shown in Figures 4a, 4b. The diversity of
solutions obtained with a shorter local training phase is much lower for this environment, indicating
that the federated system likely converges too quickly to a local optimum to adequately explore the
solution space.

C.2 Number of federated clients

We observe that, in general, an increased number of federated clients leads to an increased performance
of the MOFL/D algorithm - see e.g. the hypervolume evolution for the Deterministic Lunar Lander
and Minecart, shown in Figures 2a, 5a; compare also Table 2. While this is not the case for the
Deep-Sea Treasure environment (see Figure 5b, a higher number of clients in this case still matches
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Table 5: Numerical results of experiments on each benchmarking environment. The IGD metric is
reported here; for the corresponding hypervolume and sparsity values see Table 2. Each entry reports
the mean value of the respective metric, with the variance in parentheses. Lower values of the IGD
metric correspond to better performance.

Conf. IGD

nc/n
f
i /ws DST DMC MOLL

2/2k/T 0.113(0.1) 0.135(0.1) 24.729(2.0)
2/2k/F 0.393(0.5) 0.097(0.1) 24.030(1.7)

2/5k/T 0.399(0.5) 0.257(0.2) 25.017(2.1)
2/5k/F 0.189(0.2) 0.079(0.0) 24.693(1.6)

2/10k/T 0.218(0.2) 0.276(0.2) 23.850(2.4)
2/10k/F 0.287(0.4) 0.098(0.1) 24.290(2.5)

3/2k/T 0.426(0.5) 0.237(0.2) 24.452(4.0)
3/2k/F 0.367(0.5) 0.087(0.0) 23.617(2.1)

3/5k/T 0.189(0.2) 0.169(0.1) 22.834(2.0)
3/5k/F 0.412(0.5) 0.054(0.0) 23.351(1.8)

3/10k/T 0.273(0.3) 0.388(0.1) 23.920(2.5)
3/10k/F 0.024 (0.1) 0.158(0.1) 22.019(1.8)

5/2k/T 0.748(1.0) 0.106(0.0) 22.411(2.7)
5/2k/F 0.271(0.4) 0.054 (0.0) 22.138(1.5)

5/5k/T 0.366(0.4) 0.157(0.2) 22.462(2.5)
5/5k/F 0.151(0.1) 0.088(0.1) 22.780(2.1)

5/10k/T 0.308(0.3) 0.168(0.1) 21.549(2.3)
5/10k/F 0.082(0.1) 0.086(0.0) 20.221 (1.5)

Non-fed. 0.335(1.1) 0.209(0.2) 27.912(2.0)

(a) Results for the Deterministic Minecart environment. (b) Results for the Deep-Sea Treasure environment.

Figure 3: Hypervolume evolution compared for different durations of the local training phase in
federated training. Experiments run with 3 federated clients and without pre-trained models.
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(a) Results for 2000 iterations per local training round. (b) Results for 10000 iterations per local training round.

Figure 4: Solutions obtained for the Lunar Lander environment compared for different durations of
the local training phase in federated training. Experiments run with 3 federated clients and without
pre-trained models. (Solution vectors projected into the plane to show objectives 1 and 3. It is clear
that the duration of the local training phase has a significant impact on solution diversity.

(a) Results for the Deterministic Minecart environment. (b) Results for the Deep-Sea Treasure environment.

Figure 5: Hypervolume evolution compared for variable numbers of federated clients. Experiments
run with 2000 local steps per federated round and without pre-trained models.

the performance of other systems. The lack of improvement for higher numbers of clients is very
likely due to the limited complexity of the problem.

C.3 Using pre-trained models

The experiments do not offer conclusive results for or against the use of pre-trained models, obtained
earlier in the optimisation process, to initialise new federated learning runs.
In some cases, e.g. in the results for the Deep-Sea Treasure environment and the Lunar Lander
environment shown in Figure 6b and Figure 7a, respectively, the results of the algorithm run with
pre-trained models seem to match or at times during the optimisation process even outperform the
algorithm run without pre-trained models. Also notable in some cases, e.g. in the results shown
for the DST environment, is the significantly reduced variance of the hypervolume obtained by the
system with pre-trained models in the initial stages of convergence, as well as the slightly faster
increase of the hypervolume. However, when comparing the corresponding values of the sparsity
metric in Table 2, it becomes apparent that these are significantly higher when pre-trained models
are used. This indicates that this instantiation of the algorithm tends to find more solutions that
are in close proximity to ones already discovered, leading to a high number of solutions, but with
low diversity. This observation also serves to explain the reduced performance on the Deterministic
Minecart environment, as optimal solutions in this environment are sparse. Therefore, any attempt to
exploit the neighbourhood of a previous solution is less likely to be successful.
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(a) Results for the Deterministic Minecart environment. (b) Results for the Deep-Sea Treasure environment.

Figure 6: Hypervolume evolution compared for experiments run with and without pre-trained models.
The duration of the local training phase in federation was fixed at 5000 iterations; the number of
federated clients was fixed at 3.

(a) The evolution of hypervolumes obtained using pre-
trained models and those obtained without pre-trained
models are quite similar.

(b) Solutions obtained for objectives 2 and 3 (solution
vectors projected into the plane). Solutions obtained
using pre-trained models are clustered closer together
than those obtained without pre-trained models.

Figure 7: Results for experiments run on the Lunar Lander environment with and without pre-trained
models. The duration of the local training phase in federation was fixed at 10000 iterations; the
number of federated clients was 3.
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