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Multi S-Graphs: an Efficient Real-time Distributed Semantic-Relational
Collaborative SLAM
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Abstract— Collaborative Simultaneous Localization and
Mapping (CSLAM) is critical to enable multiple robots to
operate in complex environments. Most CSLAM techniques
rely on raw sensor measurement or low-level features such as
keyframe descriptors, which can lead to wrong loop closures
due to the lack of deep understanding of the environment.
Moreover, the exchange of these measurements and low-
level features among the robots requires the transmission
of a significant amount of data, which limits the scalability
of the system. To overcome these limitations, we present
Multi S-Graphs, a decentralized CSLAM system that utilizes
high-level semantic-relational information embedded in the
four-layered hierarchical and optimizable situational graphs for
cooperative map generation and localization while minimizing
the information exchanged between the robots. To support
this, we present a novel room-based descriptor which, along
with its connected walls, is used to perform inter-robot loop
closures, addressing the challenges of multi-robot kidnapped
problem initialization. Multiple experiments in simulated and
real environments validate the improvement in accuracy and
robustness of the proposed approach while reducing the amount
of data exchanged between robots compared to other state-of-
the-art approaches.

Software available within a docker image: https://
github.com/snt-arg/multi_s_graphs_docker

I. INTRODUCTION

Collaborative Simultaneous Localization and Mapping
(CSLAM) is a technology that enables multi-robot systems
to work together to create a map of their environment while
simultaneously determining their own positions within the
map. Most CSLAM techniques, such as [1], [2], [3], are
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Fig. 1: Collaborative graph generated by three robots map-
ping a building floor (orange, gray, and blue for robots 1,
2, and 3 respectively). The collaborative graph is generated
from the point of view of Robot 1. Semantic information
gathered by the other robots, such as rooms or walls appears
in transparent colors in the graph layers. The origin of the
coordinate systems of the other robots appears surrounded by
a circle. Below is the result of merging the point clouds ob-
tained from each of the robots. This point cloud is displayed
for visualization purposes and is not utilized in inter-robot
communication.

highly based on the transmission of low-level features, such
as keyframe descriptors, between robots. With these low-
level features, each robot creates its own map and can match
it to integrate them into a common map. This is used for
both visual and LiDAR-based approaches. However, the use
of these low-level features usually leads to incorrect loop
closures [4]. Works such as [1] or [5] focus on robustifying
their loop closure algorithms to avoid incorrect loop closures.
The main drawback of these methods emerges from the fact
that the system has limited understanding of the environment.

Novel approaches to single-robot SLAM address this issue
of limited understanding of the environment by incorporat-
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ing meaningful metric-semantic-relational information, with
works like Hydra [6] which exploits 3D scene graphs for
loop closure, or S-Graphs+ [7], [8], which couple in a
situational graph modeled as a single optimizable factor
graph, the 3D scene graph with the underlying SLAM
graph. These works demonstrate that extracting semantic
meaning from metric information and incorporating it with
appropriate relational constraints such as walls, rooms, floors,
etc., improve the overall precision of underlying SLAM
while robustifying loop closures and generating meaningful
environmental maps. Recently, Hydra-Multi [9] and CURB-
SG [10] took advantage of 3D scene graphs for collaborative
SLAM in a centralized way. These innovative approaches
harness semantic-relational knowledge to exchange higher-
level information between the agents to fortify inter-robot
loop closures. However, these methods, apart from being
centralized, explicitly add loop closure constraints to under-
lying robot poses instead of implicitly constraining the same
semantic entities detected by different agents.

Thus in this work, we present Multi S-Graphs, a LIDAR-
based distributed CSLAM system harnessing the potential
of the multi-layered Situational Graphs (S-Graphs), a single
optimizable factor graph that combines a pose graph (i.e.
with keyframes) and a 3D scene graph with semantic-
relational concepts, to generate precise environmental maps
and locating the different robots in this map while exchang-
ing minimum information between robots. To the best of
our knowledge, we present the first real-time distributed
collaborative SLAM system based on optimizable situational
graphs. Fig. [1| shows the Multi S-Graphs executed on a real
experiment.

The main contributions of our system are as follows:

1) A novel distributed multi-robot framework, Multi S-
Graphs based on four-layered optimizable hierarchical
S-Graphs, exploiting semantic-relational information
for map merging while minimizing the information
exchange between the robots.

2) A hybrid room-based descriptor combining fine-
grained point cloud information with semantic knowl-
edge to identify inter-robot loop closures.

3) Experimental validation of the proposed approach in
simulated and real environments obtaining improved
accuracy compared to state-of-the-art multi-robot ap-
proaches.

II. RELATED WORK
A. Multi-Agent SLAM

There are two main categories of multi-agent SLAM
architectures: centralized and decentralized.

Centralized. Centralized CSLAM approaches are based
on multiple single-robot front-ends with a common back-end.
LAMP 2.0 [11] is a centralized multi-robot SLAM system
that is adaptable to different input odometry sources, with
a robust and scalable loop closure detection module and an
outlier-robust back-end based on Graduated Non-Convexity
(GNC) for pose graph optimization. It is designed for oper-
ation in challenging large-scale underground environments.

maplab 2.0 [12] is a large-scale multi-robot multi-session
mapping system that integrates non-visual landmarks and in-
corporates a semantic object-based loop closure module into
the mapping framework. COVINS-G [13] is a generalized
back-end for collaborative visual-inertial SLAM building
upon the COVINS [14] framework that enables compatibility
with any arbitrary VIO front-end. The drawbacks of central-
ized architectures are that they require good communication
with the common back-end and, if that node fails, the whole
system fails. In addition, they do not scale up for large robot
teams.

Decentralized. Within decentralized approaches, most of
them focus on visual-based SLAM. Deutsch et al. [15]
proposed a framework that relies on a Bag of Words (BoW)
of the keyframes obtained with an RGB-D camera to enable
collaborative mapping for existing (single-robot) SLAM sys-
tems. Kimera-Multi [16] also uses BoW and needs a Robust
Distributed Initialization to initialize all robot poses in a
shared (global) coordinate frame. It builds a globally con-
sistent metric-semantic 3D mesh model of the environment
in real time, while being robust to incorrect loop closures
and only relying on local communication. Each robot builds a
local trajectory estimate and a local mesh using Kimera [17],
and when two robots are within communication range, they
initiate a distributed place recognition and robust pose graph
optimization protocol based on a distributed GNC algorithm.
Swarm-SLAM [18] includes a novel inter-robot loop clo-
sure prioritization technique based on algebraic connectivity
maximization that reduces communication and accelerates
convergence. It also has a decentralized approach to neighbor
management and pose graph optimization suited for sporadic
inter-robot communication, and supports different types of
sensors using different descriptors, such as CosPlace [19]
and NetVLAD [20] for images and Scan Context [21]
for LiDAR scans. Decentralized LiDAR SLAM solutions
focus on the data-efficient exchange of observation between
robots. DiSCo-SLAM [22] uses the lightweight Scan Context
descriptor and includes a two-stage global and local opti-
mization framework for distributed multi-robot SLAM which
provides stable localization results that are resilient to the un-
known initial conditions that typify the search for inter-robot
loop closures. DCL-SLAM [23] includes a lightweight global
descriptor, LiDAR-Iris [24], for loop closure detection, a
three-stage data-efficient distributed loop closure approach
to estimate the relative pose transformation between robots,
and a two-stage distributed Gauss-Seidel (DGS) approach
for optimization. Current decentralized collaborative SLAM
systems struggle to effectively use well-mapped areas gen-
erated by other agents, leading to map redundancy and
costly re-mapping. Béanninger et al [25] propose a strategy to
efficiently share areas mapped by different agents in a decen-
tralized, peer-to-peer fashion, achieving a globally consistent
estimate through distributed bundle adjustment using the
Alternating Direction Method of Multipliers (ADMM). The
method leverages covisibility information between keyframes
instantiated by different agents to transfer local sub-maps
on-the-fly, addressing map redundancy while maintaining
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Fig. 2: Multi S-Graph architecture viewed from Robot; perspective. Odometry measures and 3D Lidar data are the inputs
that the robotic platform provides. Each robot executes its own Local S-Graph system and generates the Room Descriptors
and the Distilled S-Graphs that are exchanged with the rest of the robotic network. Messages exchanged between robots are
represented in gray. From the point of view of the Robot; the rest of the agents provide the Distilled graphs and the Room
descriptors that are used to generate the Collaborative S-Graph. The information provided by the rest of the robots appears

in green color.

consistency and scalability. However, the use of semantic
information from the environment can further reduce the
information exchange.

B. Multi-Agent 3D Scene Graphs

Recent research aims to leverage the use of semantic
information by combining Scene Graphs with SLAM. Hydra-
Multi [9] is the first multi-robot spatial perception system ca-
pable of building a hierarchical 3D scene graph online from
different sensor data. Based on Hydra [26], it is a centralized
architecture that includes a hierarchical loop closure detec-
tion module based on 3D scene graphs, a frame alignment
module that estimates the initial poses of the robots, and
an alignment-optimize-reconcile framework that uses GNC
to optimize multi-robot 3D scene graphs. Recently, CURB-
SG [10] has been presented as the first solution to create
large-scale 3D scene graphs of dynamic urban scenes for
automated driving, using collaborative mapping techniques
and leveraging panoptic LiDAR data. However, none of these
approaches are decentralized, which limits their scalability.

III. SYSTEM OVERVIEW

In Multi S-Graphs, each robot runs the fully decentralized
Multi S-Graphs system as is shown in Fig [2| Our system
architecture is built around a Situational Graph (S-Graph), a
single multi-layered optimizable factor graph that combines
a pose graph and a scene graph with semantic-relational
concepts. This graph contains all the knowledge that is
used for extracting the key information needed for exchange
and integrates information from other agents, leading into

a Multi-robot Situational Graph. The information that is
shared between agents is broadcasted into a common com-
munication channel that exchanges a minimal amount of
data between them. In our system, we consider the multi-
robot kidnapped problem, where each robot is unaware of
its location on the map as well as the location of the other
robots, so each robot creates a map of the environment with
respect to its starting point (origin) and localizes the rest
of the agents with respect to it. Our proposed system is
composed of four main modules:

1. Local S-Graph Generation (Section [IV). To generate
the local S-Graph for each robot, we use [8] which runs
onboard each one using the odometry and 3D LiDAR mea-
surements of the robot. It also estimates the position and
trajectory followed by the robot while generating it.

2. S-Graph Distillation (Section [V). We marginalize
the local S-graph generated by each robot to only trans-
mit semantic-relational information and not the low-level
information stored on each keyframe. Each distilled graph
includes a reference node that represents the origin of the
local coordinated system of each robot. This distilled S-graph
is transmitted to the rest of the robots.

3. Room-Based Inter-Robot Loop Closure (Section [VI).
Relying only on the generated semantic graph for loop
closure can generate alignment errors in the presence of
symmetry in the environment. In order to combine the fine-
grained information of the point clouds and take advantage of
the high-level semantic information that each room contains,
we generate a hybrid descriptor for each room, a Room
Descriptor. This module is in charge of two tasks: generating



the descriptors and finding appropriate room matches.

4. Collaborative S-Graph Generation and Optimization
(Section [VII). This module integrates the Distilled S-Graphs
received from the other agents with its own local S-Graph.
The different graphs are connected together with the loop
closures generated by the previous module. The connected
graphs are globally optimized to generate the final collabo-
rative situational graph.

IV. LOCAL SITUATIONAL GRAPH

In our system, the situational awareness of each robot is
encapsulated within a situational graph whose entities have
been designed to represent the different elements that make
up the layout of a building. In this work, we rely on the S-
Graphs+ [8] algorithm for generating this Situational Graph,
based on the LiDAR and odometry measurements of the
robots and estimating the localization of the robot. These S-
Graphs are four-layered optimizable hierarchical graphs that
contain the relevant information regarding the structure of
the building:

Keyframes Layer. It consists of robot poses factored
as SE(3) nodes in the agent map frame A; with pairwise
odometry measurements constraining them.

Walls Layer. It consists of the planar wall surfaces
extracted from the 3D LiDAR measurements and factored
using minimal plane parameterization. The planes observed
by their respective keyframes are factored using pose-plane
constraints.

Rooms Layer. It consists of two-wall rooms (corridors)
or four-wall rooms, each constraining either two or four
detected walls, respectively.

Floors Layer. It consists of a floor node positioned in the
center of the current floor.

V. SITUATIONAL GRAPH DISTILLATION

To reduce the amount of data that has to be interchanged
between robots, we extract the most meaningful information
from the local S-Graph. This graph encodes higher-level
layers of the S-Graph and locates them with respect to the
origin node of each robot, which enables a minimal but
meaningful information exchange about the structure of the
building. The Distilled S-Graph is organized in the following
layers:

Origin Layer. The origin node of each Distilled S-Graph,
it represents the origin of the coordinated system of each
robot. All the rest of the elements of the graph are located
with respect to this node.

Walls Layer. The estimation and covariances of the walls
extracted from the S-Graph of each agent. The edges con-
necting the planes with their corresponding keyframe nodes
are replaced by an edge to the origin vertex.

Rooms Layer. The estimation of the four-wall room vertex
detected by each agent and the edges connecting the rooms
to their four respective wall nodes.

Floors Layer. It consists of a floor node positioned in the
center of the current floor.

VI. ROOM-BASED LOOP CLOSURE

In order to connect the Local S-Graph with the external
Distilled S-Graphs a loop closure method is required. To
avoid errors aligning the robot positions in very symmetric
situations, like a corridor with multiple rooms, one on side of
the order, we cannot only rely on the structural information
stored in the Distilled S-Graphs, more fine-grained informa-
tion may be needed to break the symmetry and decide if two
rooms are the same or not.

A. Room descriptor generator

We present a hybrid descriptor, a Room Descriptor that
integrates the semantic information of each room with a
Room Centric point cloud based descriptor, which enhances
the robustness and accuracy of the loop closure algorithm
by a small increase in the data transferred. An example of a
Room Descriptor is shown in Fig.
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Fig. 3: Room Descriptor (right) obtained from a Room
Centric point cloud(left) by using a Scan Context. The value
of each cell in the descriptor is the maximum height of the
points within a corresponding bin.

To generate these descriptors, we rely on the Scan Con-
text descriptor [27]. This is an egocentric, yaw-invariant,
point cloud descriptor that has demonstrated state-of-the-
art results, given its simplicity and fast convergence time.
The main drawback of this descriptor is that it is sensitive
to linear motions. To solve this, we take advantage of the
semantic information in the room by generating a Scan
Context descriptor from the center of each room, avoiding
translation errors. To generate the room descriptor, we need
a Room Centric point cloud, which is a point cloud built
by combining all the point clouds of the keyframes within a
room. Each room keyframe R}, can be expressed as:

Ry, =U{™K;} ; Vj|K;€eR, (1)

where % K; represents the point cloud associated with the
keyframe K in the IR; frame (a frame located in the center
of the room 7).

To obtain the room descriptor R4, from a room keyframe
Ry, we first down-sample Ry, with a fixed voxel size to
homogenize the number of points for each room. Finally,
the Scan Context descriptor of each room keyframe Ry, is
computed to create the room descriptor Rg;:

where ¢(Ry,) represents the down-sampled room keyframe
cloud, and SC(X) : R"*3 — R™*"r js the Scan Context
function obtaining the descriptor for a given point cloud.



B. Loop Closure detection

In order to generate good candidates for alignment, we
leverage the room descriptors to match rooms that are
used for connecting the local S-Graph with the external
distilled graphs, generating a global alignment of each robot
coordinate system. Room matching is performed in a two-
step process:

Scan Context Matching: Each robot receives and stores
the room descriptors of the rest of the agents, trying to find
a suitable match using the Scan Context distance [21].

Fine Alignment: Whenever a match is found between
the robot and other agents’ room, it tries to obtain an
improved transform using the Room Centric Point cloud
that originates the Scan Context. For this, the robot asks
for the down-sampled point cloud and uses a VGICP [28]
registration algorithm. The validity of the relative transform
is determined by the alignment distance and the matching
threshold ¢4.

If a match is found, the room match with the relative
transformation between rooms is sent into the following
module (Section [V) to connect the different graphs.

VII. COLLABORATIVE SITUATIONAL GRAPH

The final module integrates the Local S-Graph with the
Distilled S-Graphs, using the loop closures provided by
the previous module, generating a Collaborative S-Graph.
During this Collaborative S-Graph generation, two different
stages can be found:

Isolated Graphs: At startup, this module stores the infor-
mation from the Local S-Graph and the Distilled S-Graphs
received by the other robots but, since the robots do not know
where each one has started, it cannot combine the different
graphs. At this stage, each external distilled S-Graph has its
origin layer connected to the walls and rooms layer, but this
origin layer is “free”, as there are no connections with the
local S-Graph of the robot, resulting in multiple disconnected
graphs. As long as new information is received, these graphs
are updated.

Collaborative Graph: If a room match is found using
the room matching step (Section [VI), we formulate the
factors between the local s-graph and the distilled s-graphs
in the 2 steps. In the first step, a room-to-room factor
is created for the matched rooms. For the given matched
rooms, lower-level wall-to-wall factors are established, which
robustify the alignment of the graphs. Whenever local S-
Graphs and external distilled S-Graphs are connected with
appropriate factors, a common optimization is performed
similarly to [8]. After this optimization, the external graphs
are aligned with the robot’s local coordinate frame so that the
information provided by the other robots is integrated into
the collaborative S-graph, using the same coordinated frame
as the local robot for representing the different entities of the
external distilled graphs, as can be seen in Fig.

VIII. EXPERIMENTAL VALIDATION
A. Methodology

We have selected the following state-of-the-art lidar-based
distributed CSLAM algorithms for comparison due to the
availability of their code: DCL-SLAM [23], Swarm-SLAM
[18], and Disco-SLAM [29]. Additionally, we also challenge
our algorithm against a centralized CSLAM, LAMP 2.0
[11], because centralized algorithms perform better than
distributed ones when the number of robots is small.

The experiments were conducted with quadruped robots
equipped with LiDAR in structured environments in the con-
text of the “multi-robot kidnapped problem”, where the initial
positions of the robots were unknown, with the exception
of LAMP 2.0, as it requires prior knowledge of the initial
positions of the robots within the environment.

We conducted experiments in simulated and real-world
scenarios. In simulation, we present our results in terms
of the Absolute Trajectory Error (ATE) compared to the
provided ground truth. In real-world experiments, we report
the Root Mean Square Error (RMSE) of the estimated 3D
maps compared to the actual 3D map derived from the
architectural plans. We also performed an analysis of the
data exchanged between the agents for each scenario. Along
with this, we performed an ablation study to evaluate the
contribution of the different hierarchical factors between the
local S-Graph and the distilled S-Graphs in terms of accuracy
and data transmission.

Simulated Data. We employed the Gazebo3 physics
simulator to replicate indoor settings for our experiments. In
all these simulated scenarios, we relied on LiDAR data for
odometry estimation. Our study encompassed a total of three
simulated experiments, out of which C1F0 and C1F2 were
constructed using 3D mesh representations of real architec-
tural plans, and SE1 is a simulated environment mimicking
common indoor layouts with varying room configurations.

Real-world Data. The datasets utilized in our experiments
consist of a collection of in-house datasets acquired from
a construction site: C1F1, C1F2, C3F1, C3F2, and C2F2.
In addition, an experiment with 3 robots was performed
on the C2F2 stage enabled by the size of the scenario. To
ensure a fair comparison among the methods, we leverage
the robot encoder odometry data, which is available due to
the presence of physical encoders on the robot, and apply it
consistently across all approaches. Unfortunately, our real-
world datasets do not include IMU data and consequently,

ATE [cm] | 2 Robots

Algorithm | CIFOs C1F2s  SEI1 | Avg
LAMP 2.0 9.66 8.10 6.27 8.01 + 1.69
DCL-SLAM 31.15 33.81 3843 34.46 + 3.68
Disco-SLAM 35.81 38.45 45.03 39.76 + 4.75
Swarm-SLAM 119.95 78.08 213.09 | 137.04 4 69.11
Multi S-Graphs (ours) 3.64 139 1.50 2.17 + 1.26

TABLE I: Absolute Trajectory Error (ATE) [cm] for our
simulation experiments. The best results are boldfaced.



Point Cloud RMSE [cm] | 2 Robots | 3 Robots
Algorithm ‘ CIF1 CIF2 C2F2 C3Fl1 C3F2 ‘ Avg ‘ C2F2
LAMP 2.0 61.49 23.61 31.89 3046 40.05 | 37.50 £+ 14.63 35.34
Swarm-SLAM 7545 94.60 14722 4036 3642 | 78.81 + 45.32 158.60
Multi S-Graphs (ours) 27.03 15.12 17.73  21.04 21.58 20.18 + 4.49 20.86

TABLE II: Point cloud RMSE [cm] for our in-house real experiments. The best results are boldfaced.

algorithms that rely heavily on IMU, such as DCL-SLAM
and Disco-SLAM, could not be evaluated.

Ablation Study. In this study, we performed a thorough
analysis of the contribution of the use of hierarchical graph
factors (Section [VII) and the influence of the use of Room
Centric point cloud (Section [VI) in the precision of the graph
alignment, along with the bandwidth exchanged. The ablated
stages are described below.

Rooms: The matched room entities between robots are
connected using room-to-room edges without fine alignment.

Rooms with Fine Alignment: Room-to-room matching is
improved with fine alignment between the room point clouds.

Rooms and Walls: Walls are added to the room-to-room
connection using wall-to-wall edges without fine alignment.

Rooms and Walls with Fine Alignment (Full algorithm):
Room-to-room matching with wall-to-wall edges and fine
alignment.

When Fine Alignment (Subsection [VI-B) is not performed
in loop closure, no point cloud information of the room is
exchanged between robots.

B. Experimental Setup

The robot used for generating the datasets is a Boston
Dynamics Spot with a Velodyne VLP-16 onboard. The
experiments were carried out using a laptop computer with
an Intel i7-10870H (8 cores, 2.2 GHz) with 32 GB of RAM
memory. Multi S-Graphs is developed under S-Graphs with
some code refactoring in the implementation and uses g2o
library [30] for the factor graphs implementation and ROS
and ROS 2 nodes for implementing the algorithms.

(b) C1F2s

(c) SEI

Fig. 4: Simulated experiments, showing the trajectory and
the point cloud map generated for each robot

C. Results and Discussions

Simulated Data. Fig. [ shows the qualitative results of
Multi S-Graphs obtained during the simulated experiments.
The outcomes presented in Table [[] show that Multi S-
Graph algorithm exhibits a lower Average Trajectory Error
(ATE) for the aggregated robot trajectory compared with
the selected state-of-the-art (SOTA) CSLAM algorithms. Our
approach outperformed all other decentralized algorithms, re-

Data Exchange [MB] | 2 Robots

Algorithm | C1F0s  CIF2s SE1
LAMP 2.0 3.23 3.69 7.68
DCL-SLAM 25.20 24.89 41.54
Disco-SLAM 30.28 3236  45.69
Swarm-SLAM 11.31 14.40  20.80

Multi S-Graphs (ours) 0.53 0.95 1.08

TABLE III: Data exchanged [MB] between agents in simu-
lation experiments. The best results are boldfaced.

(a) CIF1

(e) C2F2

Fig. 5: Real experiment scenarios, showing the trajectory and
the point cloud map generated for each robot. In (e) the
experiment was run with 3 robots.



ducing the accuracy error by more than 90% (93.7%, 94.5%,
and 98.4% for DCL-SLAM, Disco-SLAM, and Swarm-
SLAM respectively). It also achieved better accuracy than
LAMP 2.0, with 72.9% less error, which requires precise ini-
tial poses of the robots. The lack of features in the simulation
environment causes measurement errors to adversely affect
optimization. The extraction of semantic information specific
to this type of environment by our algorithm overcomes this
source of error.

In addition, our approach reduces the exchange of in-
formation between the agents by 94.50%, 97.20%, and
97.64% for Swarm-SLAM, DCL-SLAM, and Disco-SLAM,
respectively, and 81.3% for LAMP 2.0 (see Table . This
can be attributed to the effective use of semantic information
to reduce the amount of data exchanged.

Real-world Data. Table [II] presents the outcomes of the
real-world experiments. Results from real datasets resemble
the previous simulation results, with our algorithm showing
78.81% improved performance over Swarm-SLAM in map
matching accuracy, and 45.3% over LAMP 2.0. In this case,
although the accuracy of the extracted semantic features
slightly decreases due to other elements present in real
environments, the use of semantic-relational information of
room-walls and their point clouds allows our approach to
obtain better results than the other algorithms, achieving
average reconstruction error of 20.5 cm that slightly vary
in the different scenarios.

Validation in real experiments concludes what has been
demonstrated in simulations, with our approach achieving
a high level of precision in reconstructing the building
map (see Fig. [B). Table [V] shows the amount of data
exchanged between agents. In this case, our approach reduces
by 84.89% and 93.34% the amount of data exchanged
between robots compared to LAMP 2.0 and Swarm-SLAM,
respectively.

Data Exchange [MB] | 2 Robots | 3 Robots
Algorithm ‘ Cl1F1 CIF2 C2F2 C3F1 C3F2 ‘ C2F2
LAMP 2.0 1.89 372 19.03 8.18 859 20.48
Swarm-SLAM 431 8.80 44.84 17.53 17.65 48.79
Multi S-Graphs (ours) | 026  0.82 3.50 1.12 0.66 5.73

TABLE IV: Data exchanged [MB] between agents in real
experiments. The best results are boldfaced.

Ablation Study. The results of this study are collected
in Table [Vl We can see that the utilization of hierarchical
optimization, which establishes relationships between the
walls of two rooms among agents (Rooms and Planes),
means a significant improvement of accuracy, reducing the
ATE by 25.6% with an increase in the amount of data
by 77%. On the other hand, the use of Fine alignment
improves the performance by 73.6% and 25.6% over the
Rooms and Rooms and Walls configurations, respectively,
with a 40 times higher data exchange requirement. In general,
fine alignment techniques perform better compared to their
non-fine alignment counterparts, primarily due to the limited

angular resolution of the Scan Context, which is insufficient
for precise alignment (see Section [VI). Furthermore, the use
of wall-to-wall factors contributes to alignment improvement,
consequently significantly enhancing overall performance.
Consequently, the best performance is obtained by combining
the semantic information extracted from the walls with fine
alignment using the Room Centric point clouds, Rooms and
Walls with Fine alignment, improving the performance by
up to 74.7%. However, due to the larger amount of data ex-
changed required, when communication channels are limited,
Rooms and Walls, which only use semantic information, may
be an interesting solution. This makes it possible to avoid
sending heavy point cloud messages without a significant
decrease in accuracy.

\ C1F0s \ C1F2s \ SE1
. Data Data Data
Algorithm ‘ ATE ‘ Shared ATE ‘ Shared ATE ‘ Shared
Rooms 9.78 | 12.88| 1.99| 18.90 | 8.06 26.46
Rooms with FA 3.78| 524.32| 1.42| 946.91 | 1.62 | 1069.03
Rooms & Walls 533 2281 1.72| 27.38]| 1.73 37.85
Rooms & Walls with FA | 3.64 | 537.53 | 1.39 | 955.39| 1.50 | 1080.41

TABLE V: Ablation study of the ATE [cm] and data shared
[MB] for simulated datasets with 2 robots, FA means Fine
Alignment. The best results are boldfaced.

In Fig. [6] we can see on a logarithmic scale how the graph
information (composed mainly of walls and room graph
nodes) is negligible compared to the room point clouds. This
observation highlights that point clouds lead to a substantial
increase in transmitted data. Although the growth in the
graph data during map exploration does not result in a
significant increase in data volume, the cost associated with
point clouds significantly escalates.

mm Wall GN
Room GN
Room SC
Room PC

1_05 4

104 4

103 4

data transfered [bytes]

0 25 50 75 100 125 150 175 200
time [s]

Fig. 6: Accumulated data shared between agents, consisting
of Walls Nodes (Wall GN) and Room Nodes (Room GN) for
the Semantic Graph, and the Room Scan Contexts (Room
SC) and Room Centric point clouds (Room PC) that form
the Room Descriptors.

IX. CONCLUSIONS AND FUTURE WORK

In this work a distributed CSLAM system is presented,
leveraging the semantic-relational features extracted by the
S-Graphs [7], [8], in order to filter and reduce the amount of



data that has to be transmitted between robots while outper-
forming state-of-the-art mapping and positioning accuracy in
structured environments.

We tested our algorithm for a map generation task in
multiple scenarios, simulated and real, outperforming other
state-of-the-art lidar-based collaborative SLAM algorithms
in terms of precision and bandwidth, reducing the trajectory
and map reconstruction error by more than 90% while saving
95% of the data exchanged between robots. As our approach
reduces the amount of data exchanged between agents, it
makes it suitable for low-bandwidth scenarios, as well as
for a large number of robots using the same communication
channel.

The main drawback is the dependence on semantic-
relational structures, defined in our case as four-walled rooms
existing in building-like environments, which are not always
easy to extract.

For future work, a more generic way of finding alignment
between Situational Graphs should be found to increase the
variety of scenarios in which Multi S-Graphs can be used.
Including other sensory input for the generation of the S-
Graph and the descriptors is required to allow the use of this
system for heterogeneous robotic systems.
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