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Abstract: This chapter proposes a method of text analysis that combines concep-
tual aspects from the model of scalable or zoomable text (z-text), topic modelling
and fractal geometry. It argues that this type of methodology may assist in detecting
different levels of generality and specificity in texts and reveal some characteristics
of the assemblage of blocks of text, above the word level, at different scales of re-
presentation. Applications of such an approach can range from hermeneutics and
discourse analysis to text (and possibly z-text) generation and summarization.
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1 Introduction

Scale in text analysis has often been considered in relation to big collections of
data and the possibility offered by digital methods and tools to provide insights
into patterns, trends, outliers and linguistic phenomena that are hard to detect
and cover by human reading alone. Several terms, such as distant reading, some-
times opposed or compared to close reading (Moretti 2013; Underwood 2019), scal-
able reading (Mueller 2014), macroscope (Hitchcock 2014) and long zoom (Johnson
2007), have been coined to define this type of approach that allows for shifts from
a bird’s eye view to individual details. However, what seems to have been less
studied so far is the significance of the concept of scale and its possible applica-
tions as an inherent feature of text itself. Under the magnifying glass, a text is far
from being a flat conceptual structure; it may reveal a stratified organization
with different layers of general and specific, abstract and concrete, simple and
complex units of meaning.

This chapter will focus on scale in textual forms, starting from the assump-
tion that a text can be conceived as a scalable construct containing different lev-
els of detail and can be explored by zooming in and zooming out (Armaselu 2010;
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Armaselu and Van den Heuvel 2017). It will investigate the possibility of com-
puter-based detection and analysis of scale-related structures in text, as well as
the potential meaning attached to these scales and forms of interpretation.

The analysis will combine topic modelling (Blei 2011), for the preparation of
the data, with the theory of fractals that is known for its applications in various
domains, from mathematics and physics to statistical economics and linguistics.
In his book The Fractal Geometry of Nature, Mandelbrot (1983) describes the con-
cept of fractal, derived from the Latin fractus, frangere (to break), and its use in
modelling highly irregular and complex forms from nature such as coastlines,
clouds, mountains and trees, whose study goes beyond standard Euclidean geom-
etry and dimensions. One of the fractal forms utilized as a model of a coastline at
various scales is the Koch curve (Figure 1). The process of generating such forms
starts with a straight interval called the initiator. A second approximation repla-
ces the straight line with a broken line formed of “four intervals of equal length”,
called the generator. New details such as promontories and subpromontories ap-
pear through the iterative replacement of the generator’s four intervals by a re-
duced generator. Although its irregularity is too systematic, the Koch curve is
considered to be a “suggestive approximation” of a coastline (Mandelbrot 1983:
34–35, 42–45).

Applications of fractal theory in text analysis have exploited various aspects of
the concept of scaling and self-similarity. In scaling systems, a part is in “some
way a reduced-scale version of the whole”, and when “each piece of a shape is
geometrically similar to a whole, both the shape and the cascade that generate it
are called self-similar” (Mandelbrot 1983: 345, 34). Elaborating on Zipf’s law (Zipf
2012: 23–27), stating the relationship between word frequencies and their ranks as
evidence of vocabulary balance in a text, Mandelbrot illustrated how constructs
such as “scaling lexicographical trees” provide generalized proofs of the Zipf law

Figure 1: The first four iterations in building a Koch curve
(adaptation of Sapoval 1989, 19): a – first iteration,
initiator; b – second iteration, generator; c, d – third and
fourth iteration.
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while exhibiting scaling properties and fractal, non-integer dimensions (Mandel-
brot 1983: 346). Other studies have applied fractal-based methodologies to auto-
matic keyword extraction by assessing the “degree of fractality” of words as a
measure of their relevance and non-uniform versus uniform distribution in texts
(Najafi and Darooneh 2015). Fractal indicators, computed by considering the se-
quence of words and the number of letters in these words, have been used to
compare the style of different types of texts, such as scientific, journalistic, conver-
sational, epistolary and poetic (Kaminskiy et al. 2021). Fractal analysis has also been
employed to determine the optimal number of topics based on the detection of
“self-similar fractal regions” using a “density-of-states function” for texts in different
languages (Ignatenko et al. 2019). More theoretical approaches have conceptualized
language as a system that displays fractal features, such as “structural autosimilar-
ity”, “fractal dimension” and “iterative order” in generating linguistic structures
(Pareyon 2007) or “self-similar patterns” of discourse through the “process of identi-
fying recursive semantic components” (Tacenko 2016).

Although a variety of methods for the fractal-based processing or conceptual-
ization of language have been proposed, mainly taking into account the composi-
tion of texts as compounds including letters, syllables, words and sentences, the
scalable nature of text and its stratified structure from a conceptual perspective
has been less studied so far. In this chapter, I propose an approach that combines
topic modelling techniques and fractal theory-related measures to detect different
layers of generality and specificity and analyze a text at different scales. For this
purpose, I use a corpus of texts from historiography, literature and philosophy.
Section 2 will describe the initial assumptions about text scalability and the data
used to test and assess the methods illustrated in Sections 3 and 4. Section 5 will
present the results and possible interpretations of the approach, while Section 6
will summarize the findings and propose hypotheses for future work.

2 Datasets

A particular area of research in digital history and humanities, that of global mi-
crohistory (Trivellato 2011), has presented interest for the study. The dataset used
in the experiments contains books considered representative for the objective of
this type of research: 1688. A Global History (Wills 2001); Plumes (Stein 2008); The
Inner Life of Empires (Rothschild 2011); The Two Princes of Calabar (Sparks 2004);
and Vermeer’s Hat (Brook 2009). These books combine methods of analysis span-
ning various conceptual levels, from micro to macro perspectives on the investi-
gated historical phenomena, by connecting, for example: a series of paintings and

Text, Fractal Dust and Informational Granularity: A Study of Scale 289



art objects with the growth of trade and exploration in the seventeenth century
(Brook 2009); micro- and macro-histories through the history of a family’s own
connections (Rothschild 2011); micro-historical accounts with the history of en-
slaved Africans in the early modern Atlantic world (Sparks 2004); or the perspec-
tive of particular actors (people, commodities, one year in time) with the history
of specific groups and cultures (Stein 2008; Wills 2001). For comparison purposes,
one literary and one philosophical text were included in the dataset, Gulliver’s
Travels (Swift 2009) and Beyond Good and Evil (Nietzsche 2009), available via Proj-
ect Gutenberg (Hart 2004). The size of the corpus was relatively small to allow for
closer analysis of the methodology as a proof of concept. The main question to
address was to what extent the applied digital methods were able to detect vari-
ous conceptual levels in the studied texts. The historiography group of books was
presumed to already possess such a variety given their analytical coverage rang-
ing from broad overviews to detailed examination in their unfolding of argu-
ments related to world history and microhistory. It was expected that the two
other books, from literature and philosophy, would contain a certain type of strat-
ification as well, as an inherent structure of text itself that would be revealed by
the analysis.

The books were divided into separate text files corresponding to chapters or
parts (when chapters were too short), deemed as meaningful units of analysis for
the exploration of scale in text. It was assumed that chapters and parts preserve a
certain coherence and similarity in terms of varying degrees of generality and
specificity in disclosing the content of the book. Figure 2 illustrates the structure
of a book containing topics grouped on levels: from more general, representing a
larger number of units, to more particular, mostly characterizing a single unit.

Preliminary experiments consisted in reorganizing excerpts from the books
as zoomable texts or z-texts1 using a dedicated interface, z-editor2 (Armaselu
2010). The z-editor allows the user to start with a sequence of z-lexias3 on the sur-
face level and to expand or explore them by zooming in and out along the Z-axis
and adding or revealing details that belong to deeper levels. I referred to the cor-
responding processes of expansion and exploration of z-lexias by zooming in and
out as z-writing and z-reading. Each level of the structure corresponds to an XML-
TEI file that stores the content and relations of parent and children z-lexias. For
the author or reader of a z-text, the inner XML mechanism of the interface is
transparent.

 Accessed July 23, 2023. http://www.zoomimagine.com/AboutProject.html.
 Accessed July 27, 2023. http://www.zoomimagine.com/ZEditor.html.
 Fragments of texts as units in the writing or reading process, inspired by Barthes’s (1974: 13)
lexias, “units of reading”.
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Figure 3 (left) shows a z-text constructed with fragments from the first chapter of
Brook’s (2009) book and the result of successive zoom-ins on a fragment from a his-
torical standpoint. The exercise implied a preliminary interpretation of the book as
a stratified representation of meaning. For instance, the top level in the View from
Delft chapter contains fragments that describe events from a world history perspec-
tive, such as global cooling, plague and maritime trade in the sixteenth and seven-
teenth century. Details are added on the following levels: the focus gradually moves
to more localized depictions of China’s heavy frosts and the Little Ice Age in North-
ern Europe to the winter landscapes by Pieter Bruegel the Elder in the Low Coun-
tries and Vermeer’s painting View from Delft. The painting is explained in more
detail as containing several “doors” into the world of the seventeenth century. One
door is the herring boats captured in the picture, as evidence of the herring fishery
moving south under the control of Dutch fishermen due to climate change. Another
door is the home of the Dutch East India Company, the VOC, also visible in the pic-
ture, which points to the network of trade that linked the Netherlands to Asia from
the late sixteenth to the late eighteenth century.

Figure 3 (right) illustrates another hypothesis following the storyline more
closely. More precisely, the text can be restructured starting from the other direc-
tion, i.e. the “doors” which are the paintings themselves corresponding to each
chapter, then zoom in to open those doors and gradually expand the text. For in-
stance, the chapter one z-text unfolds from the artwork and its description through

Figure 2: Structure of a book organized horizontally (left to right) by units (e.g. chapters, parts) and
vertically (top-down) by conceptual level (e.g. from general to specific).
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events of local history to the large-scale view on global cooling and world trade de-
velopment. The labels marked in grey in the figures indicate bibliographical notes
that contain pages in the book from where the fragments were extracted, such as
pages 11, 12, 13 and Plate 1 (for the painting). The restructuring of the original text
as a z-text presupposes that various clusters of meaning, belonging to different lev-
els of detail, are scattered throughout the chapters of the book, not necessarily in
contiguous areas. My assumption is that grouping them together by level on the
same plane and stratifying the representation on several levels would provide new
insights into the text and its complex multi-layered structure. This implies various
conceptual scales dispersed through fragments that link to each other horizontally
and vertically over shorter and longer distances. The methodology applied to detect
this type of structure has followed this intuition.

3 Topic modelling

For the preparation and first phase of analysis of the corpus, I used MALLET
(McCallum 2002), a software package applying latent Dirichlet allocation (LDA)
for topic modelling (Blei 2011), combined with Microsoft Excel functions and Vi-
sual Basic for Applications (VBA) procedures that I created for the project.5 The
choice of MALLET and Excel was driven by their accessibility and the possibility
of creating output and diagnosis files for further analysis and processing. How-
ever, the methodology should be applicable to other types of software as well (for
instance, to an integrated Java package that may implement the proof of concept
described in this chapter in a second phase of the project).

3.1 Entropy

Each book from the dataset was analyzed with MALLET.6 Each folder, corre-
sponding to a book organized into files for chapters or parts, was imported via
import-dir with the options keep-sequence and remove-stopwords (strings were
converted to lower case by default). The topic models were built with train-topics

 Experiments with hierarchical LDA (hLDA) (Blei et al. 2009) were ongoing at the time of writ-
ing and are not described in this paper.
 For more details about the options used for analysis, see Graham et al. (2012) and the online
MALLET documentation at https://mimno.github.io/Mallet/topics and https://mallet.cs.umass.edu/
diagnostics.php, accessed July 27, 2023.
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including the options output-state, output-topic-keys and diagnostics-file to pro-
duce a series of XML and tab/space delimited files. The resulting data were im-
ported into Microsoft Excel for processing through built-in functions and VBA
procedures that I wrote for this purpose. After a set of tests with various numbers
of topics (8, 10, 15, 20, 25) and analysis of topic quality, the number of topics was
empirically set at 20, with an optimize-interval value of 20 and the default value
of 20 for num-top-words. The decision was based on the observation that the num-
ber of 20 topics produced a topic distribution that included at least two dominant
topics appearing in almost all the chapters/parts of the books from the collection
considered in the study. This observation was considered as a first indicator of a
structure layered from general to specific.

The goal of post-processing the MALLET files was to devise a methodology for de-
tecting the levels of generality and specificity that characterize each book. For
this purpose, I used the topic distribution per document (chapter or part) from
the composition file, combined with the document_entropy measure from the di-
agnostics file. Topics with low entropy values are concentrated in a few docu-
ments, while topics with higher entropy values are spread evenly over many
documents (MALLET documentation – Topic model diagnostics). This metric was
considered as an indicator of generality versus specificity within the chapters/
parts of the books included for analysis.

Figure 4: Topics sorted by document_entropy in Brook (2009), with topic probabilities (vertical axis)
and their distribution by chapter (1–8, horizontal axis).
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Figure 4 shows the topic distribution per chapter for Brook (2009), with topics
sorted in descending order of their document_entropy. One can observe that
topics T12 and T11 (top of the bars), and to a lesser degree T19 and T9, are the
ones spread throughout the chapters, while topics such as T18, T15 and T13, at the
other end of the spectrum (bottom of the bars), are mostly concentrated in a sin-
gle chapter (chapters 1, 2 and 3 respectively). Intermediate topics are represented
by thinner strips in the middle area of the bars.

Figure 5 presents the topic distribution by chapter (Brook 2009) for each of
the 20 topics, arranged from more general to more specific (left to right and top-
down). Table 1 shows excerpts of top words for the most generic and most specific
topics and the chapters where these topics are prominent.

The first two topics (T12, T11) are almost evenly distributed throughout the
chapters of the book. They are part of Brook’s recurrent argumentation that out-
lines the emergence of global trade in the seventeenth century, connecting Eu-
rope with the world. Narrower descriptions of particular events, developed in
relation with the eight paintings by Vermeer and other artworks, stand for articu-
lation points chosen by the author as “doors” or “passageways” to the seven-
teenth-century world for each chapter (e.g. T18, T15, T13). Intermediary topics (e.g.
T17) that cover fewer chapters (but more than one) appear to be less coherent7

and are probably referring in the texts to fragments that make the transition be-
tween more general and more specific themes.

3.2 Levels

To detect the number of levels of generality and specificity inherent to a text and
assign topics to such levels, I used the document_entropy metric and the computa-
tion of the slope (Excel built-in function) as a measure of the generality/specificity
variation from one topic to another in the graph (Figure 6).

I considered that two adjacent topics Ti, Tj belong to the same level if the abso-
lute value of the slope computed using their corresponding document_entropy is
less than the value of the average interval computed as (max – min)document_entropy

divided by the number of topics.8 The resulting mapping of topics to levels is
shown in Table 2. One can observe that same level topics tend to appear together
on plateau, while a change of level is marked by steeper or longer slope lines in the

 Also according to the MALLET coherence indicator computed for the topics.
 Except for the two most general topics that were considered by default as belonging to two
separate levels, 1 and 2.
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Figure 5: Topic (T0–T19) distribution by chapter (1–8)9 in Brook (2009).

 1_TheViewFromDelft, 2_VermeersHat, 3_ADishOfFruit, 4_GeographyLessons, 5_SchoolForSmok-
ing, 6_WeighingSilver, 7_Journeys, 8_EndingsNoManIsAnIsland.
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diagram. The topic levels also seem to be correlated with the degree of generality/
specificity or distribution by chapter shown in Figure 5.

Once the topics were assigned to levels, these levels were propagated to all
the words in the text belonging to the topics. For this purpose, I used Excel to fur-
ther process the MALLET output obtained via output-state, which is a file contain-
ing the words of the corpus (book), after stopword removal, with their topic
assignments, index and position within each document (chapter or part of the
book). In this way, each word was assigned to the level of the corresponding
topic. Since the analysis of text as a scalable structure was intended for units of
text larger than words, I created a set of procedures in Excel VBA to propagate
levels from words to segments of a given length in number of MALLET words.10

Table 1: Most generic and most specific topics. Excerpts from Brook (2009).

Topic Top  words Distribution by chapter

T century world dutch time vermeer seventeenth painting years
people delft place trade life voc men things long great sea side

Even

T chinese china back made european trade europe europeans
south coast end make called ship people spanish found needed
portuguese japan

Even

. . . . . . . . .

T gunpowder fashion bound kill feet boundaries fishing passage
role hung dutchmen rebel lack supplies semedo scattered
correctly infiltrating reaching europe’s

Mostly in _VermeersHat,
_GeographyLessons and
_Journeys

. . . . . . . . .

T delft paintings shanghai view canal pearl rotterdam built
schouten chamber schiedam web buildings oude surface cold
herring kolk contacts dong

Mostly in
_TheViewFromDelft

T champlain french lake beaver native arquebus champlain’s huron
mohawks hurons allies felt hat montagnais lawrence hats dream
iroquois chiefs map

Mostly in _VermeersHat

T porcelain white objects ships dishes lion dutch wen potters pieces
amsterdam taste voc cargo dish portuguese produced ceramic
lam blue

Mostly in _ADishOfFruit

 That is, the number of word tokens after stopword removal by MALLET (this is how words
are also referred to for the rest of the chapter).
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First, the probability of each word to belong to a topic was computed by counting
the number of times a word w was assigned to topic t and dividing this value by
the total number of words assigned to that topic. Then, given the length of a seg-
ment s defined as a number of words inside a document, a score was computed
for each level according to the following formula:

score s, lð Þ= count lvl l in s
seg sizes

× avg prob word topic l in s
avg word distance l in s

(1)

Figure 6: Topics (T0–T19) in decreasing order of their document_entropy (vertical axis) in Brook
(2009).

Table 2: Topic to level mapping, from generic
to specific (top-down), in Brook (2009).

Topic Level

T 

T 

T 

T, T, T, T, T, T, T 

T 

T, T, T, T 

T, T, T, T, T 
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where: count lvl l in s is the number of times level l appears in segment s (i.e. the
number of words assigned to level l in segment s); seg sizes is the size in number
of words of segment s; avg prob word topic l in s is the average word-topic proba-
bility for words belonging to l in s; avg word distance l in s is the average distance
between words belonging to l in s.

A segment containing words from different levels is therefore assigned to the
level that has the highest score according to (1). This is the level that appears
many times in the segment and has many words assigned to it, whose average
probability of words belonging to that level is higher, and which involves words
that appear grouped together at smaller distances (presumed to form more com-
pact clusters of meaning). In the case of Brook (2009), seven levels were detected
(Table 2) and propagated to segments by applying this method.

Tests were run for different segment sizes, from one segment of the size of each
book, then sizes iteratively divided by 4 up to 1,024 (six iterations),11 in a process sim-
ilar to the generation of the Koch curve that divides the segments by 4 at every itera-
tion. Segment counting was reset at the beginning of each unit (chapter or part),
except for the first iteration when a single segment of the length of the book was
considered. Thus, segments of different sizes could result from an iteration (either
for values larger than a unit size, when the actual size of the segment was the unit
size, or for segments placed at the end of the unit containing the remaining words
after the division corresponding to the iteration). The process was intended to simu-
late, by iterative reductions of the segment size, the representation of text at various
scales, revealing a stratification by levels and a fragmented rather than flat structure
where all the components are placed on a single line. The segment-level diagrams in
Figure 7 were computed in Excel following the method for step charts without risers
(Peltier 2008).12 It was observed that for large segment size values (large scale), when
one segment covers a full unit (chapter or part), the assigned level can differ from
unit to unit, and it is not always a level corresponding to the most general topics, as
would have been expected. Sometimes it may be a specific level or, less often, an
intermediate level. Figure 8 displays the detail of the word distribution by level for
the first 11 words and the first segment of size 35, 140 and 560 words in Brook’s book,
chapter 1. We can compare it with the three bottom diagrams from Figure 7 (read
from right to left). According to the score computed by formula (1), segment 1 is as-
signed to level 6 when considered at a small scale (segment size: 35 words) and to

 With the ratio of 22(k−1), where k = 1, 2, . . . , 6 represents the number of the iteration.
 For simplification, all the segments are represented equally. Segment i spans i to i+1 (starting
with 1), where i stands for the numerical labels on the horizontal axis of segments. For visibility
and analogy purposes, the segments were represented as 15pt-wide bars (instead of points) in the
Excel diagrams. The vertical axis represents the levels, from 1 to 7 for Brook’s book.
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level 1 when the scale increases further (140, 560 words). For larger scales (Figure 7,
top, right to left), the first segment remains at level 1 for the next two iterations, but
is assigned to level 7 when a single segment of the size of the whole book is consid-
ered. This way of looking at the text as made of building blocks of increasing size as
the observation scale increases can provide insights into the mechanisms of meaning
production which involve assembling words with different degrees of generality and
specificity to form more complex units. The specificity or generality of these higher
order units, such as sentences, groups of sentences or paragraphs, chapters, parts
and whole book, could therefore be detected and mapped on different levels, reveal-
ing a stratified conceptual structure rather than a linear layout.

If we read Figure 7 in reverse order, we can interpret the progression left to right
and top-down by analogy with a process in physics. First, the whole text-bar is
assigned by the algorithm to the most specific level 7. By exposure to external fac-

Figure 7: Segment distribution (horizontal axis) by level (vertical axis) at different scales, with ε the
size of the segment in number of words (Brook 2009).
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tors (in our case the analysis at different scales)13 the text is broken into smaller
and smaller units of analysis, which seems to increase the mobility of the result-
ing segments and their migration to more generic levels.

From a conceptual point of view, it therefore appears that the focus of Brook’s
book gradually moves from specific to generic (or from analysis to synthesis) with
the decrease in size of the investigation unit. Following this line of thought, which
seems to align with the storyline z-text layout depicted in Figure 3 (right),14 we may
infer that the strategy of argument unfolding of the book is primarily articulated,
when considered at a large scale, around the concept of “doors”, symbolized by the
eight artworks corresponding to each chapter. This conceptual framework, corre-
sponding to the microhistory level, is gradually enriched and contextualized within
a global-history perspective that depicts the “dawn of the global world in the seven-
teenth century” through storytelling and synthesis inserts that become more “visi-
ble” or prominent at intermediary and smaller scales of analysis. In his study of
semantic similarity in a taxonomy, Resnik (1995) proposes a measure to quantify
the “information content” of a concept according to its position in a taxonomy (e.g.
the top concepts being more abstract). Starting from this idea but applying it to tex-
tual fragments, I will use the term informational granularity map for the diagram
depicted in Figure 7 that graphically describes the degrees of generality and speci-
ficity characterizing the units of analysis at different scales of representation. Gran-
ularity is understood both as a measure of the scale of observation, represented
through the segment size, and as an expression of the degrees of generality and
specificity of the content itself. Section 5 will provide a comparison with the infor-
mational granularity maps built for the other books in the collection (Figure 15).

4 Fractal geometry

This stratification by levels suggested that texts might possibly be interpreted as
fractals; that is, as irregular, non-linear forms characterized by a certain degree
of self-similarity. In this view, a text, first considered in its entirety as a single
segment of words and a single conceptual unit, becomes scattered along several
conceptual lines when iteratively broken into smaller segments and analyzed at
decreasing scales. The question was whether this type of structure can be more

 In physics this may correspond to exposure to radiation or higher temperatures that produ-
ces segment fragmentation.
 It should be noted, however, that the z-text model operates with segments of the order of
several sentences or one or two paragraphs.
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formally portrayed as a fractal and if it is possible to determine its degree of ir-
regularity as measured through a fractal dimension. This measure may then be
used to compare the fragmentation of different texts by level and as a possible
indicator of their complexity in terms of multi-layered rather than linear struc-
tures. To do this I applied a method called box counting that is used in mathemat-
ics, physics and other natural sciences to detect the fractal dimension of irregular
shapes (Falconer 2014; Gouyet 1996).

4.1 Fragmentation

I considered text representations for the corpus like the one shown in Figure 7. A
grid of squares of side ε can be imagined as covering the image at every scale,
where ε takes iteratively different values for each of the analyzed books.15 The
algorithm consists in counting the number N(ε) of squares (or boxes) of side ε
that intersect the text shape, for grids of different granularity.

Figure 9 shows an example of box counting for Brook’s book and a box of
side ε = 8,973 words. The number of boxes N(ε) in this case is six, that is the num-
ber of squares in the grid that contain segments of text. At this coarser granular-
ity, only three of the seven levels detected for the book are occupied with
segments, the most general level (L1) and two of the most specific ones (L6, L7).
The segments and boxes were modelled in Excel as integer intervals taking ac-
count of the number of words in the segments and their succession, and the (i, j)
pairs, where i represented the column and j the row corresponding to a box. The
total number of boxes in a grid at a certain scale was defined based on the scale
factor s = 22(k–1) plus 1, where k was the number of the iteration. For instance, at
the iteration k = 2, the total number of words for Brook’s book (35,893) was di-
vided by the scale factor s = 22 = 4, resulting in segments of ε = 8,973 words.16

Since the division might not always be exact, the scale factor was increased by 1
to include the remaining words of the last unit. Thus, a grid of (s+1)✶(s+1) = 5✶5 =
25 boxes was devised. The position of the levels and the level interval ω on the
vertical axis were determined by dividing the maximum value of the squared
grid by the number of levels Nl. For the Brook example in Figure 9, the level inter-
val ω = [(s+1)✶ε]/Nl = (5✶8,973)/7 = 44,865/7 = 6,409.

 E.g. 35,893; 8,973; 2,243; 560 . . . words for Brook’s book corresponding to the six iterations,
Section 3.2.
 At this scale, ε exceeded the size of each unit (chapter) and the actual segment sizes corre-
sponded to the sizes of the eight chapters of the book, labelled S1 – S8 in the figure.
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The process was repeated and the number of boxes intersecting the text shape
was calculated for six iterations (k = 1–6). I then built the diagram for log(1/ε) and
log(N(ε)) (Figure 10). Usually, the fractal literature considers that if this curve exhib-
its an approximately linear behavior (at least for a certain subset of the plane),
then N(ε) obeys a power law of the form: N(ε) ≈ c✶ε–D, where c is a constant. There-
fore, the studied object may be assumed to possess fractal properties in the linear
region, and D represents its fractal dimension.17 Intuitively, D reflects how the num-
ber of counted boxes grows with the decrease in box side, the way in which the
analyzed object fills the space, the ratio of change in detail to change in scale, or
the inherent complexity of an irregular form (Falconer 2014: 27–28; Karperien and

Figure 9: Example of box counting, second iteration, k = 2 (Brook, 2009).

 Or box-counting dimension. There are different types of fractal dimension. See Mandelbrot
(1983) and Falconer (2014) for a survey of these types and their degree of equivalence.
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Jelinek 2016: 20). Various applications of the box-counting method to images either
considered a grid of iteratively reduced size overlaid on the same image (Ostwald
and Vaughan 2016) or used mathematical functions instead of pixel pictures to
eliminate the distortions due to zoom-in (Wu et al. 2020). Unlike the image-based
approach, I considered that the representation of text at each scale also changes
with the side of the grid cell ε (according to the algorithm described in 3.2) and I
worked with an interval-based modelling of the boxes and segments in Excel. This
type of representation was intended to capture the disposition of segments on lev-
els at various scales by simulating the effect of a zoom-in that makes more and
more details visible as the scale decreases, and to test the application of the power
law for fractal behavior on these different scale-driven configurations.

In practice, D is calculated as the slope of the linear region of the graph (Figure 10)
for a certain number of iterations. Studies in a variety of research fields have
shown that despite its relative simplicity, the box-counting method presents a series
of drawbacks. For instance, the value of D varies with the range of box sides, the
number of iterations18 and certain characteristics of the grid or image to be ana-
lyzed (positioning, resolution) (Datseris et al. 2021; Ostwald and Vaughan 2016; Har-
rar and Hamami 2007; Klinkenberg 1994). In their analysis of fractal patterns of
words in a text, Najafi and Darooneh (2015) observe that detecting the fitting range
in the log-log plot of the number of filled boxes against box side, and the fractal
dimension as the slope of the line of best fit is quite challenging to do automatically.
Other studies have pointed to the need to provide other statistical measures, such
as the correlation coefficient, mean and standard deviation over multiple samples
used to compute the fractal dimension, to assess the accuracy and limitations of the
model (Karperien and Jelinek 2016: 23–26).

To estimate the fractal dimension, I applied the method of the least squares to
compute the slope of the log(1/ε) vs log(N(ε)) graph (Harrar and Hamami 2007) and
computed related statistical measures as first accuracy estimators. Figure 10 displays
a 1.0233 slope and 4.7572 intercept (left) and the variation of the number of filled
boxes with box side (right). The R2 statistic shows a proportion of 0.9969 of variabil-
ity in Y = log(N(ε)) that can be explained using X = log(1/ε) and a measure of their
linear relationship and correlation in the sample. A value close to 1 indicates that a
large proportion of the response has been explained by the regression, while a num-
ber near 0 suggests the opposite (James et al. 2017: 69–71). The FDIST statistic esti-
mates the probability that the observed relationship between the two variables

 For instance, Ostwald and Vaughan (2016: 40) recommend “at least eight and preferably ten
or more comparisons” for better accuracy, to reduce the error rate to “around ±1 % or less”, in
their study of the fractal dimension in architecture.
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Figure 10: Fractal dimension as the slope of the double-log plot, log (1/ε) (horizontal) vs log(N(ε))
(vertical) (top); box side (horizontal) vs number of filled boxes (vertical) (bottom) for iterations k = 1
to 6 (Brook 2009).
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occurs by chance, which is very low (3.55009E-06) in this case.19 Although the influ-
ence of some factors on the box-counting dimension, such as the side of the box and
the number of iterations, requires further analysis, I considered the values obtained
through this approach as a rough approximation of the fractal dimension and basis
of comparison for the texts included in the study (see also Table 4, Section 5.2).

Once the dimension value had been computed, another question needed to
be addressed, i.e. how this dimension could be interpreted within the fractal the-
ory framework. Mandelbrot (1983) generically called dust the fractals with dimen-
sions in the interval 0 to 1. A classic example from this category is Cantor dust,
whose generation is illustrated in Figure 11. Its construction starts with a straight
line as an initiator, followed by a generator obtained by removing the middle
third from the initiator. The process is repeated at smaller and smaller scales, by
continuing to delete the middle third.

While the Koch curve (Figure 1) is a fractal with an approximate dimension of
1.2618, Cantor dust has a fractal dimension of 0.6309 (Mandelbrot 1983: 36, 80). Two-
or three- dimensional Cantor dusts or sets can also be generated, with fractal dimen-
sions above 1, such as 1.2619 and 1.8928 respectively (Sławomirski 2013; Tolle et al.
2003). One can observe a certain similarity between Cantor dust (Figure 11) and the
segments of Brook’s book represented at smaller and smaller scales (Figure 7). Some
differences may be noted as well. First, the appearance of the latter is not as regular
as that of the former since the textual segments and their distribution were gener-
ated through a score-driven procedure with variable results rather than the applica-
tion of an invariant pattern of iteration. Second, Cantor dust corresponds to a linear
structure with the matter from the gaps being gradually incorporated into the dark
areas of increasing density through the process of “curdling”, according to Mandel-
brot’s terminology. In contrast, Figure 7 depicts a multilinear, two-dimensional ar-
rangement derived from the dispersion of the textual matter on the plane over
several levels of generality and specificity with the decrease in scale.

Figure 11: Cantor dust (adaptation of Mandelbrot 1983, 80): a – first iteration, initiator; b – second
iteration, generator; c, d, e – third, fourth and fifth iteration.

 See also “LINEST function”, Excel for Microsoft 365, https://support.microsoft.com/en-us/of
fice/linest-function-84d7d0d9-6e50-4101-977a-fa7abf772b6d, accessed July 27, 2023.
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I would therefore argue that texts may exhibit fractal geometry, which re-
veals a stratified conceptual structure on layers of generality and specificity at
various scales. We can recall the procedure described in Section 3.2 and formula
(1) that assigns a segment to the level with the highest score. This score considers
the word count and the probability of words belonging to that level, as well as
their average distance. If we imagine the segments as a form of dust, they seem to
be attracted, at different scales, to levels that correspond to various degrees of
generality and specificity. This “force of attraction” may be determined by the ex-
istence of more compact and coherent clusters of meaning in the text, which are
more likely to belong to a certain level as compared with the other levels.

Following this interpretation, a closer look at Figure 7 suggests that at the
largest scale, when the segment size coincides with the length of the whole book
in number of words, this segment is “attracted” to the most specific level 7. It
therefore seems that clusters containing words that are more specific are preva-
lent in conceptually depicting Brook’s book at a global scale. However, for smaller
and smaller scales, the dust segments are gradually scattered and attracted to-
wards more generic, surface levels, as shown by the following iterations in the
figure. This raises the question of whether this attraction and the movement of
“dust” fragments from one level to another as the scale changes may indicate the
existence of a certain type of pattern, correlation or persistence over a longer
range, or whether it is completely random.

4.2 Memory

To determine whether such a “memory” of the text exists, I performed an analysis
of fluctuation and long-range correlation for the selected corpus. The method was
proposed by Peng et al. (1992) to uncover the correlation between basic structural
units of nucleic acids over long distances by mapping nucleotide sequences onto
a so-called “DNA-walk”. In this random walk model, a function u(i) describes a
walker’s move through two values, u(i) = +1 and u(i) = −1, if the walker moves
either up or down for each step i of the walk. Based on the “net displacement”,
the sum of the unit steps u(i) after l steps, Peng et al. (1992: 168) compute a mea-
sure called “root mean square fluctuation”, F(l), that characterizes the average of
the displacement. A power law function of the form F(l) ~ lα where α ≠12 may indi-
cate a long-range correlation in the considered walk, while a value of α = 1

2 can be
the indicator of a random walk. A straight line on the plot log(l) vs log(F(l)) would
confirm a power law between the two measures, with α representing the slope
calculated through the method of the least squares. Studies in linguistics, such as
those by Pavlov et al. (2001), have applied the method to investigate long-range
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correlations between letters and combinations of symbols in English novels. In
her analysis of children’s language, Tanaka-Ishii (2018: 8, 5) observed that “long-
range correlation is due to the arrangement of frequent words and rare words”
and that “rare words tend to cluster”.

The aim of my analysis was to determine whether any long-range correlation
can be observed in the “walk” of the word segments from one level to another at
different scales of representation. I considered the iterations k = 2 to 6. The func-
tion u(i) modelled the walk through the values: +1, if a segment j was followed in
the text by a segment j+1 placed on an upper level (move up); −1 for a move down
to a lower level; and 0 for a segment j+1 remaining on the same level as segment j.
The number of steps was l = Ns–1, where Ns represented the number of segments
detected for each iteration k. The fluctuation F(l) was computed in Excel using the
formula proposed by Peng et al. (1992: 168). Figure 12 shows the plots for log(l) vs log
(F(l)) for the iterations 4–6 (left to right) and Brook’s book.

For larger scales (k = 2 to 3), the linear regions of the curves log(l) vs log(F(l))
covered shorter portions of the graph. As illustrated in Figure 12, for decreasing
scales (k = 4 to 6), the diagram started to exhibit more visible linear regions, espe-
cially in the first part of the curves (left). A selection of the linear portions (right)
allowed the values of α to be computed as the slope of the plots for these zones. As
ε (the size of the segment) decreased, α took values from 0.1917 to 0.4218 (Appendix,
Table 6, Brook). What can therefore be inferred about the segment “walk” through
levels and the degree of correlation over longer distances corresponding to this
walk? The values of α below 0.5 seem to suggest an “anti-persistent” behavior or
“mean reversion” (Ijasan et al. 2017; Saha et al. 2020; Hu et al. 2021) when a move in
one direction is followed by a move in the opposite direction. This behavior refers
to the linear regions of the graphs (Figure 12, right), i.e. to a number of steps l = 9,
30 and 509 and segment size ε = 560, 140 and 35. In the case of Brook (2009), these
segment sizes roughly correspond to blocks of 7–8 paragraphs, 2-212 paragraphs and
2 and 1

2–3 sentences respectively. As the segment size decreases, the range in num-
ber of steps with walk correlation apparently increases. Shorter blocks at smaller
scales would therefore exhibit longer memory. Table 6 (Appendix) summarizes the
results of the experiments calculating the long-range correlation in the walk for the
original and shuffled data.20 One can observe that for this book, the segments of
140 words (~ 2–212 paragraphs) display a smaller value of α than the segments of 560
and 35 words, which seems to be related to their relative immobility (a higher per-

 The levels assigned to segments at each scale were randomly shuffled. The procedure was
then applied in the same way as for the original data to model the walk and to compute the fluc-
tuation and the value of slope α in the linear region.
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centage of no moves, when the segments remain on the same level for longer peri-
ods) as compared with the other two block types. It is not yet clear why this hap-
pens, but a possible explanation may be related to the inner configuration of
meaning of the book and the way this configuration is modelled by the algorithm
defined by formula (1). In other words, 140-word blocks may be more dependent
on the surrounding segments and thus less susceptible to independent movement
across levels than the two other block types. Although there are significant differ-
ences between the values of α for initial and shuffled data, the latter still displayed
values of α < 0.5, thus indicating an anti-persistent behavior, while a more random
walk would have been expected. More shuffling rounds would be needed to draw a
conclusion, but it is possible that the relatively high proportion of no moves (60%–

68%) that characterized the walk at various scales had an impact on the results of

Figure 12: Fluctuation in the “walk” of word segments through levels for iterations k = 4 to 6
(Brook 2009).
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the shuffling process. Therefore, the segments seem to fluctuate or remain still
around or on some dominant levels at any examined scale. Mainly similar behavior
was observed for the other books in the collection. Section 5 will provide a discus-
sion of this aspect and its possible connections with Zipf’s (2012) notion of specific-
generic balance in texts.

4.3 Lacunarity

Another concept that presented interest for this study was that of lacunarity, as a
“measure of the ‘gappiness’ or ‘hole-iness’ of a geometric structure” (Plotnick
1993: 202). In the domain of fractal geometry, this may be applied, for example, to
distinguish objects with close or identical fractal dimensions, which display dif-
ferences in the distribution and size of the gaps. The “gliding box algorithm” is
one of the methods often applied to measure lacunarity (Allain and Cloitre 1991;
Plotnick et al. 1993; Da Silva 2008). The method involves firstly representing an
object against a grid of squares like the one shown in Figure 9. Then a box of vari-
able side length (e.g. ε, 2✶ε, 4✶ε, 8✶ε, etc.) is placed on the upper left corner of the
grid and the number of occupied squares of side ε within the box is counted.
After moving the box one column to the right, the filled squares in the box are
counted again. The process is repeated over all the rows and columns of the grid,
and for different sizes of the gliding box. The lacunarity is defined as a function
of the side of the gliding box and the number of squares occupied by the object at
different scales.

While the fractal dimension measures “how much the object (or data) fills the
space”, the “amount of space-filled, or the mass in some sense”, lacunarity meas-
ures “how the data fill the space”, the “spatial size of gaps and their structure
within a set” or the “mass distribution” (Di Ieva 2016: 10; Tolle et al. 2003: 131).
Lacunarity may thus indicate the “level of contagion between occupied sites at a
particular scale” or the “degree of spatial clumping or aggregation” of certain
populations (Plotnick 1993: 208). I considered that such a measure may be useful
for a closer analysis of the distribution of gaps and the movement of segments to
one level or another with the change in scale.

Figure 13 and Table 7 (Appendix) present the values and shapes obtained for
the measure of lacunarity in the books in the collection. To compute this measure,
I used the “gliding box algorithm” (Plotnick et al. 1993). For each scale and itera-
tion (k = 1–6) corresponding to a certain segment and grid cell side (ε), the lacu-
narity was calculated using different values for the side of the gliding box, i.e.
20, 21, 22, . . ., as multiples of ε until a certain threshold for each iteration was
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attained. The calculations also included the case of r corresponding to the side of
the grid, M, as the maximum value (r = 2i− 1, 1 ≤ i < k+2; r = M, i ≥ k+2).21

As noted by Plotnick et al. (1993), the highest values of lacunarity were re-
corded at each scale (k = 1–6) for values of r = 1 when the gliding box was equal
in size with the cell of the grid of side ε, while lower lacunarities were obtained
as the box side increased. At different scales, the curves exhibited a certain de-
gree of linearity (Figure 13), which according to Allain and Cloitre (1991) is a fea-
ture of self-similar fractals. In general, configurations with low variation in gap
sizes display lower lacunarity, while objects with a wide range of gap sizes or
larger areas of clumped sequences show higher values of lacunarity. For Brook

Figure 13: Log lacunarity (λ) by log side of the gliding box (r), iterations 1–6 (Brook 2009).

 Table 7 shows the specific values of r applied for each iteration.
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(2009) the average lacunarity (λ) increased with the decrease in scale and seg-
ment size (ε) and in the fraction represented by the occupied cells in the grid (P)
(Table 7, Figures 7 and 9). This suggests that the variability of gap sizes increased
with the decrease in segment size corresponding to the increase in segment
movability from one level to the other. A comparison of the lacunarity measure
of all the books selected for the study will be presented in the following section.

5 Discussion

The experiments performed so far with the corpus of seven books, five from his-
toriography, one from literature and one from philosophy, indicate that an analy-
sis at various scales of the texts may reveal fractal properties and a stratified
structure.22 To detect these levels, I combined the concept of zoomable text (z-text),
as a starting point, with topic modelling and elements from fractal theory and appli-
cations. Although some limitations were identified and further analysis is needed, it
can be argued that the initial assumption of the text as a multi-layered conceptual
construct seems to be confirmed.

5.1 Attractors

Various types of layers can characterize the internal organization of a text on lev-
els, e.g. from simple to complex, abstract to concrete, global to local, etc. In the
present study I modelled this type of layered pattern through the generic to spe-
cific spectrum. To this end, I considered that topics spread over several docu-
ments are more general than topics distributed mostly over a smaller number of
documents or just one document. The existence of a specific-generic balance in
semantic systems was formulated by Zipf (2012: 185) through the metaphor of the
artisan involved in the task of classification by a number of n criteria and correla-
tions, and the Principle of Least Effort. Specific correlations describe a small set
of particular classes of events more completely, while generic correlations depict

 It should be noted that although theoretical fractals can go down indefinitely to smaller and
smaller scales and we can imagine the scaling down of text to segments of size below 1 (word
level), such as morphemes, letters, letter fragments, etc., for the present study I considered cut-
offs in segment size above word level, as defined by the six iterations. See also Mandelbrot’s
(1983: 38) discussion on the Koch curve cascade of smaller and smaller promontories and the cut-
off scales applied to real coastlines.
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a larger set of classes but less completely. The balance between specific and ge-
neric correlations would therefore be maintained by the artisan in his attempt to
generalize upon the basis of specific correlations, and particularize upon the
basis of generic correlations, with the aim of minimizing n and the classification
effort. Approaching the same question but from a different perspective, Lafon
(1981) proposed a probabilistic model to discern between basic (non-specific) and
specific forms in a corpus divided into parts.

My hypothesis was that this type of inference involves several degrees of gen-
erality and specificity that can be examined through longitudinal and transversal
cuts of texts into units (e.g. chapters, parts) and levels (Figure 2), and different
scales of observation. I assumed that a gradual unfolding of generic and specific
arguments can be observed in the global-micro history texts built upon thematic
aspects that varied from broad worldviews to minute examination of distinctive
historical events, people, objects or points in time. Texts from other domains such
as literature and philosophy were also presumed to exhibit a gradual relationship
between generic and specific elements, from words defining the general theme
and basis of communication to localized forms characteristic of certain units
only. The topic modelling approach used in level detection offered a first glimpse
into this type of conceptual structure. Table 3 lists the number of levels detected
for each text in the collection against the number of words and units for each
book. The influence of these two factors considered in isolation is not clear. A
closer look at the percentage of intermediary levels and topics and the distribu-
tion of topics by level may suggest a possible explanation.

Table 3: Number of detected levels, book length (MALLET words), analysis units (chapter or parts),
and intermediary levels and topics (sorted by length).

Book Length Units Detected
levels

Intermediary
levels (%)

Intermediary
topics (%)

. A Global History (Wills ) ,   . .

Gulliver’s Travels (Swift ) ,   . .

The Inner Life of Empires (Rothschild
)

,   . .

Vermeer’s Hat (Brook ) ,   . .

Plumes (Stein ) ,   . .

Beyond Good and Evil (Nietzsche ) ,   . .

The Two Princes of Calabar (Sparks
)

,   . .
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If we exclude the most generic (the first two) and the most specific (the lowest
plateau) topics in the diagrams (Figure 14), we can infer which books exhibit a
larger proportion of their topics and levels in the intermediary area. Thus, the
books with a higher number of levels (≥ 8) in Table 3 are also those with a higher
number of intermediary levels, such as Wills (2001), Swift (2009), Rothschild (2011)
and Stein (2008). The number of detected levels may therefore be influenced by
the length of the texts and the number of units, the way in which the authors
shape their discourse through generic and specific classes of words and topics,
and also classes of words and topics that belong to the area in between.

Studying the texts at various scales revealed that some levels act as “attrac-
tors” of segments (considered as “fractal dust”). The movement of segments from
one level to another does not appear to be random. As shown in Section 4.2, this
movement seems to be characterized by a particular type of “memory” of the seg-
ments and values of α situated below 0.5, which would correspond to an “anti-
persistent” behavior. Table 6 presents a summary of this type of memory. One
can observe a certain symmetry in moves up and down and a relatively high per-
centage of no moves or stationary behavior of the segments for all the books in
the collection, which may indicate segment fluctuation around a dominant level
at the smaller scales. Why this happens is not yet completely clear. As shown in
Figures 7 and 15, the books as whole aggregates start on a more generic or specific
level, and then, with the decrease in scale, a certain equilibrium between generic
and specific tends to be established by the migration of segments from one level
to another. The tension between generic and specific alluded to by Zipf (2012)
therefore seems to operate at the smaller scales (and possibly word level) charac-
terized by higher segment “mobility”. It should be noted, however, that the ge-
neric-specific dichotomy is not binary, but multi-value and involves different
degrees, or levels.

Table 6 provides insights into segment mobility at smaller scales. The lowest
values of α are displayed for Stein (2008) and Wills (2001), the former with a ge-
neric level, the latter with a specific dominant level (Figure 15), and segment sizes
of 453, 113 and 810 words.23 These types of block therefore seem less mobile for
these books, given the high percentage of no moves that characterizes them, or
may follow a movement logic that is only feebly anti-persistent. For all the books,
the memory interval (in number of steps) increases with the decrease in scale
(segment size), and for more than half of the books (Rothschild, Stein, Wills and

23 Corresponding to 5
1
2
� 6

1
2
, 1�1

1
2
, and respectively 9�11 paragraphs.
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Swift), α increases with the decrease in scale.24 These books, as can be observed
in Figure 15, present a dominant level, with the highest density of segments, at all

Figure 14: Topic distribution by level and book in the collection (sorted by length, left-right, top-down).

 It would be interesting to investigate the value of α in the case of segments of 1 word in size,
to see if it approaches 0.5, representing a random walk, or if it remains below this value, and
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scales. In this case, anti-persistent behavior would consist in a tendency of most
segments to remain on the dominant levels, except for those that have enough
mobility (or energy) to escape their attraction. The increase in α seems to capture
this phenomenon, since this form of energy appears to increase with the decrease
in scale. Thus, Zipf’s property would manifest itself not as a generic-specific bal-
ance, but as a tendency to maintain stability around a certain level of generality
or specificity. Two books (Brook and Sparks) exhibit a different pattern through a
slightly lower value of α for the middle sizes (k = 5). In the case of Brook (2009),
this may be related to a higher value for the number of no moves, as explained in
Section 4.2. It should also be noted that this book contains the longest memory
interval and the highest value of α for the smallest scale studied (k = 6). This may
be due to a certain equilibrium between the occupation of generic, specific and
intermediary levels (Figure 7, bottom, right) and the strategy, discernible at this
scale, of an unfolding of detail vs global view, constructed around the eight art-
works chosen “not just for what they show, but for the hints of broader historical
forces that lurk in their details” (Brook 2009: 7). For Sparks (2004), the lower
value of α (k = 5) may be related to the nature of the units themselves,25 whose
fluctuation suggests a slightly lower tendency to return to the dominant level at
every move than the units corresponding to the previous iteration (k = 4).26 The
case of Nietzsche (2009) is more intriguing, since it shows a decrease of α with the
decrease in scale. This behavior could be caused by the sensitivity of smaller
scales to the style of this philosophical text that alternates very long assertive sen-
tences with very short questions, which may impose a logic of segment assign-
ment to levels that is perhaps less anti-persistent in nature than when articulated
at a larger scale.

5.2 Dispersion

The study of the books at different scales and their fractal geometry seem to offer
a new standpoint on text as a conceptual object. This may reveal a certain type of
dynamics in the stratification of levels and the way in which these levels attract
word segments with changes in scale. Such behavior may be related to the aggre-

thus continues to show an anti-persistent behaviour. The time allocated to the writing of this
chapter allowed only for partial experiments of this type, meaning that it is not possible to draw
a conclusion at this stage.
25 1

2 � 1 paragraph.
26 2 1

2 � 3 paragraphs.
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gation of clusters of meaning, correlation over long distances and the modes in
which conceptual building blocks of variable sizes are formed in language.

All the books in the collection showed a fractal dimension (D) slightly below and
above 1 (Table 4) and a resemblance with the category of dusts (Mandelbrot 1983).
Fractal dimension is considered an indicator of the degree of “change in detail” or
complexity that becomes apparent with the “change in scale” (Karperien and Jeli-
nek 2016: 20) or a way to describe, together with lacunarity, the “visual look” of a
dataset (Tolle et al. 2003: 129). The books with the highest values of D are Swift
(2009), Brook (2009) and Sparks (2004), which show a higher degree of dispersion
of segments with the decrease in scale as compared with the others (Figures 7 and
15). While the books by Swift and Sparks exhibit lower values of average lacunarity
(λ) (Table 7), Brook’s displays a higher value that may be interpreted as a marker of
higher variability in the size and structure of the gaps, and therefore a more com-
plex pattern of detail unfolding with the decrease in scale. Sparks’ and Stein’s are
very close in terms of fractal dimension but the texture of their segment distribu-
tion differs by a higher average occupation fraction (P) and a lower average lacu-
narity for the former and the reverse for the latter, which is also characterized by
a simpler detail pattern with a concentration of mass on the second level and larger
gaps. A simpler pattern, similar to Stein’s, can also be observed for Wills’, which
has the highest value of average lacunarity discernible through large areas of
empty space and a high density of segments on the last level at every scale. The
values of D, λ and P of the last two books in Table 4 are somewhat harder to inter-
pret: first, because both exhibit a value of D that is less than 1 (although by a very
small amount), which brings them closer to the category of one-dimensional dusts,
despite a relatively higher average occupation fraction of the grid (P) as compared
with the others. What distinguishes the two books is a higher average lacunarity
for Nietzsche, and thus a higher variability of gap configurations, while for Roths-
child the average λ is the lowest of the whole collection, possibly due to a more

Table 4: Fractal dimensions and generated statistics by book (sorted by dimension).

Book Fractal dimension (D) R FDIST

Gulliver’s Travels (Swift ) . . .E-
Vermeer’s Hat (Brook ) . . .E-
The Two Princes of Calabar (Sparks ) . . .E-
Plumes (Stein ) . . .E-
. A Global History (Wills ) . . .E-
The Inner Life of Empires (Rothschild ) . . .E-
Beyond Good and Evil (Nietzsche ) . . .E-
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homogeneous size and structure of the gaps. With these observations summarized,
the question that arises is how these measures relate to the initial assumption of
generality and specificity levels characterizing these texts from a conceptual point
of view.

Differences were observed in the level of generality or specificity to which
the segments corresponding to the largest scale were assigned in the first itera-
tion (Table 5). This level may be interpreted as the initiator by analogy with the
construction of theoretical fractals such as the Koch curve and Cantor dust (Fig-
ures 1 and 11). It is from this initial level that the dispersion of segments towards
other levels begins when the reduction in scale is applied through the 6 iterations.
This may suggest that from a global perspective, the words belonging to the initia-
tor tend to group together in more compact or coherent clusters than those at
other levels. An additional hypothesis may consider these levels as potential start-
ing points in the writing process by the real or a hypothetical author, or by an
automatic process of text generation.

As also illustrated in Figure 15 (read top-down), there are four books with an
initiator corresponding to the more generic levels 1 and 2 (Rothschild, Swift, Stein
and Nietzsche). The second row in the figure shows the distribution by level of seg-
ments with a size usually comparable to that of a unit (chapter or part). Recall that
generic and specific levels are based on topics with respectively larger and smaller
values of document entropy, which means broader or narrower unit coverage.
Rothschild’s initiator, placed on level 2, was assigned to a topic with large coverage
and top words that refer to members of the Johnstone family (john william james
george betty alexander) or to specific conditions, places and entities (slaves scotland
grenada east india company). A closer look at the contexts of these words in the
book revealed biographical details and fragments of letters and documents from
various archives (via citations of primary and secondary sources), which can be
associated with a microhistory perspective. For subsequent iterations, segments of
smaller size spread either up, to level 1, corresponding to a topic with broad cover-
age (johnstones empire information history slavery ideas) and thus a view appar-
ently closer to a macro-history perspective; or down, to deeper levels (i.e. 4–7) that
cumulated more localized topics in terms of unit coverage but were variable in
terms of micro- vs macro-historical standpoints (henrietta illness anxious litigation;
individuals historians enlightenment microhistory). Rothschild’s book therefore
seems to be articulated around micro-historical characters and events, a conceptual
unifying stratum discernible from a bird’s-eye view and more localized macro-
historical arguments that become visible in the layered representation only with a
decrease in the scale of analysis. Stein’s initiator was also placed on level 2, corre-
sponding to a dominant topic (ostrich feathers trade industry plumes jewish). The
decrease in scale resulted in the migration of segments either to the upper level
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based on a general topic (jews modern global commerce history commodity) or to
deeper levels (7, 9) corresponding to topics pertaining to manufacturers and the os-
trich feather trade in different regions of the world, in Africa, America and Europe.
Unlike Rothschild, Stein predominantly seemed to adopt a global history perspec-
tive with synthesis explanations that accompanied the microhistory accounts, no-
ticeable at smaller scales of the visual representation (which I will call map from
now on). The initiators in the case of Swift and Nietzsche occupied level 1, with a
very generic topic (great made time people good found hundred court) for the first
and a similarly generic one for the second (man men good time great soul life taste
world people love morality). With the decrease in scale, the fluctuations of segments
revealed some of the intermediary and deepest levels of the maps. For Swift, the
dispersed segments were placed mostly on levels 2, 4, 8 and 9, attached to topics
that went from more general (country master reason nature honour), through me-
dium generality referring to objects, situations or institutions common to different
places visited by the protagonist (majesty majesty’s left palace royal; yellow settled
tolerable disposition), to more localized aspects specific to a certain country or
event (yahoos houyhnhnms yahoo; emperor blefuscu imperial; island king luggnagg).
For smaller scale iterations in Nietzsche’s text, the intermediary level 4 and the spe-
cific levels 6 and 7 were more prevalent. These levels referred to topics with me-
dium coverage in the book (recognized process psychological; unconditionally utility
experienced; love woman vanity) and to more localized, philosophical themes (judg-
ments sensation faculty impulses; skepticism germany greatness scientific; morals
morality herd gregarious).

The other three books (Brook, Sparks, Wills) exhibited a different pattern
containing an initiator on the deepest level and segment dispersion gradually in-
volving the upper levels with the decrease in scale (Figures 7 and 15). For Brook,
also discussed in Sections 3 and 4, the second iteration produced a movement up
of the segments corresponding to chapters 1, 4 and 6, i.e. from level 7 to level 1 for

Table 5: Initial level by book corresponding to the largest scale, iteration k = 1
(sorted by number of levels).

Book Initial level Total levels

The Inner Life of Empires (Rothschild )  

Gulliver’s Travels (Swift )  

Plumes (Stein )  

. A Global History (Wills )  

Beyond Good and Evil (Nietzsche )  

Vermeer’s Hat (Brook )  

The Two Princes of Calabar (Sparks )  
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the first and level 6 for the two others. These chapters were the first to move
since they were probably less stable with their most specific topics (T18, T7, T1)
belonging to level 6 (Figures 4, 5, 14). The next iterations produced fluctuations of
segments from these chapters between levels 6, 1 and 2, while the segments from
the other chapters mainly fluctuated between levels 7, 1 and 2. Excerpts of top
words from the most generic and specific topics of this book (Table 1) and the
movements of segments (Figure 7) suggest a prevalence of the micro-historical
perspective at larger scales, gradually balanced by global history arguments that
become more discernible on the map with the decrease in segment size. Sparks’
case was more intriguing since it displayed an initiator placed on level 6, and in
the second iteration, a movement up to levels 1, 2 and 3 of most of the chapter
segments, except for chapter 3 (Figure 15). A possible explanation of the relative
stability of chapter 3 on the last level resides in its higher percentage of specific
topics (T11, T19) (see also Figure 14). Although globally attached to the most spe-
cific level, the book exhibited a variable pattern at smaller scales. Thus, for subse-
quent iterations, the first third fluctuated around the top levels 1, 2 and 3 with
topics mainly related to the slave trade (robin johns slave trade; traders slaves
trade calabar; town king english captains; atlantic africa numbers individuals).
The two other thirds showed an increasing density of segments on levels 4 (end)
and 6 (middle), corresponding to intermediary or narrower themes and events
(wesley charles africans god christianity; roseau mortality shore believed night).
This threefold pattern suggests a certain similarity with Swift’s distribution, also
displaying a higher concentration of segments on the last level in the middle of
the book; this may correlate with Sparks’ argument unfolding style, which seems
closest to that of a storyteller of all the five history books analyzed. Wills’ map
showed the simplest configuration, with an initiator on level 8 and fluctuations
involving levels 1 and 2 with the decrease in scale (Figure 15). What is surprising
about Wills’ text is the higher segment density on the deepest level in contrast
with sparser inserts at the upper levels at every scale, as compared with the other
books. This pattern can be explained by the “baroque” composition of the book
(as also suggested by its “Baroque Prelude”), intended to create the “portrait” of
one year, 1688, from discrete depictions of people, places and events around the
world at that particular time. The global perspective is therefore constructed by
general topics from the upper levels 1, 2 and 3 (time world year good long work;
great people power made years trade; world voices voice sense human baroque),
while the bottom level 8 cumulates topics with more precise but narrower scope
(jews thy children jerusalem; spanish slaves coast portuguese; william king england
james; muslim mughal ottoman hindu). The relative sparsity of segments on the
upper levels and the abundance of mass on the lowest level can therefore be at-
tributed to Wills’ method itself, based on “[s]erendipity, surprise, and letting one
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thing lead you to another” (2001: XI), which involves the author less and the
reader more in making connections and fitting together the pieces of the global
history puzzle of 1688.

5.3 Informational granularity maps

The combined approach of topic modelling and fractal geometry led me to scalable
representations of the analyzed texts (Figures 7 and 15) and their generic-specific
dynamics, representations that I will call informational granularity maps. The term
map was inspired by Bjornson’s (1981) “cognitive mapping” and its role in the “com-
prehension of literary texts”. Bjornson distinguishes two modes of thought in the
elaboration of a textual image. The first refers to the construction by readers of a
“general idea” or “image” about what they are reading, i.e. “a poem, a play, a
novel” and “how it can be expected to operate as they read”. This general idea is
then made more specific with the progression of the reading process, in the same
way as “archeologists confronted by a heap of potsherds, start with a general idea
about the nature of pottery and gradually refine that idea as they reconstruct a par-
ticular pot” (1981: 58). The second mode of thought is related to the hypotheses
readers make about the world and the confirmation, alteration or denial of these
hypotheses as they continue to read, operations through which “information is
added to the textual image by assimilation and accommodation”. These two modes
of thought would therefore produce a flexible cognitive construct, a “schematized
map of the text and its imaginary territory – a map that facilitates remembering
what has been read”. Bjornson also assumes that although these constructions will
differ from person to person, there are invariant features that “tend to recur in
different readers’ mapping of the same text” (1981: 59). Ryan used Bjornson’s con-
cept of cognitive maps in a narrower sense, referring to a “mental model of spatial
relations” (2003: 215). She conducted a series of experiments with high school stu-
dents, who were asked to draw maps of the story world of the Chronicle of a Death
Foretold by Gabriel García Márquez, to investigate the readers’mental construction
of the narrative space. Ryan notes that text processing, in the process of reading,
operates at different levels, “words, sentences, paragraphs, passages”, to which one
may add the level of the “global meaning or narrative macro-structure” (2003: 234).
She also discerns two types of memory involved in the reading process, the “long-
term memory”, where the global representation of a text is stored, and the “sketch-
pad of short-term, or episodic, memory” affected by “smaller textual units”, where
the readers form their “most detailed visualizations” or “picture-like representa-
tions” (2003: 234). Based on the results of her experiments, Ryan concludes that
early in the reading process readers create a global but schematic representation
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of the spatial configuration of the textual world, and that they then concentrate on
the plot, characters and visualization of the current scene, without the need to reor-
ganize the whole map, which remains relatively resistant to new input. According
to Ryan, this would explain the differences but also the common elements in the
students’ sketches that, although not completely identifiable to cognitive maps, may
document the selective work of long-term memory.

My visual representations (Figures 7 and 15) did not involve experiments
with readers and their cognitive constructs of the textual world or the spatial con-
figurations expressed within it; instead they were built through automatic analy-
sis, namely, from the perspective of the texts themselves and a particular type of
information carried by them, independently of the readers. Thus, the term infor-
mational was chosen, also inspired by studies in information and communication
theory (Shannon 1948; Dretske 1999; Resnik 1995). These visual representations
were intended to illustrate the informational granularity of the analyzed texts.
That is, how texts, cut into smaller and smaller units of analysis, may change
their geometry according to the reconfiguration at different scales of the spec-
trum of generic to specific themes characteristic to each text. I considered these
barcode-like representations as maps27 that depicted how the initiators, and their
positioning on a generic or specific level, encompassed at global scale a sort of
“long-term memory” of the texts considered in their entirety. Shorter segments
also exhibited a certain type of memory, identified as mainly anti-persistent, pos-
sibly indicating a tendency of the segments to fluctuate around dominant levels
(or attractors) at different scales. It would be interesting to compare via dedicated
experiments, e.g. inspired by cognitive map studies (Bjornson 1981; Ryan 2003),
the levels assigned by the algorithm (formula 1) with the levels of generality or
specificity assigned by human readers of the texts, for each of the six iterations
considered in the project. The fractal particularities of these maps (dimension, la-
cunarity) need further analysis. However, they seem to suggest some correlations
between the visual characteristics of segment dispersion and the strategy of argu-
ment or story unfolding of the books. This drew attention, for instance, to certain
words and topics that synthesized and linked together the conceptual threads of
the texts, as entities evenly distributed throughout the units of analysis (chapters
or parts), or on the contrary, to elements that narrowed down the scope of the
narrative through localized descriptions or focused analyses of detailed content.
The topic modelling approach used in level detection offered a first glimpse into
this type of layered conceptual structure, despite its inherent limitations related

 Some similarities with “genetic maps” were also observed (see for instance Fang et al. 2020: 4).
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to topic instability and dependence on the choice of the number of topics. More
general techniques should be investigated as potential alternatives, for instance
those derived from information, entropy and energy theory (Shannon 1948; 1951;
Marcus 1970; Onicescu 1966), the study of lexical cohesion and lexical chains
(Morris and Hirst 1991; Barzilay and Elhadad 1997) and the analysis of rare word
clustering (Tanaka-Ishii and Bunde 2016). The potential connections between ther-
modynamics, entropy, energy, the so-called “temperature of discourse” and the
fractal dimension (Mandelbrot 1983: 347), and the stratified representations of
texts and the dynamics of segment attraction to levels at various scales proposed
in this study should also be further examined.

6 Conclusion and future work

The study proposed a method of text analysis that combined conceptual aspects
from the model of zoomable text, topic modelling and fractal geometry. It was
assumed that this type of methodology may assist in detecting different levels of
generality and specificity in texts and reveal some characteristics of the assem-
blage of blocks of text, above the word level, at different scales of representation.
Applications of such an approach can range from hermeneutics and discourse
analysis to text (and possibly z-text) generation and summarization.

Further work will consist in deepening the analysis of measures such as lacu-
narity, fluctuation and long-range correlation in conjunction with that of fractal
dimension. A closer examination of the limitations of the applied techniques (e.g.
impact on the results of certain factors in box counting and topic modelling) and
the applicability of alternative methods from other fields of research such as in-
formation theory, physics or genetics may also be envisaged.
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