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1 BACKGROUND ANDMOTIVATION

Recent advances in applied Machine Learning (ML) are increasingly involving humans. Humans have turned out to
be a crucial component in all stages of the development of robust technologies, from data processing, model training,
inference, and system design to practical applications like disaster management robotics, especially in situations where
physical limitations exist, or tasks are challenging to execute remotely. The involvement of humans ranges from data
annotation [3, 26, 34], interpretability [13, 15, 19], bias mitigation [5, 7], adaptability [16, 17, 27] and learning from
feedback [4]. For example, human feedback is today considered indispensable for leading large language models to
follow the user’s intent [22]. This enables the model to achieve a more conceptual and symbolic understanding of objects
to acquire the underlying reasoning behind the learned tasks. ML models incorporating human feedback and knowledge
are deployed for designing conversational agents (CA) [14], adaptive user interfaces (AUIs)[6], human-centered artificial
intelligence (HCAI) [2, 21, 24, 28], diverse human-computer interaction (HCI) and human-robot interaction applications.
In the context of human-robot interaction, the integration of human feedback has become an essential practice for
enhancing robotics capabilities. Acknowledging this approach as an effective means for training and leveraging human
expertise to elevate skills related to grasping, locomotion, conversation, and human-like perception is crucial. A range
of techniques, including a mix of self-supervised learning and learning through demonstrations, has been utilized to
train robots in these aspects [4].

ML research, particularly computer vision (CV) and natural language processing (NLP) have enjoyed enormous
success over the past decade. Advances in NLP have shown great relevance for various downstream tasks such as
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language generation [1], personalization [32], and recommender systems [29–31]. Similarly, autonomous vehicles
[9, 11, 12, 18, 23], robotics [8, 10], medical imaging [3], facial recognition, gesture tracking [20, 33] and interactive
entertainment are among the key areas where the cross-domain adoption of human-in-the-loop techniques has gained
momentum.

Improving model predictions, and creating a seamless interaction between humans and ML systems are the two
main reasons for Human-in-the-Loop Applied ML (HITLAML). The aim of this interdisciplinary workshop is to put a
spotlight on recent advances and practical applications of ML involving human feedback and identify new paths for
refining ML algorithms, promoting transparency, improving model interpretability, and ensuring ethically sound AI.

1.1 Theme of Submission

The workshop has an interdisciplinary theme and welcomes submissions of works involving practical applications of
Machine learning in HCI context. The relevant themes include but not limited to:

• Human-in-the-loop NLP
– Language Modeling for downstream tasks
– Machine Translation
– Conversational Agents

• Human-in-the-loop CV
– Gesture recognition
– Motion Detection
– Pose Estimation

• HCI
– Emotion recognition using EEG, FNIRS, Eye tracking
– Brain computer interfaces (BCI)
– Bio-signal processing
– Mouse tracking
– Adaptive User Interfaces (AUI)

• Applied ML
– Recommender Systems, Personalization
– Applied ML in Health care
– Applied ML in digital arts and cultural Heritage
– Applied ML in Economics and Finance
– Applied ML in Transportation and Logistics

• Ethical considerations in applied ML.

1.2 Call for Participation

Submissions for contributing papers must be original and may consist of 4–6 pages of content excluding references and
appendices by following the CEUR single-column style template Previously published articles, preliminary work, and
demos can be submitted as extended abstracts (2 pages + references). Submissions are to be made via Microsoft CMT.

Papers will be submitted to a double-blind review process. Accepted papers and abstracts will be presented as oral
or poster presentations and will be published with CEUR-Workshop Proceedings. Presentations will be made freely
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available on the workshop website. All papers accepted to HITLAML must be presented at the workshop to appear in
the proceedings. HITLAML requires that at least one author of each accepted submission must attend the workshop.

Important Dates:

• Paper and Demo Submission deadline: July 14, 2023
• Travel Grant Application deadline: July 20, 2023
• Notification of acceptance: August 3, 2023
• Camera-ready Submission: August 18, 2023
• Registration opens: July 26, 2023
• Workshop dates: September 04 - 06, 2023

All deadlines are in Anywhere on Earth (AoE) time zone.

2 ORGANIZERS

• Bereket A. Yilma: is a Computer Scientist specializing in optimization and applied Machine Learning. He
holds a PhD in Automatic Signal and Image Processing, and Computer Engineering. Currently, he works as
a researcher within the Computational Interaction (COIN) research group at the University of Luxembourg
and is a Lecturer in the Department of Computer Science. He also serves as the instructor of Recommender
Systems in the Doctoral School of Computer Science and Computer Engineering. His research focuses on
various aspects of Human-Centered Artificial Intelligence, including Recommender Systems, Adaptive User
Interfaces, and Personalization in the context of Smart Interactive Environments aka Cyber-Physical-Social
Systems (CPSS). As an Associate Chair of SIGCHI, he actively contributes to the HCI community. He is an In-
structor at the SIGCHI CIX Summer Schools and serves as a PCmember and reviewer for flagship HCI/ML venues.

• Surafel M. Lakew: is an applied scientist at Amazon AWS AI Labs, since 2020. He completed his Ph.D. at the
Fondazione Bruno Kessler HLT-MT research lab and at the University of Trento ICT-Doctoral School, advised by
Marcello Federico. His thesis, Multilingual Neural Machine Translation for Low-Resource Languages, investi-
gates approaches to improve the performance of neural machine translation models for language pairs without
large-scale training data. His current research focuses on natural language and speech processing.

• Yogesh Virkar: is an applied scientist at AWS AI Labs working on speech and language technologies. He
graduated with a Ph.D. from the University of Colorado, Boulder in 2017. In his thesis titled "Effects of multilayer
network interactions on neural network dynamics", he explored stability and learning in computational models of
complex biological neural networks. Before joining Amazon, he worked for Agile SDE, LLC., a small technology
startup in the healthcare industry where he worked on problems related to natural language processing of
medical text.

• Alina Karakanta: is an Assistant Professor in Machine Translation at Leiden University. Her research has been
navigating disciplinary boundaries between translation studies, computational linguistics and machine learning,
with the aim of leveraging the symbiotic relationship between humans and artificial intelligence to enhance
machine translation systems. Her research interests include speech translation, NLP for low-resource languages
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and scenarios, corpus-based translation & interpreting studies, and media accessibility.

• Laura Plein: is a researcher and tech educator at the Luxembourg Tech School asbl. Currently, her research
focuses on machine learning and its applications in cybersecurity. More specifically, she specializes in the
development of AI verification systems for use in privacy-related use cases, as well as the ethical implications
of such technologies. In addition to this current research, she has previous experience working with natural
language processing and has developed Luxembourgish language models. Beyond her work on Luxembourgish
models, she is also working on generating formal test cases from informal bug reports using NLP towards
improving the process of automated program repair in collaboration with the SnT.

3 WEBSITE

Details about the workshop, including key dates, will be available via the workshop website: https://hitlaml.uni.lu. This
website together with the workshop’s official Twitter and Linkedin pages will act as the information catalyst in the
weeks leading up to the workshop. It would also act as a repository for participants’ submissions, and participants will
be encouraged to familiarize themselves with the other attendees before the day of the workshop.

4 WORKSHOP PROGRAM

The 1st edition of HITLAML workshop1 took place at the University of Luxembourg, Belval Campus from septemeber 04
- 06, 2023. The event garnered a lot of interest from the community with over 115 participants, 11 submissions, 2 tutorials,
3 keynotes, 1 demo session and 1 panel discussion that fostered a lot of interdisciplinary communication. Additionally,
we also published proceedings with CEUR2. The event took place as a hybrid format to encourage collaboration,
knowledge sharing, and meaningful interactions among participants, whether they choose to attend in-person or
virtually. Remote attendees had access to a dedicated virtual platform, where they can join live-streamed sessions,
interact with speakers, and engage in discussions. Recognizing the diverse time zones and scheduling constraints of
our global audience, the workshop offered asynchronous engagement. All sessions, including keynote talks, paper
presentations, and panel discussions, were recorded and made available for later viewing via the workshop website
and our official YouTube channel. This allowed participants who could not attend in real-time to access the workshop
materials at their convenience, ensuring that the knowledge shared during the workshop remains accessible to a broad
and varied audience. We also encouraged and made sure all authors prepare their papers and presentations following
the accessible presentation guidelines of SIGACCESS[25].

5 WORKSHOP STRUCTURE

During the 3-day event, keynotes, tutorials, paper presentations, interactive demos and a panel of discussions were
delivered by world-renowned experts including Prof. Jean Vanderdonckt from UCLouvain, Belgium, Prof. Jonathan
K. Kummerfeld from the University of Sydney, Australia, Prof. Janin Koch from ExSitu Lab at Inria Paris-Saclay, Dr.
Ludovik Coba from Expedia Group, London, United Kingdom. The workshop activities and timeline are shown in
Table 1.

The workshop created significant opportunities for scientists to share their latest research findings, allowing the
general public to learn about the practical applications of AI. The panel discussion, a highlight of the conference, focused
1https://hitlaml.uni.lu/
2https://ceur-ws.org/Vol-3524/
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Day 1
Workshop Activity Timeline
Registration and welcome coffee 09:00 - 09:30
Tutorial 1: by Dr. Ludovik Coba: Interpretability of Machine Learning Models 10:00 - 11:00
Paper presentations 11:00 - 12:00
Lunch break and networking 12:00 - 2:00
Opening Keynote by Prof. Djamila Aouada: Enabling 3D reverse engineering 2:00 - 3:00
Spotlight Presentation 3:00 - 3:45
Break and networking 3:45 - 4:00
Demo session 4:00 - 6:00
Dinner 7:00 - 8:00
Day 2
Keynote by Prof. Jean Vanderdonckt: To the end of our possibilities with adaptive user interfaces 09:15 - 10:15
Break and networking 10:15 - 10:30
Prof. Jonathan K. Kummerfeld: Collaborative Human-AI Systems for Databases, Diplomacy, and more 10:30 - 12:00
Lunch break and networking 12:00 - 2:00
Paper presentations 2:00 - 3:00
Panel discussion 3:00 - 3:45
Break and networking 3:45 - 4:00
Closing Keynote by Prof. Janin Koch: Human-AI collaboration Shifting the focus to interaction 4:00 - 5:00
Closing Ceremony and Best paper award 5:00 - 5:30
Day 3
Socials 10:00 - 11:00
A piece of world heritage: The Blast furnaces in the City of Science (Tour) 11:00 - 12:00

Table 1. Workshop Activities and Timeline.

on pressing topics at the intersection of Artificial Intelligence and Society. Expert discussions touched upon crucial
subjects such as Generative AI, Bias Mitigation, Transparency and Explainability, Privacy, and Security. The active
participation of attendees added depth to the conversation, emphasizing the need for coordinated efforts in every facet
of AI. The workshop, provided a unique forum for decision-makers, scientists, and end-users to come together and
shape the future of AI.

The workshop also invited young students from Luxembourg Tech School (LTS) to feature their projects during the
interactive demo session, giving them the opportunity to receive expert feedback, network with professionals and gain
insights into the latest advancements in AI research. HITLAML’23 was sponsored by FRN’s RESCOM grant co-funded
with the Interdisciplinary Lab for Intelligent and Adaptive Systems (ILIAS) from the UNiversity of Luxembourg.

6 POST-WORKSHOP PLANS

The goal of human-in-the-loop AI with our main focus areas of interaction, natural Language/speech processing,
computer vision and responsible AI presents a wealth of interdisciplinary opportunities to researchers and practitioners
alike. We aspire to build and foster a community centered around these pivotal topics, uniting diverse voices and
expertise. To that end, we plan to publish a report of the workshop highlights and outcomes. Workshop papers along with
outcomes will be made available after the workshop on the workshop website and published in workshop proceedings.
We also aim to keep fostering communication and interest through mailing lists and blog posts on social media. Except
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for the scientific community, we are planning to disseminate selected findings to the general public in plain language
and accessible format, to raise awareness on ML topics that may affect everyday lives. Additionally, participants and
organizers will discuss next steps at the workshop to drive continued progress, solidify connections, and sustain the
community’s enthusiasm beyond the workshop’s conclusion.
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