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Abstract

A look at the psychology literature reveals that researchers still seem to encounter difficulties in coping

with multivariate outliers. Multivariate outliers can severely distort the estimation of population

parameters. Detecting multivariate outliers is mainly disregarded or done by using the basic Mahalanobis

distance. However, that indicator uses the multivariate sample mean and covariance matrix that are

particularly sensitive to outliers. Hence, this method is problematic. We highlight the disadvantages of the

basic Mahalanobis distance and argue instead in favor of a robust Mahalanobis distance. In particular, we

present a variant based on the Minimum Covariance Determinant, a more robust procedure that is easy to

implement. Using Monte Carlo simulations of bivariate sample distributions varying in size (ns = 20, 100,

500) and population correlation coefficient (ρ = .10, .30, .50), we demonstrate the detrimental impact of

outliers on parameter estimation and show the superiority of the MCD over the Mahalanobis distance. We

also make recommendations for deciding whether to include vs. exclude outliers. Finally, we provide the

procedures for calculating this indicator in R and SPSS software.

Introduction

Detecting outliers is a growing concern in psychology (Leys et al., 2013, Meade and Craig, 2012, Simmons et

al., 2011). Indeed, Simmons et al. (2011) showed how significant results could easily turn out to be false

positives if outliers are dealt with only flexibly and post-hoc. Leys et al. (2013) showed that researchers took

insufficient care to detect outliers, using either inappropriate methods or failing to report crucial

information about the detection process. They provide a robust method to analyze univariate outliers.

However, we argue that this problem is equally relevant for multivariate outliers. The aim of this paper is to

underline the importance of such outliers and to propose a robust method of detection.
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Quoting Barnett and Lewis (1994): “The study of outliers is as important for multivariate data as it is for

univariate samples” (p. 25). In some respect, one can say that a correct approach is even more important for

multivariate data sets (Meade & Craig, 2012), as (i) nowadays more and more observations are multi-

dimensional (e.g., when several measurements are made on each individual) and (ii) the detection of

multivariate outliers is a much more difficult task. This is due to the fact that in multiple dimensions there

are several directions in which a point can be outlying. Multivariate outliers are particularly relevant in the

context of designs involving more than two variables as is typically the case when relying on mediational

models (Hayes, 2013, Muller et al., 2005), which are commonly used in experimental social psychology.

Moreover, in structural equation modeling, detecting multivariate outliers is of particular interest given the

influence of these outliers on fit indices and is therefore a standard practice (Kline, 2015).

In this context, four issues should be addressed. Firstly, while it is obvious that outliers may appear in

measured continuous variables where all values are theoretically possible, it is not as obvious how outliers

apply to experimental designs: When one of the variables is manipulated, it should be contrast-coded (cf.

Judd, McClelland, & Ryan, 2017) and naturally, there won't be univariate outliers on such IV (besides coding

error). It is still possible to witness multivariate outliers in combinations of values of the IV and the DV but

given the limited range of the IV, it may be more efficient to detect univariate outliers in each condition

separately. However, detecting multivariate outliers can be valuable in experimental research when the

researcher is interested in the association between two or more measured variables (e.g., a continuous

moderator and a DV, see an example below) as a function of a manipulated factor. Let us consider an actual

example: Burrow and Rainone (2017: study 2)  manipulated the number of “likes” participants received on

their profile picture (three levels IV: below average, average, above average) on a social networking website

after having measured their sense of “purpose in Life”, which was used as a continuous moderator. The

authors hypothesized that receiving more “likes” will improve self-esteem (continuous DV) for people with

a low “purpose in Life”. In this design, although one variable is manipulated, the moderator is not. In such a

design there may be multivariate outliers involving the relation between the moderator and the DV worth

detecting. Assume an outlier high in “purpose in Life” and low on “Self-Esteem”. Such a value can either

create a false significant result if it is in the “below average” level of likes condition or obscure a true effect

if it is in the “above average” level of likes. Such a situation invites researchers to carefully scrutinize the

responses of these participants in the hope of understanding the reason of this observation (e. g. coding

error, systematic answers, idiosyncrasies of the participant, etc.) and to decide whether to keep or remove

the outlier following our recommendations (see below). In the present case, given that the study was not

preregistered, it would have been best to provide the results with and without the potentially detected

outliers.

Secondly, it is also important to note that outliers on the IV and on the DV axis are not equivalent. An outlier

on the DV will mainly impact the intercept whereas as an outlier on the IV will mainly affect the slope.

Indeed, the slopes of the model are mainly determined by the respective leverage of each observation that is

a function of the IVs only  (Cohen, Cohen, West, & Aiken, 2003). This implies that outlier detection is

particularly crucial to perform on the IVs, as soon as there is more than one continuous IV. In the present

paper, our examples use two continuous, measured, variables as IV and DV, but they could just as well use

two continuous IVs.

Thirdly, outliers can be viewed as a source of bias, but they can also be considered as diagnostic tools

allowing researchers to gain insights regarding the processes under study (McGuire, 1997). Consider a

person who exhibits a very high level of in-group identification but a very low level of prejudice towards a

specific out-group. This would count as an outlier under the theory that group identification leads to
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prejudice towards relevant out-groups. Detecting this person and seeking to determine why this is the case

may help uncover possible moderators of the somewhat simplistic assumption that identification leads to

prejudice. For example, this person might have inclusive representations of his/her in-group. One's social

representation of the values of the in-group may thereby be found to be an important mediator (or

moderator) of this relation. Merely disregarding this outlier or “excluding” it would have missed out the

possibility of such a theoretical insight.

Lastly, and importantly, once outliers have been detected, it behooves the researcher to decides whether to

include them or not in the subsequent analyses. It is now well known (Simmons et al., 2011) that such

degrees of freedom can adversely impact the conclusions of subsequent statistical tests. It is therefore

necessary to define a principled approach to excluding versus including outliers before data collection. We

suggest to define a priori (i.e., in the context of a preregistration) an outlier management policy. There are

two types of detected outliers: those that are part of the original population (false positives) and those that

come from a different population (true negatives). There is no mathematical solution to discriminating

these two categories. Both types of errors (keeping true negatives or removing false positives) have a cost in

terms of type I and type II errors as well in the estimation of the parameters. Therefore, any general course

of action (i.e., keeping vs. removing all outliers) is potentially costly. We invite researchers to first commit to

a general policy of either keeping or removing outliers and to preregister this decision to the best of their

abilities (cf. van't Veer & Giner-Sorolla, 2016). This decision can be informed by various factors: previous

research in this area or statistical arguments. Once these outliers have been detected, and regardless of the

policy being chosen, it is important to inspect them. Even if one wishes to keep them in principle, there may

be cases in which removal is recommended. Here is a (not necessarily exhaustive) list of possible exclusion

criteria (see also, Cohen et al., 2003):

• Values on two or more variables are logically, or physically, incompatible (e.g., weighting lbs. 100 and

being 6′ 5 tall or expressing support for a positively worded proposition and for the same, negatively

worded, proposition).

• Responses on control questions aimed at verifying participants' attention should also be inspected. If the

respondent is detected as a multivariate outlier and has also failed such a question, it may raise suspicion

as to the validity of his/her responses.

• In online surveys especially, participants may respond mechanically, not paying attention to the

questions. As an alternative or supplement to control questions, the presence of systematic patterns (e.g.,

answering systematically at the extremes) should be checked and, if confirmed, can justify excluding

outliers.

• If outliers are associated with a specific condition or stimulus, rather than being randomly distributed

among conditions, this suggests that an unknown factor was confounded with the manipulation and the

problem may be greater than just the outliers. In such a situation, excluding them may not be

appropriate, because it would violate random allocation.

Each of these criteria should be specified in quantitative terms (e.g., starting from which discrepancy

between height and weight shall a participant be considered out of range?). However, we are convinced that

some reasons for excluding outliers may not be predicted a priori but still be perfectly valid. To deal with

such instances, we invite researchers to address them by asking judges blind to the research hypotheses to

make a decision on whether outliers that do not correspond to the a priori decision criteria should be

included or not. Regardless, the most important aspect of this whole procedure is that it be specified before

data collection. Given that our main scope is about detection of outliers, we refer readers further interested



in the topic of coping with outliers to the papers of McClelland (2000), Cousineau and Chartier (2010) and

Bakker and Wicherts (2014).

So far, we have not addressed the crucial question of how to detect outliers. Leys et al. (2013) have described

a robust method for doing so in a sample of univariate observations. They have provided evidence that the

commonly used rule, namely considering as outlier an observation which lies outside the interval formed by

the mean plus or minus a coefficient (2, 2.5 or 3) times the standard deviation, should in fact be avoided,

due to the fact that both the mean and the standard deviation themselves are heavily affected by outlying

values. Instead, they proposed to use intervals formed by the median plus or minus a coefficient times the

Median Absolute Deviation (MAD), as both the median and the MAD are very robust to aberrant

observations, making this criterion much more sensitive. For more information, see Leys et al. (2013).

In the present paper, we propose such a robust and easy indicator for multivariate data sets, that is,

observations of higher dimensions. Indeed, a survey made in the same journals as those used by Leys et al.

(2013), namely the Journal of Personality and Social Psychology (JPSP) and Psychological Science (PS),

revealed that few researchers seem to mind about multivariate outliers. We introduced “multivariate

outlier” (without “s”) as keywords and chose a period of 16 years (between 2000 and 2015). We found 8 hits

for JPSP and 16 hits for PS. From these 24 papers, nine used the basic Mahalanobis distance (see below), five

used another criterion (leverage using Student-t residuals or Cook's distance), and ten did not provide any

information about the detection strategy. We then searched on PS only, with the keywords “multiple

regression” for the same period and found 651 hits. This means that for over 97.5% of this type of

multivariate analyses, either researchers did not search for multivariate outliers or they did not report any

information about it. The 16 other teams looked for multivariate outliers, but either with a questionable

method or without providing information about the method. There is, thus, a clear need for more awareness

in our field about detecting outliers.

Section snippets

Multivariate outliers and the Mahalanobis distance

In a mathematical way of thinking, to detect outliers one has to take into consideration the shape/structure

of the data set. Indeed, imagine a cloud of data points in ℝ  having an elliptical form, sampled for example

from a bivariate normal distribution with mean μ = 0 and covariance matrix .

In an ellipse, some points are closer to the center than others (see Fig. 1), yet we cannot conclude that the

more distant points (in terms of the classical Euclidean distance , where x is a…

Cook's distance and leverage methods

Among outlier detection methods, Cook's distance and leverage are less common than the basic

Mahalanobis distance, but still used. Cook's distance estimates the variations in regression coefficients after

removing each observation, one by one (Cook, 1977). Therefore, as soon as there is more than one outlying

value, the remaining outliers influence the estimators. As for the leverage method, it provides the same

information as the Mahalanobis distance (Cohen et al., 2003): It is based on the…

The Minimum Covariance Determinant estimators
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The Minimum Covariance Determinant approach was proposed by Rousseeuw, 1984, Rousseeuw, 1985. The

idea is quite simple: to find a fraction h of “good observations” which are not considered to be outliers and

to compute the sample mean and covariance from this sub-sample. In other words, for a sample of size n, a

number h of observations, where h lies between n/2 and n, is selected on which the empirical mean and

empirical covariance matrix are calculated. This procedure is repeated for all…

The Mahalanobis-MCD distance

In view of what precedes, the robust criterion for multivariate outlier detection we shall propose

corresponds to where c  remains to be determined. Note

that as the MCD estimator is affine equivariant, the robust Mahalanobis distances are affine invariant.

Theoretically, the squared Mahalanobis-MCD distance (in abbreviation MMCD distance) can be

approximated by a χ  distribution (Rousseeuw & Van Zomeren, 1990), hence we can use ,

which is the square-root…

Monte Carlo simulation

In order to show the superiority of the Mahalanobis-MCD distance over the basic Mahalanobis distance in

terms of outlier detection capacities, we ran a Monte Carlo simulation using the following settings:

(a) We sampled two random variables X and Y from a normal distribution Z(0,1).…

(b) We set a population correlation of ρ = .1, .3 and .5, related to Cohen's effect size standards (Cohen, 1992)

between the variables.…

(c) We use three sample sizes: 20, 100, and 500.…

(d) We introduce a constant 5% of outlying values,…

…

Conclusion

Given the results of our survey of two journals, emphasizing a poor management of multivariate outliers,

we showed that the methods conventionally used are problematic because they are polluted by the outlying

value they aim at detecting. We argue in favor of robust estimators with a suitably high breakdown point, as

these estimators are the least affected by outliers. Moreover, we would suggest the use of estimators that

are affine invariant such as the MCD approach proposed in this paper.

We…
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