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#### Abstract

In this work we construct novel $H$ (sym Curl)-conforming finite elements for the recently introduced relaxed micromorphic sequence, which can be considered as the completion of the div Div-sequence with respect to the $H$ (sym Curl)-space. The elements respect $H$ (Curl)-regularity and their lowest order versions converge optimally for [ $H$ (sym Curl) $\backslash H$ (Curl)]-fields. This work introduces a detailed construction, proofs of linear independence and conformity of the basis, and numerical examples. Further, we demonstrate an application to the computation of metamaterials with the relaxed micromorphic model.
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## 1 Introduction

The deviatoric $H^{\text {dev }}$ (sym Curl, $V$ ) space has been introduced in 48 as part of the div Div-complex in the context of biharmonic equations, for which discrete sequences can be found in 9, 12, 20, 28, 29. Moreover, in 8 the authors show that many Hilbert space complexes $3,5,51,13,30,44,46,47,49]$ are in fact related to each other through various operators. In contrast to the div Div-complex, in [33 the full $H$ (sym Curl, $V$ )space has been defined in the context of the relaxed micromorphic model $31,32,41,64$, where the model has been shown to maintain well-posedness in this larger space due to the generalised incompatible Korn-type inequalities 24, 25, 33, 35, 42, 43. The relaxed micromorphic model is expressed as a two-field minimisation problem via the energy functional

$$
\begin{align*}
I(\mathbf{u}, \boldsymbol{P})=\frac{1}{2} \int_{V} & \left\langle\mathbb{C}_{\mathrm{e}} \operatorname{sym}(\mathrm{Du}-\boldsymbol{P}), \operatorname{sym}(\mathrm{Du}-\boldsymbol{P})\right\rangle+\left\langle\mathbb{C}_{\text {micro }} \operatorname{sym} \boldsymbol{P}, \operatorname{sym} \boldsymbol{P}\right\rangle \\
+ & \left\langle\mathbb{C}_{\mathrm{c}} \operatorname{skew}(\operatorname{Du}-\boldsymbol{P}), \operatorname{skew}(\operatorname{Du}-\boldsymbol{P})\right\rangle+\mu_{\text {macro }} L_{\mathrm{c}}^{2}\langle\mathbb{L} \text { sym Curl } \boldsymbol{P}, \operatorname{sym} \operatorname{Curl} \boldsymbol{P}\rangle \mathrm{d} V \\
& \quad-\int_{V}\langle\mathbf{u}, \mathbf{f}\rangle+\langle\boldsymbol{P}, \boldsymbol{M}\rangle \mathrm{d} V \rightarrow \text { min } \quad \text { w.r.t. } \quad\{\mathbf{u}, \boldsymbol{P}\}, \tag{1.1}
\end{align*}
$$

[^0]where the sym Curl-operator for second order tensors is defined via
\[

2 sym Curl \boldsymbol{P}=\left[$$
\begin{array}{ccc}
2\left(P_{13, y}-P_{12, z}\right) & P_{23, y}-P_{22, z}+P_{11, z}-P_{13, x} & P_{12, x}-P_{11, y}+P_{33, y}-P_{32, z}  \tag{1.2}\\
P_{23, y}-P_{22, z}+P_{11, z}-P_{13, x} & 2\left(P_{21, z}-P_{23, x}\right) & P_{31, z}-P_{33, x}+P_{22, x}-P_{21, y} \\
P_{12, x}-P_{11, y}+P_{33, y}-P_{32, z} & P_{31, z}-P_{33, x}+P_{22, x}-P_{21, y} & 2\left(P_{32, x}-P_{31, y}\right)
\end{array}
$$\right],
\]

and the domain $V \subset \mathbb{R}^{3}$ denotes a general bounded, open, non-emtpy set. The displacement field and the microdistortion field are functions of the domain

$$
\begin{equation*}
\mathbf{u}: \bar{V} \subset \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \quad \boldsymbol{P}: \bar{V} \subset \mathbb{R}^{3} \rightarrow \mathbb{R}^{3 \times 3} \tag{1.3}
\end{equation*}
$$

The tensors $\mathbb{C}_{\mathrm{e}}, \mathbb{C}_{\text {micro }} \in \mathbb{R}^{3 \times 3 \times 3 \times 3}$ are standard positive definite fourth order meso- and micro-elasticity tensors. For isotropic materials they are given by

$$
\begin{equation*}
\mathbb{C}_{\mathrm{e}}=2 \mu_{\mathrm{e}} \mathbb{J}+\lambda_{\mathrm{e}} \mathbb{1} \otimes \mathbb{1}, \quad \mathbb{C}_{\text {micro }}=2 \mu_{\text {micro }} \mathbb{J}+\lambda_{\text {micro }} \mathbb{1} \otimes \mathbb{1}, \tag{1.4}
\end{equation*}
$$

where $\mathbb{1} \in \mathbb{R}^{3 \times 3}$ is the second order identity tensor and $\mathbb{J} \in \mathbb{R}^{3 \times 3 \times 3 \times 3}$ is the fourth order identity tensor. The macroscopic shear modulus is designated as $\mu_{\text {macro }}$. The fourth order tensor $\mathbb{C}_{c} \in \mathbb{R}^{3 \times 3 \times 3 \times 3}$ is a positive semidefinite material tensor related to Cosserat micro-polar continua [4, 23, 53, which accounts for infinitesimal rotations $\mathbb{C}_{\mathrm{c}}: \mathfrak{s o}(3) \rightarrow \mathfrak{s o}(3)$, where $\mathfrak{s o}(3)$ is the space of skew-symmetric matrices. For isotropic materials there holds $\mathbb{C}_{\mathrm{c}}=2 \mu_{\mathrm{c}} \mathbb{J}$, where $\mu_{\mathrm{c}} \geq 0$ is the Cosserat couple modulus. Lastly, $\mathbb{L} \in \mathbb{R}^{3 \times 3 \times 3 \times 3}$ is a positive definite fourth order tensor of weights for the characteristic length scale parameter $L_{\mathrm{c}}$, which is motivated by the geometry of a possible microstructure. For simplicity, we assume $\mathbb{L}=\mathbb{J}$ in the following. The forces and micro-moments are given by $\mathbf{f}$ and $\boldsymbol{M}$, respectively. The balance equations are derived by variation and partial integration, reading

$$
\begin{align*}
-\operatorname{Div}\left[\mathbb{C}_{\mathrm{e}} \operatorname{sym}(\mathrm{Du}-\boldsymbol{P})+\mathbb{C}_{\mathrm{c}} \operatorname{skew}(\mathrm{Du}-\boldsymbol{P})\right]=\mathbf{f} & \text { in } \quad V,  \tag{1.5a}\\
-\mathbb{C}_{\mathrm{e}} \operatorname{sym}(\mathrm{Du}-\boldsymbol{P})-\mathbb{C}_{\mathrm{c}} \operatorname{skew}(\mathrm{Du}-\boldsymbol{P})+\mathbb{C}_{\text {micro }} \operatorname{sym} \boldsymbol{P}+\mu_{\text {macro }} L_{\mathrm{c}}^{2} \operatorname{Curl}(\mathbb{L} \operatorname{sym} \operatorname{Curl} \boldsymbol{P})=\boldsymbol{M} & \text { in } \quad V . \tag{1.5b}
\end{align*}
$$

We note that an alternative version of the model employs the $H$ (Curl, $V$ )-space 41, in which case the entire Curl of the microdistortion Curl $\boldsymbol{P}$ appears in the energy functional, instead of just the symmetric part sym Curl $\boldsymbol{P}$.

In this work we are interested in constructing conforming finite elements for the complete $H$ (sym Curl, $V$ ) space in the context of the relaxed micromorphic model. As shown in 33, the $H($ sym Curl, $V$ )-space is strictly larger than $H($ Curl, $V)$ and in general there holds

$$
\begin{equation*}
\left[H^{1}(V)\right]^{3 \times 3} \subsetneq H(\operatorname{Curl}, V) \subsetneq H(\operatorname{sym} \operatorname{Curl}, V) \tag{1.6}
\end{equation*}
$$

Consequently, conforming finite elements for $\left[H^{1}(V)\right]^{3 \times 3}$ and $H($ Curl, $V)$, such as Lagrange and Nédélec 38, 39, are clearly conforming in $H(\operatorname{sym} \operatorname{Curl}, V)$ and represent possible candidates for computations in the space. However, since the $H$ (sym Curl, $V$ )-space is strictly larger, there exist solutions not belonging to $\left[H^{1}(V)\right]^{3 \times 3}$ or $H(\operatorname{Curl}, V)$ but to $H(\operatorname{sym}$ Curl, $V)$, such that for these, suboptimal convergence is observed, as demonstrated in (60]. We note that in 33], the space $H(\operatorname{dev} \operatorname{sym} \operatorname{Curl}, V)$ has also been introduced and shown to be strictly larger than the $H$ (sym Curl, $V$ )-space such that

$$
\begin{equation*}
\left[H^{1}(V)\right]^{3 \times 3} \subsetneq H(\text { Curl }, V) \subsetneq H(\operatorname{sym} \text { Curl }, V) \subsetneq H(\operatorname{dev} \text { sym Curl, } V) \tag{1.7}
\end{equation*}
$$

Nonetheless, the generalised Korn-inequality (needed for well-posedness in the case of $\mathbb{C}_{\mathrm{c}}=0$ ) continues to hold also with the very weak correction term dev sym $\operatorname{Curl} \boldsymbol{P}$, see $\sqrt{33}$. Consequently, requiring the control of only $\| \mathrm{dev}$ sym Curl $P \|_{L^{2}}$ allows to relax the considered variational problem even further, while consistently maintaining well-posedness. The latter demonstrates the decisive role that such coercivity estimates play in the deduction of sound mathematical models. Sharp criteria for the validity of such Korn-Maxwell-Sobolev type inequalities were given in the recent works 24-26 and the references contained therein. Nevertheless, Observation 2.3 from 33] states

$$
\begin{equation*}
\operatorname{dev} \operatorname{sym}[\boldsymbol{P} \times \mathbf{v}]=0 \quad \Longleftrightarrow \quad \operatorname{sym}[\boldsymbol{P} \times \mathbf{v}]=0 \quad \forall\{\boldsymbol{P}, \mathbf{v}\} \in \mathbb{R}^{3 \times 3} \times \mathbb{R}^{3} \tag{1.8}
\end{equation*}
$$

implying that for the corresponding traces there holds

$$
\begin{equation*}
\operatorname{tr}_{H(\text { dev sym Curl })} \boldsymbol{P}=0 \quad \Longleftrightarrow \quad \operatorname{tr}_{H(\text { sym Curl })} \boldsymbol{P}=0 \tag{1.9}
\end{equation*}
$$

such that the spaces $H(\operatorname{sym}$ Curl, $V)$ and $H(\operatorname{dev}$ sym Curl, $V)$ possess the same regularity for discretisations. Thus, finite elements for the $H(\operatorname{sym} \operatorname{Curl}, V)$-space are automatically $H(\operatorname{dev}$ sym Curl, $V)$-conforming and vice versa, although the kernel of the $H(\operatorname{dev}$ sym Curl, $V)$-space is in fact larger 33 . Consequently, for complete polynomial spaces $\left[P^{p}(V)\right]^{3 \times 3}$ there cannot exist an $H$ (dev sym Curl, $V$ )-conforming finite element with a larger polynomial kernel than for a conforming $H$ (sym Curl, $V$ )-discretisation and the elements coincide.

To the authors knowledge, this work introduces the first conforming finite elements for $H$ (sym Curl, $V$ ), which also respect the minimal tangential regularity of $H(\mathrm{Curl}, V)$. Alternative constructions with higher regularity are found in $12,28,29,60$. In these works the authors rely on vertex degrees of freedom to define the $H$ (sym Curl, $V$ )-subspace. The latter imposes a higher regularity on the subspace than the one exhibited by Nédélec elements $[6,38,39,57,59,62,67$, which are used to discretise $H($ Curl, $V)$. This is of particular importance to the relaxed micromorphic model, since the model is multi-scale in nature. In fact, as shown in $\left[54,58,61,62,64,65\right.$, the characteristic length scalar parameter $L_{\mathrm{c}}$ allows the model to interpolate between macro and micro reactions, which are governed by linear elasticity models. In the limit of the characteristic length scale parameter $L_{\mathrm{c}} \rightarrow+\infty$ the microdistortion field $\boldsymbol{P}$ is expected to degenerate into a gradient field $\boldsymbol{P}=\mathrm{Dv}$ for some vector $\mathbf{v}$, such that it is compatible with the gradient of the displacement field Du. This is possible for

$$
\begin{equation*}
\mathrm{Du} \in H(\mathrm{Curl}, V) \subset H(\operatorname{sym} \operatorname{Curl}, V) \ni \boldsymbol{P} \tag{1.10}
\end{equation*}
$$

due to $H$ (sym Curl, $V$ ) being the larger space, but impossible for

$$
\begin{equation*}
\boldsymbol{P} \in\left[H^{1}(V) \otimes \mathfrak{s l}(3)\right] \oplus\left[L^{2}(V) \otimes \mathbb{1}\right] \nsupseteq H(\text { Curl }, V), \tag{1.11}
\end{equation*}
$$

which is the construction used in 60 . The latter imposes deviatoric $C^{0}(V)$-continuity at the vertices and allows the identity tensor $\mathbb{1}$ to jump in the discrete subspace. As such, it is not conforming in $H(\operatorname{Curl}, V)$. Consequently, such a construction may induce locking in the limit of $L_{\mathrm{c}} \rightarrow+\infty$, analogously to how shearlocking in the Reissner-Mindlin plate 63] is due to incompatibility of the discrete spaces for a vanishing thickness $t \rightarrow 0$. Further, the $H$ (Curl, $V$ )-version of the relaxed micromorphic model introduces the consistent coupling condition 17

$$
\begin{equation*}
\boldsymbol{P} \times \mathbf{n}=\mathrm{D} \widetilde{\mathbf{u}} \times \mathbf{n} \quad \text { on } \quad A_{D} \tag{1.12}
\end{equation*}
$$

which controls the Dirichlet boundary $A_{D}^{P}=A_{D}^{u}=A_{D}$ of the microdistortion field. Again, the condition requires the consistency of the Sobolev trace spaces [19, 27] $\operatorname{tr}_{H(\text { Curl })} \mathrm{D} \widetilde{\mathbf{u}} \in \operatorname{tr}_{H(\text { Curl })}[H$ (Curl, $\left.V)\right]$, which is not satisfied by a $C^{0}(V)$-construction. In the $H$ (sym Curl, $V$ )-version of the model the consistent coupling condition is adjusted to $\operatorname{sym}(\boldsymbol{P} \times \mathbf{n})=\operatorname{sym}(\mathrm{D} \widetilde{\mathbf{u}} \times \mathbf{n})$. There holds

$$
\begin{equation*}
\operatorname{tr}_{H(\text { Curl })}[H(\operatorname{Curl}, V)] \subseteq \operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})}[H(\operatorname{sym} \text { Curl, } V)], \tag{1.13}
\end{equation*}
$$

implying a weaker imposition of Dirichlet boundary conditions which a consistent discretisation must satisfy.
This work is organized as follows: Firstly we introduce the relevant Hilbert spaces and operators used in this paper. Secondly, we discuss the div Div-sequence and its completion towards the relaxed micromorphic sequence. Next, we construct finite elements for $H(\operatorname{sym} \operatorname{Curl}, V)$. The elements are then benchmarked via numerical examples showcasing convergence results. Lastly, we discuss our conclusions and outlook.

The low order elements are implemented in the open source finite element software NGSolve ${ }^{1} 55,56$ and are available as supplementary material to this paper ${ }^{2}$.

### 1.1 Notation

The following notation is used throughout this work. Exceptions to these rules are made clear in the precise context.

[^1]- vectors are defined as bold lower-case letters $\mathbf{v}, \boldsymbol{\xi}$
- matrices are bold capital letters $\boldsymbol{M}$
- fourth-order tensors are designated by the blackboard-bold format $\mathbb{A}$
- we designate the Cartesian basis as $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$
- the angle-brackets are used to define scalar products of arbitrary dimensions $\langle\mathbf{a}, \mathbf{b}\rangle=a_{i} b_{i},\langle\boldsymbol{A}, \boldsymbol{B}\rangle=$ $A_{i j} B_{i j}$
- the matrix product is used to indicate all partial-contractions between a higher-order and a lower-order tensor $\boldsymbol{A v}=A_{i j} v_{j} \mathbf{e}_{i}, \mathbb{A} \boldsymbol{B}=A_{i j k l} B_{k l} \mathbf{e}_{i} \otimes \mathbf{e}_{j}$
- subsequently, we define various differential operators based on the Nabla-operator $\nabla=\partial_{i} \mathbf{e}_{i}$
- volumes and surfaces of the physical domain are identified via $V$ and $A$, respectively. Their counterparts on the reference domain are $\Omega$ and $\Gamma$
- the volume of elements on the domain is denoted by $T$
- tangent, cotangent and normal vectors on the physical domain are designated by $\mathbf{t}, \mathbf{m}$ and $\mathbf{n}$, respectively. On the reference domain we use $\boldsymbol{\tau}, \boldsymbol{\mu}$ and $\boldsymbol{\nu}$
- in the following, the polytopes of a tetrahedral element are identified with multi-indices, e.g., edge $e_{j}$ with $j \in \mathcal{J}=\{(1,2),(1,3), \ldots\}$


## 2 Hilbert spaces

We introduce the classical Hilbert spaces and their respective norms

$$
\begin{align*}
L^{2}(V) & =\left\{u: V \rightarrow \mathbb{R} \mid\|u\|_{L^{2}}^{2}<\infty\right\}, & \|u\|_{L^{2}}^{2}=\int_{V}\|u\|^{2} \mathrm{~d} V,  \tag{2.1a}\\
H^{1}(V) & =\left\{u \in L^{2}(V) \mid \nabla u \in\left[L^{2}(V)\right]^{3}\right\}, & \|u\|_{H^{1}}^{2}=\|u\|_{L^{2}}^{2}+\|\nabla u\|_{L^{2}}^{2},  \tag{2.1b}\\
H(\operatorname{curl}, V) & =\left\{\mathbf{p} \in\left[L^{2}(V)\right]^{3} \mid \operatorname{curl} \mathbf{p} \in\left[L^{2}(V)\right]^{3}\right\}, & \|\mathbf{p}\|_{H(\text { curl })}^{2}=\|\mathbf{p}\|_{L^{2}}^{2}+\|\operatorname{curl} \mathbf{p}\|_{L^{2}}^{2}, \\
H(\operatorname{div}, V) & =\left\{\mathbf{p} \in\left[L^{2}(V)\right]^{3} \mid \operatorname{div} \mathbf{p} \in L^{2}(V)\right\}, & \|\mathbf{p}\|_{H(\text { div })}^{2}=\|\mathbf{p}\|_{L^{2}}^{2}+\|\operatorname{div} \mathbf{p}\|_{L^{2}}^{2} .
\end{align*}
$$

Further, we introduce the matrix-valued Hilbert spaces

$$
\begin{align*}
H(\operatorname{Curl}, V) & =[H(\operatorname{curl}, V)]^{3},  \tag{2.2a}\\
H(\operatorname{sym} \operatorname{Curl}, V) & =\left\{\boldsymbol{P} \in\left[L^{2}(V)\right]^{3 \times 3} \mid \operatorname{sym} \operatorname{Curl} \boldsymbol{P} \in\left[L^{2}(V)\right]^{3 \times 3}\right\},  \tag{2.2b}\\
H(\operatorname{div} \operatorname{Div}, V) & =\left\{\boldsymbol{P} \in\left[L^{2}(V)\right]^{3 \times 3} \mid \operatorname{div} \operatorname{Div} \boldsymbol{P} \in L^{2}(V), \quad \boldsymbol{P}=\boldsymbol{P}^{T}\right\}, \tag{2.2c}
\end{align*}
$$

where the space $H(\operatorname{Curl}, V)$ is to be understood as a row-wise matrix of the vectorial space $H($ curl, $V)$. The respective norms of the matrix-valued spaces read

$$
\begin{align*}
\|\boldsymbol{P}\|_{H(\text { sym Curl })}^{2} & =\|\boldsymbol{P}\|_{L^{2}}^{2}+\|\operatorname{sym} \operatorname{Curl} \boldsymbol{P}\|_{L^{2}}^{2}  \tag{2.3a}\\
\|\boldsymbol{P}\|_{H(\text { div Div })}^{2} & =\|\boldsymbol{P}\|_{L^{2}}^{2}+\|\operatorname{div} \operatorname{Div} \boldsymbol{P}\|_{L^{2}}^{2} \tag{2.3b}
\end{align*}
$$

Remark 2.1 (Alternative $H$ (div Div, $V$ )-definition)
Observe that other works may employ an alternative definition of the $H(\operatorname{div} \operatorname{Div}, V)$-space ,45, 50, 51]

$$
\begin{equation*}
H(\operatorname{div} \operatorname{Div}, V)=\left\{\boldsymbol{P} \in\left[L^{2}(V)\right]^{3 \times 3} \mid \operatorname{div} \operatorname{Div} \boldsymbol{P} \in H^{-1}(V), \quad \boldsymbol{P}=\boldsymbol{P}^{T}\right\} \tag{2.4}
\end{equation*}
$$

where the regularity of $\operatorname{div} \operatorname{Div} \boldsymbol{P}$ is reduced to the $H^{-1}(V)$-setting.

Specifically for the $H$ (sym Curl, $V$ )-space we also introduce its deviatoric version

$$
\begin{equation*}
H^{\operatorname{dev}}(\operatorname{sym} \text { Curl }, V)=\{\boldsymbol{P} \in H(\operatorname{sym} \operatorname{Curl}, V) \mid \operatorname{tr} \boldsymbol{P}=0\} \tag{2.5}
\end{equation*}
$$

which is used in the context of the div Div-complex. The matrix-valued differential operators are defined as

$$
\begin{align*}
\mathrm{Dv} & =\mathbf{v} \otimes \nabla  \tag{2.6a}\\
\operatorname{Curl} \boldsymbol{P} & =-\boldsymbol{P} \times \nabla  \tag{2.6~b}\\
\operatorname{sym} \operatorname{Curl} \boldsymbol{P} & =-\operatorname{sym}(\boldsymbol{P} \times \nabla),  \tag{2.6c}\\
\operatorname{div} \operatorname{Div} \boldsymbol{P} & =\langle\nabla, \boldsymbol{P} \cdot \nabla\rangle \tag{2.6~d}
\end{align*}
$$

The Sobolev traces of the $H($ Curl, $V)$ - and $H($ sym Curl, $V)$ spaces read

$$
\begin{equation*}
\operatorname{tr}_{H(\operatorname{Curl})} \boldsymbol{P}=\left.\boldsymbol{P} \operatorname{Anti}(\mathbf{n})^{T}\right|_{\Xi}, \quad \quad \operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})} \boldsymbol{P}=\left.\operatorname{sym}\left[\boldsymbol{P} \operatorname{Anti}(\mathbf{n})^{T}\right]\right|_{\Xi} \tag{2.7}
\end{equation*}
$$

where $\Xi$ represents an arbitrary interface in the domain with a corresponding surface normal vector $\mathbf{n}$ and

$$
\operatorname{Anti}(\mathbf{v})=\left[\begin{array}{ccc}
0 & -v_{3} & v_{2}  \tag{2.8}\\
v_{3} & 0 & -v_{1} \\
-v_{2} & v_{1} & 0
\end{array}\right]
$$

is the anti-symmetric matrix for some vector $\mathbf{v} \in \mathbb{R}^{3}$, such that $\operatorname{Anti}(\mathbf{v}) \mathbf{w}=\mathbf{v} \times \mathbf{w}$ with $\mathbf{w} \in \mathbb{R}^{3}$. Lastly, we introduce the spaces

$$
\begin{equation*}
\operatorname{Sym}(3), \quad \operatorname{so}(3), \quad \operatorname{span}\{\mathbb{1}\}, \quad \mathfrak{s l}(3), \tag{2.9}
\end{equation*}
$$

being the vector-spaces of symmetric, skew-symmetric, volumetric and deviatoric tensors (trace-free), respectively. The spaces are associated with the algebraic operators

$$
\begin{equation*}
\operatorname{sym} \boldsymbol{P}=\frac{1}{2}\left(\boldsymbol{P}+\boldsymbol{P}^{T}\right), \quad \text { skew }(\boldsymbol{P})=\frac{1}{2}\left(\boldsymbol{P}-\boldsymbol{P}^{T}\right), \quad \operatorname{vol} \boldsymbol{P}=\frac{1}{3}(\operatorname{tr} \boldsymbol{P}) \mathbb{1}, \quad \operatorname{dev} \boldsymbol{P}=\boldsymbol{P}-\frac{1}{3}(\operatorname{tr} \boldsymbol{P}) \mathbb{1} \tag{2.10}
\end{equation*}
$$

such that any second order tensor $\boldsymbol{P} \in \mathbb{R}^{3 \times 3}$ can be orthogonally decomposed into

$$
\begin{equation*}
\boldsymbol{P}=\operatorname{dev} \operatorname{sym} \boldsymbol{P}+\text { skew } \boldsymbol{P}+\frac{1}{3}(\operatorname{tr} \boldsymbol{P}) \mathbb{1} \tag{2.11}
\end{equation*}
$$

where $\mathbb{1}$ is the identity tensor. The operators map a tensor from $\mathbb{R}^{3 \times 3}$ to the respective space.

## 3 The div Div - and relaxed micromorphic sequences

In this section we recall the div Div- sequence and complete it to the relaxed micromorphic sequence. A thorough treatment of the exact div Div-sequence can be found in $[8,9,12,29,48]$.

The div Div-sequence is depicted in Fig. 3.1 and conveys the identities

$$
\begin{align*}
\operatorname{dev} \mathrm{D}\left[H^{1}(V)\right]^{3} & =\operatorname{ker}(\operatorname{sym} \text { Curl }) \cap H^{\operatorname{dev}}(\operatorname{sym} \text { Curl, } V),  \tag{3.1a}\\
\operatorname{sym} \operatorname{Curl}\left[H^{\operatorname{dev}}(\operatorname{sym} \operatorname{Curl}, V)\right] & =\operatorname{ker}(\operatorname{div} \operatorname{Div}) \cap H(\operatorname{div} \operatorname{Div}, V)  \tag{3.1b}\\
\operatorname{div} \operatorname{Div} H(\operatorname{div} \operatorname{Div}, V) & =L^{2}(V) \tag{3.1c}
\end{align*}
$$

which are exact on contractible domains. For the first identity we observe that any element of $\mathrm{D}\left[H^{1}(V)\right]^{3}$ is in ker(sym Curl) due to

$$
\begin{equation*}
\text { Curl } \mathrm{D} \mathbf{v}=0 \quad \forall \mathbf{v} \in \mathrm{D}\left[H^{1}(V)\right]^{3} \tag{3.2}
\end{equation*}
$$

where the classical identity curl $\nabla(\cdot)$ is applied row-wise. Due to $\operatorname{ker}(\operatorname{sym})=\mathfrak{s o}(3)$ elements not in $\operatorname{ker}(\operatorname{Curl})$ but in $\operatorname{ker}($ sym Curl) must satisfy

$$
\begin{equation*}
\operatorname{Curl} \boldsymbol{P}=\boldsymbol{A}=\text { Anti a }, \quad \boldsymbol{A} \in \mathfrak{s o}(3) \tag{3.3}
\end{equation*}
$$

where $\boldsymbol{A} \in \mathfrak{s o}(3)$ can always be represented by the anti-symmetric matrix of some three-dimensional axial vector a. Taking the row-wise divergence of both sides yields

$$
\begin{equation*}
\text { Div Anti } \mathbf{a}=-\operatorname{curl} \mathbf{a}=0 \tag{3.4}
\end{equation*}
$$

which is satisfied by $\mathbf{a}=\nabla \lambda$ with $\lambda \in H^{1}(V)$, implying $\operatorname{Curl} \boldsymbol{P}=\operatorname{Anti}(\nabla \lambda)$. Consequently, the algebraic identity

$$
\begin{equation*}
\operatorname{Curl}(\lambda \mathbb{1})=\lambda \mathbb{1} \operatorname{Anti}(\nabla)^{T}=\operatorname{Anti}(\nabla \lambda)^{T}, \tag{3.5}
\end{equation*}
$$

allows to set $\boldsymbol{P}=\lambda \mathbb{1}$ and to determine

$$
\begin{equation*}
\operatorname{ker}(\operatorname{sym} \operatorname{Curl}) \cap H(\operatorname{sym} \text { Curl, } V)=\mathrm{D}\left[H^{1}(V)\right]^{3} \cup\left[L^{2}(V) \otimes \mathbb{1}\right] \tag{3.6}
\end{equation*}
$$

Clearly, an orthogonal split of the kernel can be achieved by taking only the deviatoric part of the gradients

$$
\begin{equation*}
\operatorname{ker}(\operatorname{sym} \operatorname{Curl}) \cap H(\operatorname{sym} \operatorname{Curl}, V)=\operatorname{dev} \mathrm{D}\left[H^{1}(V)\right]^{3} \oplus\left[L^{2}(V) \otimes \mathbb{1}\right] \tag{3.7}
\end{equation*}
$$

and since the space is restricted to trace-free tensors $H^{\text {dev }}$ (sym Curl, $V$ ) in the div Div-sequence, only dev $\mathrm{D}\left[H^{1}(V)\right]^{3}$ remains in the kernel, while $L^{2}(V) \otimes \mathbb{1}$ is neglected.

Observation 3.1 (Dimension of $\mathrm{D}\left[H^{1}(V)\right]^{3} \cap\left[L^{2}(V) \otimes \mathbb{1}\right]$ )
Let $\mathrm{Dv}=\lambda \mathbb{1}$, then applying the Curl-operator yields

$$
\begin{equation*}
\operatorname{Curl} \mathrm{Dv}=\operatorname{Curl}(\lambda \mathbb{1})=\operatorname{Anti}(\nabla \lambda)^{T}=0 \tag{3.8}
\end{equation*}
$$

implying a constant scalar field $\lambda=$ const and a linear vector field $\mathbf{v} \in\left[P^{1}(V)\right]^{3}$. In fact, the vector field $\mathbf{v}$ is given by

$$
\mathrm{D} \mathbf{v}=c_{0} \mathbb{1} \quad \Longleftrightarrow \quad \mathbf{v}=c_{0}\left[\begin{array}{l}
x+c_{1}  \tag{3.9}\\
y+c_{2} \\
z+c_{3}
\end{array}\right] \in\left[P^{1}(V)\right]^{3},
$$

where $\left\{c_{i}\right\} \in \mathbb{R}$ are constants and $c_{0} \in \mathbb{R} \backslash\{0\}$. In other words, only one volumetric element is given by the gradients

$$
\begin{equation*}
\operatorname{dim}\left(\mathrm{D}\left[H^{1}(V)\right]^{3} \cap\left[L^{2}(V) \otimes \mathbb{1}\right]\right)=1 \tag{3.10}
\end{equation*}
$$

and is eliminated by the deviatoric operator.
The next identity in the sequence follows via the classical identity div $\operatorname{curl}(\cdot)=0$ since there holds div $\operatorname{Div} \boldsymbol{D}=0$ if and only if $\operatorname{Div} \boldsymbol{D}=$ curl a for some vector $\mathbf{a}$. The algebraic identity

$$
\begin{equation*}
\text { Div Antia }=-\operatorname{curl} \mathbf{a} \tag{3.11}
\end{equation*}
$$

along with the identity $\operatorname{Div} \operatorname{Curl}(\cdot)=0$ yield

$$
\begin{equation*}
\boldsymbol{D}=\operatorname{Curl} \boldsymbol{P}-\operatorname{Antia} . \tag{3.12}
\end{equation*}
$$

By restricting the kernel space ker(div Div) to its symmetric part one finds

$$
\begin{equation*}
\text { skew }(\text { Anti } \mathbf{a}-\operatorname{Curl} \boldsymbol{P})=\text { Anti } \mathbf{a}-\text { skew } \operatorname{Curl} \boldsymbol{P}=0 \quad \Longleftrightarrow \quad \text { Anti } \mathbf{a}=\text { skew } \operatorname{Curl} \boldsymbol{P} \tag{3.13}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\boldsymbol{D}=\operatorname{Curl} \boldsymbol{P}-\text { skew } \operatorname{Curl} \boldsymbol{P}=\operatorname{Curl} \boldsymbol{P}-\frac{1}{2}\left(\operatorname{Curl} \boldsymbol{P}-\operatorname{Curl} \boldsymbol{P}^{T}\right)=\operatorname{sym} \operatorname{Curl} \boldsymbol{P} . \tag{3.14}
\end{equation*}
$$

Further, we observe that

$$
\begin{equation*}
\text { range }(\operatorname{sym} \operatorname{Curl})=\text { range }(\text { sym Curl dev }), \tag{3.15}
\end{equation*}
$$

$$
\left[H^{1}(V)\right]^{3} \xrightarrow{\operatorname{dev} \mathrm{D}} H^{\operatorname{dev}}(\operatorname{sym} \text { Curl }, V) \xrightarrow{\text { sym Curl }} H(\operatorname{div} \text { Div }, V) \xrightarrow{\text { div Div }} L^{2}(V)
$$

Figure 3.1: The div Div exact sequence where the last operator yields a surjection onto $L^{2}(V)$. The range of each operator in the sequence is exactly the kernel of the next operator.


Figure 3.2: The relaxed micromorphic sequence as the completion of the div Div-sequence in the $H(\operatorname{sym}$ Curl, $V)$ space via the kernel of the sym Curl-operator.
as volumetric tensors are in ker(sym Curl) due to

$$
\begin{equation*}
\operatorname{sym} \operatorname{Curl}(\lambda \mathbb{1})=\operatorname{sym}\left[\operatorname{Anti}(\nabla \lambda)^{T}\right]=0, \tag{3.16}
\end{equation*}
$$

such that employing $H^{\text {dev }}$ (sym Curl, $V$ ) instead of the full space does not influence the next space in the sequence. Finally, the last identity in the sequence is the surjection

$$
\begin{equation*}
\forall \lambda \in L^{2}(V) \quad \exists \boldsymbol{D} \in H(\operatorname{div} \operatorname{Div}, V): \quad \operatorname{div} \operatorname{Div} \boldsymbol{D}=\lambda \tag{3.17}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\operatorname{div} \operatorname{Div} \boldsymbol{D}=\operatorname{div} \operatorname{Div}(\operatorname{sym} \boldsymbol{D}+\operatorname{skew} \boldsymbol{D})=\operatorname{div} \operatorname{Div} \operatorname{sym} \boldsymbol{D} \tag{3.18}
\end{equation*}
$$

since

$$
\begin{equation*}
\operatorname{div} \text { Div skew } \boldsymbol{D}=\operatorname{div} \operatorname{Div} \text { Anti } \mathbf{a}=-\operatorname{div}(\operatorname{curl} \mathbf{a})=0 \tag{3.19}
\end{equation*}
$$

In other words, restricting the $H(\operatorname{div} \operatorname{Div}, V)$ space to symmetric tensors does not influence the range of the div Div-operator acting on the space. Consequently, the div Div-sequence is exact on contractible domains.

The exact relaxed micromorphic sequence is now given by the completion of the $H^{\text {dev }}$ (sym Curl, $V$ )-space with respect to its non-deviatoric part. Note that due to Eq. (3.15), only the kernel of the space is incomplete. Consequently, we complete the space by adding the space of volumetric tensors

$$
\begin{equation*}
H(\operatorname{sym} \operatorname{Curl}, V)=\underbrace{\left[\operatorname{dev} \mathrm{D}\left[H^{1}(V)\right]^{3} \oplus\left[\operatorname{ker}^{\perp}(\operatorname{sym} \operatorname{Curl}) \cap H(\operatorname{sym} \operatorname{Curl}, V)\right]\right]}_{=H^{\operatorname{dev}}(\operatorname{sym} \operatorname{Curl}, V)} \oplus\left[L^{2}(V) \otimes \mathbb{1}\right], \tag{3.20}
\end{equation*}
$$

where $\operatorname{ker}^{\perp}(\operatorname{sym} \operatorname{Curl})$ denotes the $L^{2}(V)$-orthogonal complement of the kernel ker(sym Curl). The completed sequence is depicted in Fig. 3.2 and implies the identities

$$
\begin{align*}
\operatorname{dev} \mathrm{D}\left[H^{1}(V)\right]^{3} \oplus\left[L^{2}(V) \otimes \mathbb{1}\right] & =\operatorname{ker}(\operatorname{sym} \operatorname{Curl}) \cap H(\operatorname{sym} \operatorname{Curl}, V),  \tag{3.21a}\\
\operatorname{sym} \operatorname{Curl}[H(\operatorname{sym} \operatorname{Curl}, V)] & =\operatorname{ker}(\operatorname{div} \operatorname{Div}) \cap H(\operatorname{div} \operatorname{Div}, V),  \tag{3.21b}\\
\operatorname{div} \operatorname{Div} H(\operatorname{div} \operatorname{Div}, V) & =L^{2}(V), \tag{3.21c}
\end{align*}
$$

which are exact on contractible domains.

## 4 Conforming finite elements

In the following we present lowest order elements, linear elements, and a construction for elements of arbitrary order. The generalised construction makes use of the following polytopal definition 59,62 of an $H^{1}(V)$ conforming polynomial space.

Definition 4.1 (Tetrahedron $U^{p}(T)$-polytopal spaces)
Each polytope of the tetrahedron $T$ is associated with a space of base functions.

- each vertex $v_{i}$ is associated with the space of its respective base function $\mathcal{V}_{i}^{p}(T)$. As such, there are four spaces in total $i \in\{1,2,3,4\}$ and each one is of dimension one, $\operatorname{dim} \mathcal{V}_{i}^{p}(T)=1 \quad \forall i \in\{1,2,3,4\}$. The base function of each respective vertex vanishes on all other vertices.
- for each edge $e_{j}$ there exists a space of edge functions $\mathcal{E}_{j}^{p}(T)$ with $j \in \mathcal{J}=\{(1,2),(1,3),(1,4),(2,3),(2,4),(3,4)\}$. The dimension of each edge space is given by $\operatorname{dim} \mathcal{E}_{j}^{p}(T)=p-1$. The edge base functions of a respective edge vanish on all other edges.
- for each face $f_{k}$ there exists a space of face base functions $\mathcal{F}_{k}^{p}(T)$ with $k \in \mathcal{K}=\{(1,2,3),(1,2,4),(1,3,4),(2,3,4)\}$, where the dimension of the spaces reads $\operatorname{dim} \mathcal{F}_{k}(T)=(p-2)(p-1) / 2$. The base functions of a face are zero on all other faces.
- lastly, the space of cell base function is given by $\mathcal{C}^{p}(T)$ with the dimensionality $\operatorname{dim} \mathcal{C}^{p}(T)=(p-3)(p-$ $2)(p-1) / 6$. Cell base functions are zero on the entire boundary of the element.
The polytope also implies the connectivity of the base functions. Vertex base functions are shared by all neighbouring elements with said vertex. Edge base functions are shared on interfacing element edges, face base functions on element faces, and cell base functions are unique to each element.

The lowest order space $U^{1}(T)$ is given by the barycentric coordinates

$$
\begin{equation*}
\lambda_{1}(\xi, \eta, \zeta)=1-\xi-\eta-\zeta, \quad \lambda_{2}(\xi, \eta, \zeta)=\zeta, \quad \lambda_{3}(\xi, \eta, \zeta)=\eta, \quad \lambda_{4}(\xi, \eta, \zeta)=\xi \tag{4.1}
\end{equation*}
$$

which we also subsequently use to construct the lowest order Nédélec elements [38]. Possible definitions of the $U^{p}(T)$-space are given for example by the Lagrange [54, 58, 64, Bernstein [1, 21, 22, 62] and Legendre [57, 67] polynomials.

In the following, the reference tetrahedron is defined via

$$
\begin{equation*}
\Omega=\left\{(\xi, \eta, \zeta) \in[0,1]^{3} \mid \xi+\eta+\zeta \leq 1\right\} \tag{4.2}
\end{equation*}
$$

with the assumption that all physical elements are given by a non-degenerate mapping of it

$$
\begin{equation*}
\mathbf{x}: \Omega \subset \mathbb{R}^{3} \rightarrow T \subset V \subset \mathbb{R}^{3}, \quad \boldsymbol{J}=\mathrm{D} \mathbf{x} \tag{4.3}
\end{equation*}
$$

where $\boldsymbol{J}$ is the associated Jacobi matrix. We note that the mapping does not have to be affine, such that curved physical elements are also viable.

### 4.1 Preliminaries

Conforming subspaces are built to satisfy a vanishing jump of the respective trace of the space. As such, a discrete function, being element-wise in $H(\operatorname{sym} \operatorname{Curl}, T)$, belongs to a subspace of $H(\operatorname{sym} \mathrm{Curl}, V)$ if and only if the jump of the trace vanishes

$$
\begin{equation*}
\left.\llbracket \operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})} \boldsymbol{P} \rrbracket\right|_{\Xi}=\left.\llbracket \operatorname{sym}\left(\boldsymbol{P}[\text { Anti } \mathbf{n}]^{T}\right) \rrbracket\right|_{\Xi}=0, \tag{4.4}
\end{equation*}
$$

for every arbitrarily defined interface $\Xi$ in the domain $V$. In order to find conforming finite elements, we reformulate the jump of the trace

$$
\begin{equation*}
\left.\llbracket \operatorname{sym}\left(\boldsymbol{P}[\operatorname{Anti} \mathbf{n}]^{T}\right) \rrbracket\right|_{\Xi_{i}}=\left.0 \quad \Longleftrightarrow \quad \llbracket\left\langle\boldsymbol{P}(\operatorname{Anti} \mathbf{n})^{T}, \boldsymbol{S}_{j}\right\rangle \rrbracket\right|_{\Xi_{i}}=\left.\llbracket\left\langle\boldsymbol{P}, \boldsymbol{S}_{j}(\operatorname{Anti} \mathbf{n})\right\rangle \rrbracket\right|_{\Xi_{i}}=0 \quad \forall \boldsymbol{S}_{j} \in \operatorname{Sym}(3), \tag{4.5}
\end{equation*}
$$



Figure 4.1: Mapping of the Cartesian basis from a face $\Gamma$ of the reference tetrahedron to an arbitrary face $A$ in 3 D space via the rotation tensor $\boldsymbol{R} \in \mathrm{SO}(3)$.
where $\Xi_{i}$ now represents an element's interface. A simple basis for $\operatorname{Sym}(3)$ is

$$
\begin{equation*}
\operatorname{Sym}(3)=\operatorname{span}\left\{\mathbf{e}_{1} \otimes \mathbf{e}_{1}, \mathbf{e}_{2} \otimes \mathbf{e}_{2}, \mathbf{e}_{3} \otimes \mathbf{e}_{3}, 2 \operatorname{sym}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{2}\right), 2 \operatorname{sym}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{3}\right), 2 \operatorname{sym}\left(\mathbf{e}_{2} \otimes \mathbf{e}_{3}\right)\right\} \tag{4.6}
\end{equation*}
$$

The relation to the surface of a finite element can now be derived by defining the rotation tensor

$$
\begin{equation*}
\boldsymbol{R}:\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\} \rightarrow\{\mathbf{t}, \mathbf{m}, \mathbf{n}\}, \quad \boldsymbol{R} \in \mathrm{SO}(3) \tag{4.7}
\end{equation*}
$$

where we consider a mapped triangular surface in 3D space with tangent unit vectors $\mathbf{t}$ and $\mathbf{m}$, and the normal unit vector $\mathbf{n}=\mathbf{t} \times \mathbf{m}$, see Fig. 4.1. Consequently, the $\operatorname{Sym}(3)$ space can be rewritten as

$$
\begin{equation*}
\operatorname{Sym}(3)=\operatorname{span}\{\mathbf{t} \otimes \mathbf{t}, \mathbf{m} \otimes \mathbf{m}, \mathbf{n} \otimes \mathbf{n}, 2 \operatorname{sym}(\mathbf{t} \otimes \mathbf{m}), 2 \operatorname{sym}(\mathbf{t} \otimes \mathbf{n}), 2 \operatorname{sym}(\mathbf{m} \otimes \mathbf{n})\} \tag{4.8}
\end{equation*}
$$

The computation $\boldsymbol{S}_{j}($ Antin) now yields

$$
\begin{align*}
& \mathbf{t} \otimes \mathbf{t} \times \mathbf{n}=-\mathbf{t} \otimes \mathbf{m},  \tag{4.9a}\\
& \mathbf{m} \otimes \mathbf{m} \times \mathbf{n}=\mathbf{m} \otimes \mathbf{t},  \tag{4.9b}\\
& \mathbf{n} \otimes \mathbf{n} \times \mathbf{n}=0,  \tag{4.9c}\\
& 2 \operatorname{sym}(\mathbf{t} \otimes \mathbf{m}) \times \mathbf{n}=\mathbf{t} \otimes \mathbf{t}-\mathbf{m} \otimes \mathbf{m} \text {, }  \tag{4.9d}\\
& 2 \operatorname{sym}(\mathbf{t} \otimes \mathbf{n}) \times \mathbf{n}=-\mathbf{n} \otimes \mathbf{m} \text {, }  \tag{4.9e}\\
& 2 \operatorname{sym}(\mathbf{m} \otimes \mathbf{n}) \times \mathbf{n}=\mathbf{n} \otimes \mathbf{t} \text {. } \tag{4.9f}
\end{align*}
$$

Remark 4.1 (Normal-normal jump)
Observe that, since Eq. (4.9c) is always satisfied, five conditions instead of six suffice to satisfy the point-wise conformity of the function on an interface.

Using Eq. (4.9), we can interpret the trace conditions and relax the restrictive assumption of an orthonormal basis.

Observation 4.1 (Regularity conditions)
Observe that Eq. (4.9a) and Eq. (4.9b) assert the continuity of the off-diagonal tangent-cotangent components of the tensor, whereas Eq. (4.9f) and Eq. (4.9e) assert the continuity of the normal-tangent components of the tensor. Due to Eq. (4.9d), the continuity of each tangent-tangent component on its own is not independent. Rather, the constraint implies a jumping identity tensor $\mathbb{1}$ via a vanishing trace

$$
\begin{equation*}
\operatorname{tr}(\mathbf{t} \otimes \mathbf{t}-\mathbf{m} \otimes \mathbf{m})=\langle\mathbf{t} \otimes \mathbf{t}-\mathbf{m} \otimes \mathbf{m}, \mathbb{1}\rangle=0 \tag{4.10}
\end{equation*}
$$

such that $\mathbf{t} \otimes \mathbf{t}-\mathbf{m} \otimes \mathbf{m} \perp \mathbb{1}$.
The conditions in Eq. (4.9) define five of the nine components of second-order tensors. The remaining four can be defined via

$$
\begin{equation*}
\operatorname{span}\{\mathbf{t} \otimes \mathbf{n}, \mathbf{m} \otimes \mathbf{n}, \mathbf{n} \otimes \mathbf{n}, \mathbb{1}\} \tag{4.11}
\end{equation*}
$$

which are allowed to jump between elements, since they are in the kernel of the trace operator $\operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})}$.

Observation 4.2 (Trace comparison)
Observe that in comparison to the $H$ (Curl)-trace

$$
\begin{equation*}
\operatorname{tr}_{H(\text { Curl })} \boldsymbol{P}=\boldsymbol{P}(\text { Anti } \mathbf{n})^{T} \tag{4.12}
\end{equation*}
$$

the $H$ (sym Curl)-trace imposes one less constraint via Eq. (4.9d), which binds the diagonal tangential-tangential components $\mathbf{t} \otimes \mathbf{t}$ and $\mathbf{m} \otimes \mathbf{m}$. In contrast, the $H$ (Curl)-trace constrains each of these components individually.

The main problem in defining base functions for the $H$ (sym Curl)-space stems from Eq. (4.9d). The condition demands the coupling of two tangential components of the tensor field throughout the element. Given a tetrahedralization of the domain $\cup_{e} T_{e}=V$, the lowest dimensional polytopal interface is a vertex. While one can relate a vertex to a single tangential component via its neighbouring edges [59 62, it is not possible to relate it to two edges simultaneously, such that the relation is the same for all interfacing elements. Consequently, one is confronted with two options. Either reduce the regularity of the element further and construct a nonconforming element, or increase the regularity of the element to find a conforming finite element, but without the minimal regularity of the space. We note that the problem of constructing tetrahedral finite elements with coupled components is also related to the construction of $H^{\text {sym }}(\operatorname{Div}, V)$-conforming elements, where the off-diagonal components are coupled. In fact, in 7 ] the authors prove that such a construction can only exist with full symmetric $C^{0}(V)$-continuity at the vertices. The latter approach to $H$ (sym Curl, $V$ )-elements can be found in 60, where the authors simply require full-deviatoric $C^{0}(V)$-continuity at the vertices, while allowing the identity $\mathbb{1}$ to jump. As such, the regularity of the proposed elements is somewhere in between $\left[H^{1}(V)\right]^{3 \times 3}$ and $H$ (sym Curl, $V$ ), but the element is non-conforming in $H(\mathrm{Curl}, V)$. This approach is inappropriate for the relaxed micromorphic model, where the gradient of the displacement field Du interacts with the microdistortion field $\boldsymbol{P}$, thus demanding compatibility of the spaces $\mathrm{Du} \in H(\operatorname{Curl}, V) \subset H(\operatorname{sym} \mathrm{Curl}, V) \ni \boldsymbol{P} 64,65$. This is further emphasized by the consistent coupling condition 17], which requires consistency of the Sobolev trace spaces 27. At this point we also emphasize that the minimal regularity may be critical in some applications in order to compute correct approximations, compare 10.14 .

Unlike the case for $H^{\text {sym }}(\operatorname{Div}, V)$, we can fall back to the lower regularity of $H($ Curl, $V$ ), before going all the way back to $\left[H^{1}(V)\right]^{3 \times 3}$. This motivates a finite element construction based on the low order Nédélec elements 38,39.

### 4.2 Lowest order elements

The lowest order Nédélec element $\mathcal{N}_{I}^{0}(T)$ 38], is equipped with the polynomial space

$$
\operatorname{span} \mathcal{N}_{I}^{0}(T)=\left[P^{0}(T)\right]^{3} \oplus \mathbf{x} \times\left[\widetilde{P}^{0}(T)\right]^{3}=\operatorname{span}\left\{\left[\begin{array}{l}
1  \tag{4.13}\\
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right],\left[\begin{array}{c}
0 \\
z \\
-y
\end{array}\right],\left[\begin{array}{c}
-z \\
0 \\
x
\end{array}\right],\left[\begin{array}{c}
y \\
-x \\
0
\end{array}\right]\right\}
$$

where $\widetilde{P}^{p}(T)$ is the space of homogeneous polynomials of degree $p$. A lowest order discretisation of the matrixvalued $H\left(\right.$ Curl, $V$ )-space can thus be given via $\left[\mathcal{N}_{I}^{0}(V)\right]^{3} \subset H($ Curl, $V$ ), where the following polynomial space is spanned on the physical element

$$
\begin{equation*}
\operatorname{span}\left[\mathcal{N}_{I}^{0}(T)\right]^{3}=\operatorname{span}\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\} \otimes\left(\left[P^{0}(T)\right]^{3} \oplus \mathbf{x} \times\left[\widetilde{P}^{0}(T)\right]^{3}\right)=\mathbb{R}^{3} \otimes\left(\left[P^{0}(T)\right]^{3} \oplus \mathbf{x} \times\left[\widetilde{P}^{0}(T)\right]^{3}\right) \tag{4.14}
\end{equation*}
$$

Lemma 4.1 (Constant identity in Nédélec)
The polynomial space of the matrix-valued Nédélec space contains the constant identity $\mathbb{1} \in\left[\mathcal{N}_{I}^{0}(T)\right]^{3}$, but not the full linear identity $P^{1}(T) \otimes \mathbb{1} \nsubseteq\left[\mathcal{N}_{I}^{0}(T)\right]^{3}$.
Proof. The constant identity is clearly in the first part of the Nédélec polynomial space

$$
\begin{equation*}
\mathbb{1} \in \mathbb{R}^{3} \otimes\left[P^{0}(T)\right]^{3}=\mathbb{R}^{3 \times 3} \tag{4.15}
\end{equation*}
$$

The linear identity could therefore only appear in the second part of the space. However, the cross product in the definition ensures that $x, y$ and $z$ could never be in the positions $\mathbf{e}_{1}, \mathbf{e}_{2}$ or $\mathbf{e}_{3}$, respectively. Consequently, the following tensor fields are not in the set

$$
\begin{equation*}
\{x \mathbb{1}, y \mathbb{1}, z \mathbb{1}\} \nsubseteq \mathbb{R}^{3} \otimes\left(\mathbf{x} \times\left[\widetilde{P}^{0}(T)\right]^{3}\right), \tag{4.16}
\end{equation*}
$$

and as such, are not contained in the matrix-valued Nédélec element.


Figure 4.2: A lowest order discrete polynomial sequence for approximations of the continuous relaxed micromorphic sequence. As shown in Observation 3.1. $\mathrm{D}\left[P^{1}(T)\right]^{3}$ contains only the constant identity.

With this in mind we define the polynomial space of the lowest order $H$ (sym Curl)-conforming finite element

$$
\begin{equation*}
\mathcal{Y}^{0}(T)=\left[\mathcal{N}_{I}^{0}(T)\right]^{3} \oplus\left[\widetilde{P}^{1}(T) \otimes \mathbb{1}\right], \quad \operatorname{dim} \mathcal{Y}^{0}(T)=21 \tag{4.17}
\end{equation*}
$$

The three additional identity fields are added as cell base functions on each element. Thus, our construction has a regularity between $H(\operatorname{Curl}, V)$ and $H(\operatorname{sym}$ Curl, $V)$, improving over previous constructions with higher regularity, compare with 60]. The conformity of the construction is obvious, since the lowest order Nédélec basis is $H$ (Curl)-conforming and the identity fields vanish in the $H$ (sym Curl)-trace. Further, there holds

$$
\begin{equation*}
\operatorname{sym} \operatorname{Curl}\left[\mathcal{Y}^{0}(T)\right]=P^{0}(T) \otimes \operatorname{Sym}(3)=\operatorname{Sym}(3), \tag{4.18}
\end{equation*}
$$

since $\operatorname{curl}\left[\operatorname{span} \mathcal{N}_{I}^{0}(T)\right]=\mathbb{R}^{3} 57,59,67$, such that

$$
\begin{equation*}
\operatorname{Curl}\left[\mathcal{N}_{I}^{0}(T)\right]^{3}=\operatorname{Curl}\left[\mathbb{R}^{3} \otimes \mathcal{N}_{I}^{0}(T)\right]=\mathbb{R}^{3} \otimes \operatorname{curl}\left[\mathcal{N}_{I}^{0}(T)\right]=\mathbb{R}^{3 \times 3} \tag{4.19}
\end{equation*}
$$

and $\operatorname{sym} \mathbb{R}^{3 \times 3}=\operatorname{Sym}(3)$ is a surjection. As such, the space fits into the polynomial sequence in Fig. 4.2. Now, using the Nédélec basis we directly present the base functions of our new finite element space.
Definition 4.2 (Lowest order base functions)
We give the base functions with their polytopal association.

- the base functions of the lowest $\mathcal{Y}^{0}(T)$ space on each edge $e_{i j}$ with $(i, j) \in \mathcal{J}$ are given by the Nédélec base functions

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=\mathbf{e} \otimes\left(\lambda_{i} \nabla_{x} \lambda_{j}-\lambda_{j} \nabla_{x} \lambda_{i}\right), \quad \mathbf{e} \in\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\} \tag{4.20}
\end{equation*}
$$

- the cell base functions read

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbb{1}, \quad n \in\{2 \xi-1,2 \eta-1,2 \zeta-1\} \subseteq P^{1}(\Omega) \backslash P^{0}(\Omega), \tag{4.21}
\end{equation*}
$$

which represent pure slopes and are orthogonal to the constant identity in the $L^{2}(T)$-sense.
The Nédélec base functions can also be defined on each edge $e_{i j}$ of the reference element via $\nabla_{\xi}$ and mapped to the physical element using the covariant Piola transformation 64 67]

$$
\begin{equation*}
\boldsymbol{\theta}_{i j}=\boldsymbol{J}^{-T} \boldsymbol{\vartheta}_{i j}=\boldsymbol{J}^{-T}\left(\lambda_{i} \nabla_{\xi} \lambda_{j}-\lambda_{j} \nabla_{\xi} \lambda_{i}\right) \tag{4.22}
\end{equation*}
$$

In order to compute the symmetric Curl of the base functions one can use the contravariant Piola transformation 64] to first compute the curl of each Nédélec base function

$$
\begin{equation*}
\operatorname{curl}_{x} \boldsymbol{\theta}=\frac{1}{\operatorname{det} \boldsymbol{J}} \boldsymbol{J} \operatorname{curl}_{\xi} \boldsymbol{\vartheta} \tag{4.23}
\end{equation*}
$$

such that the full Curl is given by $\operatorname{Curl}_{x}\left(\mathbf{e}_{i} \otimes \boldsymbol{\theta}\right)=\mathbf{e}_{i} \otimes \operatorname{curl}_{x} \boldsymbol{\theta}$, on which one applies the symmetry operator $\operatorname{sym}(\cdot)$. Observe that we do not need to compute the $\operatorname{sym} \operatorname{Curl}(\cdot)$ of the three identity fields, since they are in the kernel of the operator $n \mathbb{1} \in \operatorname{ker}($ sym Curl).

Clearly, the space $\mathcal{Y}^{0}(T)$ contains at most linear functions. As such, one can further enrich the space with higher order identity fields. We define the enriched element

$$
\begin{equation*}
\mathcal{S}^{0}(T)=\mathcal{Y}^{0}(T) \oplus\left[P^{2}(T) \backslash P^{1}(T)\right] \otimes \mathbb{1} \tag{4.24}
\end{equation*}
$$

The element is given by adding one quadratic identity field function on each edge.

Definition 4.3 (Enriched lowest order)
The enriched lowest order element is given by the base functions of $\mathcal{Y}^{0}(T)$ plus additional quadratic identity fields

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbb{1}, \quad n \in \mathcal{E}_{j}^{2}(T), \quad j \in \mathcal{J} \tag{4.25}
\end{equation*}
$$

which are cell base functions.
The dimension of the enriched element is $\operatorname{dim} \mathcal{S}^{0}(T)=\operatorname{dim} \mathcal{Y}^{0}(T)+6=27$. The reasoning for such an enrichment is to further compensate the non-jumping constant identity field in $\mathcal{Y}^{0}(T)$. Note that additional base functions are discontinuous across element interfaces and can thus be statically condensated, such that the dimension of the element stiffness matrix remains unchanged.

### 4.3 The linear element

As shown in 67], it is possible to construct discrete spaces using exact polynomial sequences. In 57,59,62, the authors construct Nédélec elements of arbitrary order by using the kernel of the previous space in the sequence to define the gradient base functions via

$$
\begin{equation*}
\mathbb{R}^{3} \oplus \nabla\left[U^{p+1}(T) \backslash P^{1}(T)\right]=\operatorname{ker}(\operatorname{curl}) \cap \mathcal{N}_{I}^{p}(T)=\operatorname{ker}(\operatorname{curl}) \cap \mathcal{N}_{I I}^{p}(T) \tag{4.26}
\end{equation*}
$$

where $U^{p+1}(T)$ is a discrete $H^{1}(V)$-conforming subspace on an element $T$. In practice, this approach translates to taking the gradients of all base functions aside from the vertex base functions, which underline the linear polynomial space, compare 59]. Following the same approach for the relaxed micromorphic sequence, one could try to construct the kernel of the sym Curl-operator on the discrete $H$ (sym Curl) using

$$
\begin{equation*}
\operatorname{dev} \mathrm{D}\left[U^{p+1}(T) \backslash P^{1}(T)\right]^{3} \oplus\left[P^{p+1}(T) \otimes \mathbb{1}\right]=\operatorname{ker}(\operatorname{sym} \operatorname{Curl}) \cap \mathcal{Y}^{p}(T) \tag{4.27}
\end{equation*}
$$

where $\mathcal{Y}^{p}(V)$ is designated as the general $H$ (sym Curl, $V$ )-conforming subspace, to be defined later. However, for our linear element, using the lowest order Nédélec element basis results in linear dependence.

Lemma 4.2 (Linearly dependent sum)
The construction $\mathcal{Y}^{0}(T)+\operatorname{dev} \mathrm{D}\left[U^{2}(T) \backslash P^{1}(T)\right]^{3}$ is linearly dependent, i.e., $\operatorname{dim} \mathcal{Y}^{0}(T)+\operatorname{dim} \operatorname{dev} \mathrm{D}\left[U^{2}(T) \backslash\right.$ $\left.P^{1}(T)\right]^{3}>\operatorname{dim}\left(\mathcal{Y}^{0}(T)+\operatorname{dev} \mathrm{D}\left[U^{2}(T) \backslash P^{1}(T)\right]^{3}\right)$.

Proof. The lowest order Nédélec element of the second type can be constructed via

$$
\begin{equation*}
\mathcal{N}_{I I}^{1}(T)=\mathcal{N}_{I}^{0}(T) \oplus \nabla\left[U^{2}(T) \backslash P^{1}(T)\right] \tag{4.28}
\end{equation*}
$$

as per [57,67]. The analogous operation for matrices reads

$$
\begin{equation*}
\left[\mathcal{N}_{I I}^{1}(T)\right]^{3}=\mathbb{R}^{3} \otimes \mathcal{N}_{I I}^{1}(T)=\left[\mathcal{N}_{I}^{0}(T)\right]^{3} \oplus \mathrm{D}\left[U^{2}(T) \backslash P^{1}(T)\right]^{3} \tag{4.29}
\end{equation*}
$$

Therefore, there holds $\operatorname{dim}\left[\mathbb{R}^{3} \otimes \mathcal{N}_{I I}^{1}(T)\right]=\operatorname{dim}\left(\mathbb{R}^{3} \otimes\left[P^{1}(T)\right]^{3}\right)=\operatorname{dim}\left[P^{1}(T)\right]^{3 \times 3}=36$, such that the space contains the full linear polynomial space over matrices, including linear identity fields $P^{1}(T) \otimes \mathbb{1}$. Now due to Observation 3.1 we know that the set $\mathrm{D}\left[U^{2}(T) \backslash P^{1}(T)\right]^{3}$ does not contain any identity field. Consequently, the dimension of dev $\mathrm{D}\left[U^{2}(T) \backslash P^{1}(T)\right]^{3}$ does not decrease. Further, the trace of the lowest order Nédélec space already contains the linear polynomial space

$$
\begin{equation*}
\operatorname{tr}\left[\mathcal{N}_{I}^{0}(T)\right]^{3}=P^{1}(T) \tag{4.30}
\end{equation*}
$$

Consequently, one can construct the linear matrix-valued polynomial space also as

$$
\begin{equation*}
\left[P^{1}(T)\right]^{3 \times 3}=\left[\mathcal{N}_{I}^{0}(T)\right]^{3} \oplus \operatorname{dev} \mathrm{D}\left[U^{2}(T) \backslash P^{1}(T)\right]^{3} \tag{4.31}
\end{equation*}
$$

without losing any base function. This concludes the proof.

With Lemma 4.2 at hand we use the linear Nédélec element of the second type and compensate for the jumping identity tensor using the quadratic homogeneous polynomials over second order identity tensor fields

$$
\begin{equation*}
\mathcal{Y}^{1}(T)=\left[\mathcal{N}_{I I}^{1}(T)\right]^{3} \oplus\left[\widetilde{P}^{2}(T) \otimes \mathbb{1}\right], \quad \operatorname{dim} \mathcal{Y}^{1}(T)=42 \tag{4.32}
\end{equation*}
$$

resulting again in a construction with regularity between $H(\mathrm{Curl}, V)$ and $H(\operatorname{sym} \mathrm{Curl}, V)$, which respects the sequence in Fig. 4.6 with $p=2$.

Definition 4.4 (Linear element)
We define the base functions on their respective polytopes.

- The linear base functions of on each edge $e_{i j}$ with $(i, j) \in \mathcal{J}$ are given by the Nédélec basis

$$
\boldsymbol{\rho}(\xi, \eta, \zeta)=\left\{\begin{array}{l}
\mathbf{e} \otimes\left(\lambda_{i} \nabla_{x} \lambda_{j}-\lambda_{j} \nabla_{x} \lambda_{i}\right)  \tag{4.33a}\\
\mathbf{e} \otimes \nabla_{x} n
\end{array}, \quad \mathbf{e} \in\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}, \quad n \in \mathcal{E}_{i j}^{2}(T)\right.
$$

- The cell base functions read

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbb{1}, \quad n \in \mathcal{E}_{j}^{2}(T), \quad j \in \mathcal{J} \tag{4.34}
\end{equation*}
$$

on each edge $e_{j}$ of the tetrahedron.
Observe that the range of the sym Curl-operator on the element is still the constant symmetric space, since the added functions are in the kernel such that

$$
\begin{equation*}
\operatorname{sym} \operatorname{Curl}\left[\mathcal{Y}^{1}(T)\right]=\operatorname{sym} \operatorname{Curl}\left[P^{1}(T)\right]^{3 \times 3} \oplus \underbrace{\operatorname{sym} \operatorname{Curl}\left[\widetilde{P}^{2}(T) \otimes \mathbb{1}\right]}_{=0}=\operatorname{Sym}(3) \tag{4.35}
\end{equation*}
$$

due to the surjections $\operatorname{Curl}\left[P^{1}(T)\right]^{3 \times 3}=\mathbb{R}^{3 \times 3}$ and $\operatorname{sym} \mathbb{R}^{3 \times 3}=\operatorname{Sym}(3)$. The application of the operator on the base functions can be computed using Eq. (4.23), where the symmetric Curl of the identity fields simply yields zero.

Remark 4.2 (Using the dev-operator for base functions)
Note that using the dev-operator for the construction of the base functions via

$$
\begin{equation*}
\rho=\operatorname{dev}\left(\mathbf{e} \otimes \nabla_{x} n\right)=\mathbf{e} \otimes \nabla_{x} n-\frac{1}{3} \operatorname{tr}\left(\mathbf{e} \otimes \nabla_{x} n\right) \mathbb{1}, \quad n \in \mathcal{E}_{j}^{2}(T), \quad j \in \mathcal{J}, \tag{4.36}
\end{equation*}
$$

disturbs the $H($ Curl, $V)$-regularity of the construction, since no linear jumping identify fields $n \mathbb{1}$ with $n \in P^{1}(T)$ are present. The fields are needed in order to compensate the emerging identity terms in this base function definition. Consequently, such a formulation cannot achieve the higher convergence rates of $\left[\mathcal{N}_{I I}^{1}(V)\right]^{3}$ for $H($ Curl, $V)$-fields with $\boldsymbol{P} \in H($ Curl, $V) \backslash\left[H^{1}(V)\right]^{3 \times 3}$.

Analogously to the lowest order element, we define a further enriched linear element by adding the cubic jumping identity fields.

Definition 4.5 (Enriched linear element)
The enriched linear element is given by $\mathcal{S}^{1}(T)=\mathcal{Y}^{1}(T) \oplus\left[P^{3}(T) \backslash P^{2}(T)\right] \otimes \mathbb{1}$, for which the additional base functions read

$$
\begin{array}{lll}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbb{1}, & n \in \mathcal{E}_{j}^{3}(T) \backslash \mathcal{E}_{j}^{2}(T), & j \in \mathcal{J}, \\
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbb{1}, & n \in \mathcal{F}_{k}^{3}(T), & k \in \mathcal{K}, \tag{4.37~b}
\end{array}
$$

which are cell base functions constructed via edge and face scalar functions.
We again note that all cell base functions can be statically condensated and thus do not influence the dimension of the element stiffness matrix or the global system of equations. The dimension of the space reads $\operatorname{dim} \mathcal{S}^{1}(T)=52$.


Figure 4.3: Template vectors for the reference tetrahedron on their corresponding edges. Only vectors on the visible sides of the tetrahedron are depicted.

Remark 4.3 (Enriched $\mathcal{N}_{I}^{1}(T)$ )
By the same arguments as for $\mathcal{N}_{I}^{0}(T)$ in Lemma 4.1, the linear Nédélec element of the first type $\mathcal{N}_{I}^{1}(T)$ does not contain quadratic or cubic identities. Consequently, it can be used as basis for the enrichment instead of the linear Nédélec element of the second type $\mathcal{N}_{I I}^{1}(T)$. Applying the sym Curl-operator on the latter would lead to a linear symmetric space in the sequence $P^{1}(T) \otimes \operatorname{Sym}(3)$ and improved results in the $H$ (sym Curl)-semi-norm.

Remark 4.4 (An $H$ (Curl, $V$ )-non-conforming alternative)
If the jumping second order identity tensor $\mathbb{1}$ is paramount, then a basis can be given using the linear Lagrangian space over deviatoric tensors plus a jumping linear identity

$$
\begin{equation*}
\mathcal{D}^{1}(T)=\left[U^{1}(T) \otimes \mathfrak{s l}(3)\right] \oplus\left[P^{1}(T) \otimes \mathbb{1}\right] \tag{4.38}
\end{equation*}
$$

which is the lowest order basis used in $\sqrt[60]]{ }$. We note that the latter basis enforces deviatoric $C^{0}(V)$-continuity, which is higher than the tangential continuity of the $H(\operatorname{Curl}, V)$-space and Nédélec elements $\left[\mathcal{N}_{I I}(V)\right]^{3} \subset$ $H(\operatorname{Curl}, V)$. Consequently, the regularity of this construction lies between $\left[H^{1}(V)\right]^{3 \times 3}$ and $H(\operatorname{sym} C u r l, V)$, seeing as

$$
\left[U^{1}(V) \otimes \mathfrak{s l}(3)\right] \oplus\left[P^{1}(V) \otimes \mathbb{1}\right] \subset\left[H^{1}(V) \otimes \mathfrak{s l}(3)\right] \oplus\left[L^{2}(V) \otimes \mathbb{1}\right]\left\{\begin{array}{l}
\subset H(\text { sym Curl, } V)  \tag{4.39}\\
\nsubseteq H(\text { Curl }, V)
\end{array}\right.
$$

due to $L^{2}(V) \otimes \mathbb{1} \supset\{\boldsymbol{P} \in H(\operatorname{Curl}, V) \mid \operatorname{dev} \boldsymbol{P}=0\}$. Therefore, this option is not consistent with the relaxed micromorphic sequence.

### 4.4 An arbitrary order construction

In the following we develop a generalised construction for order $p \geq 2$. The element is then given by the construction itself plus the linear Nédélec element of the second type $\left[\mathcal{N}_{I I}^{1}(T)\right]^{3}$.

We approach the problem with the polytopal template methodology [59] using oriented polytopes 64]. Templates on the reference element are given by $\mathcal{T}$, whereas their counterparts on the physical element are denoted by $\mathcal{P}$. We start by defining the oriented tangent vector $\boldsymbol{\tau}$ templates on the edges of the reference tetrahedron


Figure 4.4: Two interfacing elements. The vectors $\mathbf{t}, \mathbf{m}$ and $\mathbf{n}$ are the same for both interfacing elements. The vectors $\mathbf{k}$ and $\mathbf{k}_{*}$ produce the same tangential projection on $\mathbf{m}$ and are orthogonal to $\mathbf{t}$ and the other intersecting face of the edge on each tetrahedron.

$$
\begin{array}{lll}
\mathcal{T}_{12}=\left\{\mathbf{e}_{3}\right\}, & \mathcal{T}_{13}=\left\{\mathbf{e}_{2}\right\}, & \mathcal{T}_{14}=\left\{\mathbf{e}_{1}\right\}, \\
\mathcal{T}_{23}=\left\{\mathbf{e}_{2}-\mathbf{e}_{3}\right\}, & \mathcal{T}_{24}=\left\{\mathbf{e}_{1}-\mathbf{e}_{3}\right\}, & \mathcal{T}_{34}=\left\{\mathbf{e}_{1}-\mathbf{e}_{2}\right\} .
\end{array}
$$

The vectors are mapped to the physical element via

$$
\begin{equation*}
\mathbf{t}=\boldsymbol{J} \boldsymbol{\tau} \quad \text { s.t. } \quad \mathcal{P}_{j}=\boldsymbol{J}\left(\mathcal{T}_{j}\right), \quad j \in \mathcal{J} . \tag{4.41}
\end{equation*}
$$

Further, on each edge we define two oriented vectors $\boldsymbol{\kappa}_{1} \perp \boldsymbol{\tau}$ and $\boldsymbol{\kappa}_{2} \perp \boldsymbol{\tau}$, which are respectively orthogonal to the intersecting faces of the edge, see Fig. 4.3. The vectors are defined on one edge with orthogonal faces and mapped to all other edges via the covariant Piola transformation by permutations Eq. (4.22)) of the vertex-ordering of the reference tetrahedron, compare with 59

$$
\begin{array}{lll}
\mathcal{T}_{12}^{f}=\left\{-\mathbf{e}_{2},-\mathbf{e}_{1}\right\}, & \mathcal{T}_{13}^{f}=\left\{\mathbf{e}_{3},-\mathbf{e}_{1}\right\}, & \mathcal{T}_{14}^{f}=\left\{\mathbf{e}_{3}, \mathbf{e}_{2}\right\}, \\
\mathcal{T}_{23}^{f}=\left\{\mathbf{e}_{1}+\mathbf{e}_{2}+\mathbf{e}_{3},-\mathbf{e}_{1}\right\}, & \mathcal{T}_{24}^{f}=\left\{\mathbf{e}_{1}+\mathbf{e}_{2}+\mathbf{e}_{3}, \mathbf{e}_{2}\right\}, & \mathcal{T}_{34}^{f}=\left\{\mathbf{e}_{1}+\mathbf{e}_{2}+\mathbf{e}_{3},-\mathbf{e}_{3}\right\} . \tag{4.42}
\end{array}
$$

In essence, these vectors are permutations of the face normals $\boldsymbol{\nu}$. The covariant Piola transformation is also used to map these vectors to their physical counterparts

$$
\begin{equation*}
\mathbf{k}_{i}=\boldsymbol{J}^{-T} \boldsymbol{\kappa}_{i} \quad \text { s.t. } \quad \mathcal{P}_{j}^{f}=\boldsymbol{J}^{-T}\left(\mathcal{T}_{j}^{f}\right), \quad j \in \mathcal{J}, \tag{4.43}
\end{equation*}
$$

thus conserving their tangential projection properties in the physical element. On each reference face $f_{i j k}$ we define the templates of the oriented normal vectors $\boldsymbol{\nu}$

$$
\begin{equation*}
\mathcal{T}_{123}=\left\{-\mathbf{e}_{1}\right\}, \quad \mathcal{T}_{124}=\left\{\mathbf{e}_{2}\right\}, \quad \mathcal{T}_{134}=\left\{-\mathbf{e}_{3}\right\}, \quad \mathcal{T}_{234}=\left\{-\mathbf{e}_{1}-\mathbf{e}_{2}-\mathbf{e}_{3}\right\} . \tag{4.44}
\end{equation*}
$$

The vectors are mapped to the normal vectors on the physical element via

$$
\begin{equation*}
\mathbf{n}=(\operatorname{cof} \boldsymbol{J}) \boldsymbol{\nu}=(\operatorname{det} \boldsymbol{J}) \boldsymbol{J}^{-T} \boldsymbol{\nu} \quad \text { s.t. } \quad \mathcal{P}_{k}=(\operatorname{det} \boldsymbol{J}) \boldsymbol{J}^{-T}\left(\mathcal{T}_{k}\right), \quad k \in \mathcal{K} . \tag{4.45}
\end{equation*}
$$

With the normal vector at hand we also derive the cotangents on the edges of each face

$$
\begin{equation*}
\mathrm{m}=\boldsymbol{Q} \mathrm{k}=\boldsymbol{Q} \boldsymbol{J}^{-T} \boldsymbol{\kappa}, \quad \boldsymbol{Q}=\|\mathbf{n}\|^{2} \mathbb{1}-\mathbf{n} \otimes \mathbf{n}, \tag{4.46}
\end{equation*}
$$

where $\boldsymbol{Q}$ is a scaled projection tensor. The cotangent templates are therefore given by

$$
\begin{equation*}
\mathcal{P}_{j}^{c}=\boldsymbol{Q}\left(\mathcal{P}_{j}^{f}\right), \quad j \in \mathcal{J} . \tag{4.47}
\end{equation*}
$$

The vectors are depicted in Fig. 4.4 Lastly, we construct two vectors orthogonal to the edge $\mathbf{d}_{1} \perp \mathbf{t}$ and $\mathbf{d}_{2} \perp \mathbf{t}$, which only depend on the tangent of the edge $\mathbf{t}$. An orthogonal vector $\mathbf{d}_{2} \perp \mathbf{t}$ can be found without further information aside from the edge tangent via the algorithmic formula 66

$$
\mathbf{d}_{2}=\left[\begin{array}{c}
\left(\operatorname{sgn}_{*} t_{1}\right)\left|t_{3}\right|  \tag{4.48}\\
\left(\operatorname{sgn}_{*} t_{2}\right)\left|t_{3}\right| \\
-\left(\operatorname{sgn}_{*} t_{3}\right)\left|t_{1}\right|-\left(\operatorname{sgn}_{*} t_{3}\right)\left|t_{2}\right|
\end{array}\right] \perp \mathbf{t},
$$

where the specialised signum function is defined as

$$
\operatorname{sgn}_{*}(x)=\left\{\begin{array}{cll}
1 & \text { for } & x \geq 0  \tag{4.49}\\
-1 & \text { for } & x<0
\end{array}\right.
$$

Remark 4.5 (Stability of $\mathbf{d}_{2}$ )
The algorithmic approach in [66] allows for a quasi-continuous function definition $\mathbf{d}_{2}=\mathbf{d}_{2}(\mathbf{t})$, in the sense that the orthogonal vector $\mathbf{d}_{2}$ is directly dependent on the data of $\mathbf{t}$. Note that in general, such a function is not possible due to the hairy ball theorem [15]. The implementation of the algorithm is branch-free and square-root-function-free thanks to the use of the copysign $(\cdot)$-instruction. Further, there holds

$$
\begin{equation*}
\|\mathbf{t}\| \leq\left\|\mathbf{d}_{2}\right\| \leq \sqrt{2}\|\mathbf{t}\| \tag{4.50}
\end{equation*}
$$

which asserts a stable evaluation of the orthogonal vector $\mathbf{d}_{2}$, as long as $\mathbf{t}$ does not vanish. This is important since an alternative algorithm based on testing the cross product with two different arbitrary vectors $\mathbf{a}, \mathbf{b}$ can yield a very small orthogonal vector $\|\mathbf{a} \times \mathbf{t}\|=\|\mathbf{a}\|\|\mathbf{t}\||\sin (\phi)| \ll 1$, if the angle $\phi$ between the vectors is small, which may lead to numerical instability. The same problem can occur for a curved edge $\mathbf{s}$, where the normal is defined by the derivative $\mathbf{n}=\mathrm{d} \mathbf{t} / \mathrm{d}$ s with $\mathbf{t}=\mathbf{t}(\mathbf{s})$, if the change of the curve in normal direction is marginal.

The $\mathbf{d}_{1}$ vector is then given by the cross product

$$
\begin{equation*}
\mathbf{d}_{1}=\mathbf{d}_{2} \times \mathbf{t} \tag{4.51}
\end{equation*}
$$

The corresponding templates are given on each edge via

$$
\begin{equation*}
\mathcal{P}_{j}^{d}=\left\{\mathbf{d}_{1}, \mathbf{d}_{2}\right\}, \quad j \in \mathcal{J} \tag{4.52}
\end{equation*}
$$

With all templates defined, we can now construct the base functions.
Definition 4.6 (Base functions for $p \geq 2$ )
The construction is defined per polytope of the tetrahedron $T$.

- on each edge $e_{j}$ with $j \in \mathcal{J}$ and polynomial power $p \geq 2$ we define the base functions

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbf{d} \otimes \mathbf{t}, \quad n \in \mathcal{E}_{j}^{p}(T), \quad \mathbf{d} \in \mathcal{P}_{j}^{d}, \quad \mathbf{t} \in \mathcal{P}_{j} \tag{4.53}
\end{equation*}
$$

Consequently, each scalar base function $n$ defines two tensorial base functions.

- on each face $f_{k}$ with $k \in \mathcal{K}$ the base functions read

$$
\begin{align*}
& \boldsymbol{\rho}(\xi, \eta, \zeta)=  \tag{4.54a}\\
& \boldsymbol{\rho}(\xi, \eta, \zeta)=\left\{\begin{array}{lll}
n \mathbf{t} \otimes \mathbf{k} & n \in \mathcal{E}_{j}^{p}(T), \quad \mathbf{t} \in \mathcal{P}_{j}, \quad \mathbf{k} \in\left\{\mathbf{k} \in \mathcal{P}_{j}^{f} \mid \mathbf{n} \times \mathbf{k} \neq 0\right\}, \\
n \mathbf{m} \otimes \mathbf{k}, & \mathbf{m} \in\left\{\mathbf{m} \in \mathcal{P}_{j}^{c} \mid \mathbf{n} \times \mathbf{m} \neq 0\right\}, \quad j \in \mathcal{J}_{k}, \quad \mathbf{n} \in \mathcal{P}_{k}, \\
n \mathbf{n} \otimes \mathbf{k} & \\
n(\mathbf{t} \otimes \mathbf{t}-\mathbf{m} \otimes \mathbf{m}), & n \in \mathcal{F}_{k}^{p}(T), \quad \mathbf{t} \in \mathcal{P}_{j}, \quad \mathbf{n} \in \mathcal{P}_{k}, \\
n \mathbf{n} \otimes \mathbf{t} \\
n \mathbf{n} \otimes \mathbf{m} \in\left\{\mathbf{m} \in \mathcal{P}_{j}^{c} \mid\langle\mathbf{n}, \mathbf{m}\rangle=0\right\}, \quad j \in \min \mathcal{J}_{k} .
\end{array}\right.  \tag{4.54b}\\
& n
\end{align*}
$$

The first definition is for the respective face functions given by scalar functions on edges with $p \geq 2$, such that there are three face base functions for each scalar function on an edge of the face. On each face, there are three edges such that $\mathcal{J}_{k} \subset \mathcal{J}$ defines their index tuples. In addition, each scalar base function on the face with $p \geq 3$ defines five tensorial face base functions, where $\min \mathcal{J}_{k}$ extracts the minimal index-tuple of an edge on the face, allowing for a consistent definition of the tangent $\mathbf{t}$ and cotangent $\mathbf{m}$ vectors on interfacing faces.

- on the cell we define the following base functions

$$
\begin{array}{ll}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \mathbb{1}, & n \in \bigoplus_{j \in \mathcal{J}} \mathcal{E}_{j}^{p+1}(T) \oplus \bigoplus_{k \in \mathcal{K}} \mathcal{F}_{k}^{p+1}(T) \oplus \mathcal{C}^{p+1}(T), \\
\boldsymbol{\rho}(\xi, \eta, \zeta)= \begin{cases}n \mathbf{t} \otimes \mathbf{n} & n \in \mathcal{F}_{k}^{p}(T), \quad \mathbf{t} \in \mathcal{P}_{j}, \quad \mathbf{n} \in \mathcal{P}_{k}, \\
n \mathbf{m} \otimes \mathbf{n}, & \mathbf{m} \in\left\{\mathbf{m} \in \mathcal{P}_{j}^{c} \mid \mathbf{n} \times \mathbf{m} \neq 0\right\}, \quad k \in \mathcal{K}, \quad j \in \min \mathcal{J}_{k}, \\
n \mathbf{n} \otimes \mathbf{n} & n \in \mathcal{C}^{p}(T), \quad \boldsymbol{T} \in \mathfrak{s l}(3),\end{cases} \\
\boldsymbol{\rho}(\xi, \eta, \zeta)=n \boldsymbol{T}, &
\end{array}
$$

where the first definition is of the identities via edge-cell with $p \geq 2$, face-cell with $p \geq 3$ and pure cell with $p \geq 4$, base functions. The second formula defines the face-cell base functions with $p \geq 3$, and the last definition is of the pure cell deviatoric base functions with $p \geq 4$.

Recall that the definition per polytope implies connectivity analogously to Definition 4.1, such that edge base functions are shared only on interfacing edges, face base functions only on interfacing faces and the cell base functions are unique per element.

Remark 4.6 (Deviatoric tangent-tangent functions)
In Eq. (4.54b), the third definition is not orthogonal to identity fields since, in contrast to Section 4.1, the tangent and cotangent vectors do not constitute part of an orthonormal frame, such that the traces might not coincide

$$
\begin{equation*}
\operatorname{tr}(\mathbf{t} \otimes \mathbf{t}) \neq \operatorname{tr}(\mathbf{m} \otimes \mathbf{m}) \tag{4.56}
\end{equation*}
$$

This can be circumvented by redefining the cotangent as $\mathbf{m}=\|\mathbf{n}\|^{-1} \mathbf{n} \times \mathbf{t}$. However, this does not influence the regularity of the construction.

Remark 4.7 (Simplified face and cell base functions)
The face base functions in Eq. (4.54a) can be simplified to

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n\left(\mathbf{e}_{i} \otimes \mathbf{k}\right), \quad n \in \mathcal{E}_{j}^{p}(T), \quad \mathbf{e}_{i} \in\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}, \quad \mathbf{k} \in\left\{\mathbf{k} \in \mathcal{P}_{j}^{f} \mid \mathbf{n} \times \mathbf{k} \neq 0\right\}, \quad j \in \mathcal{J}_{k} \tag{4.57}
\end{equation*}
$$

and the cell base functions in Eq. (4.55b) to

$$
\begin{equation*}
\boldsymbol{\rho}(\xi, \eta, \zeta)=n\left(\mathbf{e}_{i} \otimes \mathbf{n}\right), \quad n \in \mathcal{F}_{k}^{p}(T), \quad \mathbf{e}_{i} \in\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}, \quad \mathbf{n} \in \mathcal{P}_{k}, \quad k \in \mathcal{K} \tag{4.58}
\end{equation*}
$$

using the Cartesian basis, since $\mathbb{R}^{3}=\operatorname{span}\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}=\operatorname{span}\{\mathbf{t}, \mathbf{m}, \mathbf{n}\}$.
A full finite element of order $p \geq 2$ can now be given using the construction plus $\left[\mathcal{N}_{I I}^{1}(T)\right]^{3}$. The symmetric Curl of the extended construction is given by

$$
\begin{equation*}
\operatorname{sym} \operatorname{Curl}(n \boldsymbol{T})=\operatorname{sym}\left[\boldsymbol{T} \operatorname{Anti}\left(\boldsymbol{J}^{-T} \nabla_{\xi} n\right)^{T}\right], \quad n \in\left[U^{p}(\Omega) \backslash U^{1}(\Omega)\right], \quad \boldsymbol{T} \in \mathcal{P}(T) \tag{4.59}
\end{equation*}
$$

for affinely mapped elements, where $\mathcal{P}(T)$ represents the collection of all mapped second order template tensors. If the geometry is non-affine, then the full chain-rule is required

$$
\begin{equation*}
\operatorname{sym} \operatorname{Curl}(n \boldsymbol{T})=\operatorname{sym}\left[(n \boldsymbol{T})_{, i} \operatorname{Anti}\left(\boldsymbol{J}^{-T} \mathbf{e}_{i}\right)^{T}\right], \quad n \in\left[U^{p}(\Omega) \backslash U^{1}(\Omega)\right], \quad \boldsymbol{T} \in \mathcal{P}(T) \tag{4.60}
\end{equation*}
$$

Theorem 4.1 (Linear independence)
The construction presented in Definition 4.6 in combination with $\left[\mathcal{N}_{I I}^{1}(T)\right]^{3}$ is linearly independent.
Proof. The linear independence of $\left[\mathcal{N}_{I I}^{1}(T)\right]^{3}$ is obvious, and it spans $\left[P^{1}(T)\right]^{3 \times 3}$. Its linear independence from the extended construction is clear, as the construction relies on polynomials from $P^{p}(T) \backslash P^{1}(T)$. In order to prove the linear independence of the extended construction itself observe that on each edge exactly nine tensorial base functions are defined for each scalar function $n \in \mathcal{E}^{p}(T)$. The tensors on each edge are given by

$$
\begin{equation*}
\left\{\mathbf{d}_{1} \otimes \mathbf{t}, \mathbf{d}_{2} \otimes \mathbf{t}, \mathbf{t} \otimes \mathbf{k}_{1}, \mathbf{t} \otimes \mathbf{k}_{2}, \mathbf{m}_{1} \otimes \mathbf{k}_{1}, \mathbf{m}_{2} \otimes \mathbf{k}_{2}, \mathbf{n}_{1} \otimes \mathbf{k}_{1}, \mathbf{n}_{2} \otimes \mathbf{k}_{2}, \mathbb{1}\right\} \tag{4.61}
\end{equation*}
$$

It suffices to show that the latter represents a basis for $\mathbb{R}^{3 \times 3}$ in order to prove linear independence on the edges. Clearly, the pairs $\mathbf{d}_{i}, \mathbf{m}_{i}, \mathbf{k}_{i}$ and $\mathbf{n}_{i}$ are respectively linearly independent and orthogonal to $\mathbf{t}$, such that each pair spans the plane $\{\mathbf{t}\}^{\perp}=\left\{\mathbf{v} \in \mathbb{R}^{3} \mid\langle\mathbf{t}, \mathbf{v}\rangle=0\right\}$. Assuming a perpendicular intersection of two faces on an edge results in $\mathbf{m}_{i} \| \mathbf{k}_{i}$ and $\mathbf{k}_{i} \perp \mathbf{n}_{i}$. The $\mathbf{d}_{i}$ vectors can be chosen independently, such that we set $\mathbf{d}_{i}=\mathbf{k}_{i}$. Consequently, the set transforms to

$$
\begin{equation*}
\left\{\mathbf{d}_{1} \otimes \mathbf{t}, \mathbf{d}_{2} \otimes \mathbf{t}, \mathbf{t} \otimes \mathbf{d}_{1}, \mathbf{t} \otimes \mathbf{d}_{2}, \mathbf{d}_{1} \otimes \mathbf{d}_{1}, \mathbf{d}_{2} \otimes \mathbf{d}_{2}, \mathbf{d}_{2} \otimes \mathbf{d}_{1}, \mathbf{d}_{1} \otimes \mathbf{d}_{2}, \mathbb{1}\right\} \tag{4.62}
\end{equation*}
$$

with some $\pm$ signs and scaling before each tensor, which are omitted for simplification of the presentation. Due to $\mathbf{t} \perp \mathbf{d}_{1} \perp \mathbf{d}_{2}$ this is clearly a linearly independent set. The same holds true also for the general case and can be observed by the $H(\operatorname{Curl}, T)$ - and $H(\operatorname{sym} \operatorname{Curl}, T)$-traces. Observe that aside from the identity $\mathbb{1}$, the only tensors that do not vanish in the $H(\operatorname{Curl}, T)$-trace on the edge are defined with the edge tangent vector in the second position

$$
\begin{equation*}
\left.\operatorname{tr}_{H(\mathrm{Curl})}\left(\mathbf{d}_{i} \otimes \mathbf{t}\right)\right|_{s}=\left.\left(\mathbf{d}_{i} \otimes \mathbf{t}\right) \mathbf{t}\right|_{s} \neq 0 \tag{4.63}
\end{equation*}
$$

and are thus clearly independent of the other tensors. Their linear independence of each other is obvious due to $\mathbf{d}_{1} \perp \mathbf{d}_{2}$. The edge-cell identity base function is linearly independent of the others since it vanishes in the $H(\operatorname{sym} \operatorname{Curl}, T)$ - $\operatorname{trace} n \mathbb{1} \in \operatorname{ker}\left(\operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})}\right)$. Lastly, the trace of edge-face base functions of one face vanish on the other intersecting face

$$
\begin{equation*}
\left.\operatorname{tr}_{H(\text { Curl })}\left(\mathbf{v} \otimes \mathbf{k}_{1}\right)\right|_{A_{2}}=\left.\left(\mathbf{v} \otimes \mathbf{k}_{1}\right)\left(\text { Anti } \mathbf{n}_{2}\right)^{T}\right|_{A_{2}}=0 \quad \forall \mathbf{v} \in \mathbb{R}^{3} \tag{4.64}
\end{equation*}
$$

due to $\mathbf{k}_{1} \| \mathbf{n}_{2}$. By the same argument the functions do not vanish on their respective face due to $\mathbf{k}_{1} \nVdash \mathbf{n}_{1}$. Analogously, we observe that each face-scalar base function $n \in \mathcal{F}^{p}(T)$ is multiplied with the set

$$
\begin{equation*}
\{\mathbf{t} \otimes \mathbf{m}, \mathbf{m} \otimes \mathbf{t}, \mathbf{t} \otimes \mathbf{t}-\mathbf{m} \otimes \mathbf{m}, \mathbf{n} \otimes \mathbf{t}, \mathbf{n} \otimes \mathbf{m}, \mathbf{t} \otimes \mathbf{n}, \mathbf{m} \otimes \mathbf{n}, \mathbf{n} \otimes \mathbf{n}, \mathbb{1}\} \tag{4.65}
\end{equation*}
$$

which is clearly a basis for $\mathbb{R}^{3 \times 3}$. Lastly, each scalar cell base function $n \in \mathcal{C}^{p}(T)$ is multiplied with the set $[\mathfrak{s l}(3) \oplus\{\mathbb{1}\}]=\mathbb{R}^{3 \times 3}$. This concludes the proof.

Theorem 4.2 ( $H$ (sym Curl, $V$ )-conformity)
The construction from Definition 4.6 is conforming in the space $H$ (sym Curl, V).
Proof. We start with the edge base functions and observe that on an edge

$$
\begin{equation*}
\left.\operatorname{tr}_{H(\operatorname{Curl})}\left(n \mathbf{d}_{i} \otimes \mathbf{t}\right)\right|_{s}=\left.\left(n \mathbf{d}_{i} \otimes \mathbf{t}\right) \mathbf{t}\right|_{s}=\left.n\|\mathbf{t}\|^{2} \mathbf{d}_{i}\right|_{s}, \quad n \in \mathcal{E}^{p}(T) \tag{4.66}
\end{equation*}
$$

such that the component is the same for all interfacing elements and respects $H$ (Curl, $V$ )-conformity. We move on to the edge-face base functions. There holds, $\mathbf{k}$ is orthogonal to $\mathbf{t}$ and the plane of the other intersecting face of the element on the edge. Further, by design, its tangential projection on the cotangent $\mathbf{m}$ of the edge on the face is the same for two interfacing elements. Consequently, we have

$$
\begin{equation*}
\left.\llbracket \operatorname{tr}_{H(\operatorname{sym} \text { Curl })} n \mathbf{v} \otimes \mathbf{k} \rrbracket\right|_{\Xi}=0 \quad \forall \mathbf{v} \in\{\mathbf{t}, \mathbf{m}, \mathbf{n}\}, \quad n \in \mathcal{E}^{p}(T), \tag{4.67}
\end{equation*}
$$

for the interface $\Xi$ between the two elements. The conformity follows via $\mathbf{k} \times \mathbf{n}=\mathbf{k}_{*} \times \mathbf{n}$, and by observing that $\mathbf{t}, \mathbf{m}$ and $\mathbf{n}$ are shared on interfacing faces. The relations are visualised in Fig. 4.4. Finally, due to the underlying scalar edge base function being $n \in \mathcal{E}_{j}^{p}(T)$, the tensorial function vanishes also on all non-intersecting faces. The conformity of the pure-face and face-cell base functions is obvious as they are built directly according to the $H$ (sym Curl, $V$ )-trace conditions, and vanish on all other faces due to the underlying scalar functions $n \in \mathcal{F}_{k}^{p}(T)$. Finally, the cell base functions do not influence the conformity, since their $H$ (sym Curl, $T$ )-trace vanishes on the entire boundary of the element. This is clear since they are either built as identity fields $n \mathbb{1}$, which vanish in the trace or as $\rho \in \mathcal{C}^{p}(T) \otimes \mathfrak{s l}(3)$, where $n \in \mathcal{C}^{p}(T)$ vanish on the entire boundary of the element.


Figure 4.5: Edge on the perpendicular intersection of two faces, such that tangent $\mathbf{t}$ and cotangent $\mathbf{m}$ vectors form an orthonormal basis. On the node, the elements share the face degree of freedom for $\mathbf{m}_{2} \otimes \mathbf{m}_{2}$. Further, each element defines its own face degrees of freedom for the component $\mathbf{m}_{1} \otimes \mathbf{m}_{1}$, which may be constrained by further interfacing elements underneath. Finally, each element defines its own cell degree of freedom for the identity component $\mathbb{1}$, which implicitly determines $\mathbf{t} \otimes \mathbf{t}$. The un-shared components on the left element are marked with a star $*$ superscript.

The main ingredient in the construction of this novel finite element are the face base functions in Eq. (4.54a) and cell base functions in Eq. (4.55a), whose significance we now clarify. For simplicity, assume the edge is given by the intersection of two orthogonal faces, see Fig. 4.5. In that case, the tensorial basis of the base functions reads

$$
\begin{equation*}
\left\{\mathbf{m}_{1} \otimes \mathbf{m}_{1}, \mathbf{m}_{2} \otimes \mathbf{m}_{2}, \mathbb{1}\right\} \tag{4.68}
\end{equation*}
$$

and all other tensorial base functions on the edge are off-diagonal. Further, the cotangents are orthogonal to each other $\mathbf{m}_{1} \perp \mathbf{m}_{2}$ due to the orthogonality of the intersecting faces. Now, let the tangent and cotangent vectors be unit vectors, then the identity $\mathbb{1}$ is simply

$$
\begin{equation*}
\mathbb{1}=\mathbf{t} \otimes \mathbf{t}+\mathbf{m}_{1} \otimes \mathbf{m}_{1}+\mathbf{m}_{2} \otimes \mathbf{m}_{2} \tag{4.69}
\end{equation*}
$$

which couples the tangent vectors as per Observation 4.1. Clearly, the identity, being a cell base function, controls the tangent-tangent component $\mathbf{t} \otimes \mathbf{t}$ on edges. This property allows the element to weakly capture also the regularity of $H(\mathrm{Curl}, V)$, in which the tangent-tangent component is continuous on edges. Lastly, observe that this characteristic is maintained also for non-perpendicular faces, as all other components aside from the identity are orthogonal to the tangent-tangent component $\mathbf{t} \otimes \mathbf{t}$, and are controlled by their own base functions.

We designate the arbitrary order extension as $\widetilde{\mathcal{Y}}^{p}(T)$, such that the element construction reads

$$
\begin{equation*}
\mathcal{Y}^{p}(T)=\left[\mathcal{N}_{I I}^{1}(T)\right]^{3} \oplus \widetilde{\mathcal{Y}}^{p}(T), \quad p \geq 2 \tag{4.70}
\end{equation*}
$$

Since the element is defined by the full polynomial space plus additional identities in the kernel, there holds

$$
\begin{equation*}
\operatorname{dim} \mathcal{Y}^{p}(T)=\operatorname{dim}\left[P^{p}(T)\right]^{3 \times 3}+\operatorname{dim} \widetilde{P}^{p+1}(T)=\frac{(p+2)(p+3)(3 p+4)}{2} \tag{4.71}
\end{equation*}
$$

Due to $\widetilde{P}^{p+1}(T) \otimes \mathbb{1} \in \operatorname{ker}\left(\operatorname{sym}\right.$ Curl), and the surjections curl $\left[P^{p}(T)\right]^{3}=\left[P^{p-1}(T)\right]^{3} \cap$ range(curl) and $\operatorname{sym} \mathbb{R}^{3 \times 3}=\operatorname{Sym}(3)$, the $\mathcal{Y}^{p}(V)$-element fits into the polynomial sequence depicted in Fig. 4.6. We note that the construction could be also be reduced to capture only full polynomial spaces $\left[P^{p}(T)\right]^{3 \times 3}$ by refining the identity cell base functions as

$$
\begin{equation*}
\rho=n \mathbb{1}, \tag{4.72}
\end{equation*}
$$

$$
n \in \bigoplus_{j \in \mathcal{J}} \mathcal{E}_{j}^{p}(T) \oplus \bigoplus_{k \in \mathcal{K}} \mathcal{F}_{k}^{p}(T) \oplus \mathcal{C}^{p}(T)
$$



Figure 4.6: The general order discrete polynomial sequence for discretisations of the continuous relaxed micromorphic sequence. The constant identity is contained in $\mathrm{D}\left[P^{p+1}(T)\right]^{3}$, such that the deviatoric operator is not used.


Figure 4.7: A second general order discrete polynomial sequence for discretisations of the continuous relaxed micromorphic sequence with a reduced kernel yielding complete polynomial spaces.
which would lead to the sequence in Fig. 4.7 with the element $\mathcal{M}^{p}(T)=\mathcal{Y}^{p}(T) \backslash\left[\widetilde{P}^{p+1}(T) \otimes \mathbb{1}\right]$, and the dimensionality $9(p+3)(p+2)(p+1) / 6$ with $p \geq 2$.

## 5 Numerical examples

In this section we demonstrate the behaviour of the finite elements with numerical examples. The following elements are tested (see Definitions 4.2 to 4.6 )

$$
\begin{equation*}
\mathcal{Y}^{0}(V), \quad \mathcal{S}^{0}(V), \quad \mathcal{Y}^{1}(V), \quad \mathcal{S}^{1}(V), \quad \mathcal{Y}^{2}(V), \quad \mathcal{M}^{2}(V) \tag{5.1}
\end{equation*}
$$

where $\mathcal{M}^{2}(V)=\mathcal{Y}^{2}(V) \backslash\left[\widetilde{P}^{3}(V)\right] \otimes \mathbb{1}$ drops cubic identity fields and thus is built using complete polynomial spaces as per Fig. 4.7.

The first example verifies the regularity of the novel elements. In order to frame the results with respect to other discrete spaces, we compare with the $H^{1}(V)$-conforming Lagrangian space $\left[\mathcal{L}^{1}(V)\right]^{3 \times 3}$, its deviatoric version with a jumping identity $\mathcal{D}^{1}(V)\left[60\right.$ as per Remark 4.4 , and the two types of Nédélec elements, $\left[\mathcal{N}_{I}(V)\right]^{3}$ and $\left[\mathcal{N}_{I I}(V)\right]^{3}$ 38, 39]. We benchmark the elements for $H^{1}(V)-, H(C u r l, V)$ - and $H$ (sym Curl, $V$ )-regularity. Specifically for $H$ (sym Curl, $V$ ) we also examine the case of a jumping constant identity. Relative errors are measured in the $L^{2}(V)$-norm $\left\|\widetilde{\boldsymbol{P}}-\boldsymbol{P}^{h}\right\|_{L^{2}} /\|\widetilde{\boldsymbol{P}}\|_{L^{2}}$, where $\widetilde{\boldsymbol{P}}$ represents the exact solution and $\boldsymbol{P}^{h}$ is the obtained discrete solution.

The second example demonstrates the significance of the new discrete spaces in the relaxed micromorphic model using a solution where the microdistortion field $\boldsymbol{P}$ is $H$ (sym Curl, $V$ )-conforming but not $H($ Curl, $V)$ conforming.

### 5.1 Regularity benchmark

In order to demonstrate the regularity of the novel elements we consider four benchmarks with decreasing regularity. The domain $\bar{V}=[-3,3] \times[-1,1]^{2}$ remains the same for all benchmarks and is depicted in Fig. 5.1. The problem is the quasi $H$ (sym Curl, $V$ )- $L^{2}(V)$-projection

$$
\begin{equation*}
\int_{V}\langle\delta \boldsymbol{P}, \boldsymbol{P}\rangle+\langle\operatorname{sym} \operatorname{Curl} \delta \boldsymbol{P}, \operatorname{sym} \operatorname{Curl} \boldsymbol{P}\rangle \mathrm{d} V=\int_{V}\langle\delta \boldsymbol{P}, \widetilde{\boldsymbol{P}}\rangle \mathrm{d} V \quad \forall \delta \boldsymbol{P} \in H(\text { sym Curl, } V) . \tag{5.2}
\end{equation*}
$$



Figure 5.1: The domain $\bar{V}=[-3,3] \times[-1,1]^{2}$. At $x=-1$ and $x=1$, the vector $\mathbf{n}$ represents the corresponding normal vector on the plane, respectively.

Clearly, the problem is well-posed as the bilinear form represents the $H$ (sym Curl, $V$ )-scalar product. Now, assuming the analytical solution is in the kernel $\widetilde{\boldsymbol{P}} \in H(\operatorname{sym} \operatorname{Curl}, V) \cap \operatorname{ker}(\operatorname{sym} \operatorname{Cur})$, then the problem is equivalent to the $H(\operatorname{sym} \operatorname{Curl}, V)$-projection and the approximation $\boldsymbol{P}^{h}$ should converge to $\widetilde{\boldsymbol{P}}$.

For completeness, we start with standard $H^{1}(V)$-regularity. The analytical solution is defined as

$$
\begin{equation*}
\widetilde{\boldsymbol{P}}=\frac{\sinh (x)}{10} \mathbf{e}_{1} \otimes \mathbf{e}_{1}, \tag{5.3}
\end{equation*}
$$

which is a smooth field $\widetilde{\boldsymbol{P}} \in\left[H^{1}(V)\right]^{3 \times 3} \cap \mathrm{ker}($ sym Curl). The convergence rates for all formulations are depicted in Fig. 5.2 Clearly, all element formulations achieve optimal convergence rates. This is to be expected, since the Lagrangian elements satisfy $C^{0}(V)$-continuity and all other elements are of lower regularity. We note that the partial increase of the polynomial order of the second order tensor identity fields in our novel elements $\mathcal{Y}^{p}(V)$, $\mathcal{S}^{p}(V)$ does not yield higher convergence rates, which is the anticipated result, since the analytical solution is not a tensor identity field.

Next we consider a field with a jumping normal component. The field reads

$$
\widetilde{\boldsymbol{P}}=\left\{\begin{array}{lcc}
\cos (x)\left(\mathbf{e}_{1} \otimes \mathbf{e}_{1}+\mathbf{e}_{2} \otimes \mathbf{e}_{1}+\mathbf{e}_{3} \otimes \mathbf{e}_{1}\right) & \text { for } & -1<x<1 .  \tag{5.4}\\
\sin (x)\left(\mathbf{e}_{1} \otimes \mathbf{e}_{1}+\mathbf{e}_{2} \otimes \mathbf{e}_{1}+\mathbf{e}_{3} \otimes \mathbf{e}_{1}\right) & \text { otherwise } &
\end{array}\right.
$$

The field lives in $H(\operatorname{Curl}, V)$ but not in $\left[H^{1}(V)\right]^{3 \times 3}$, since $(\cdot) \otimes \mathbf{e}_{1}$ represent the normal components $(\cdot) \otimes \mathbf{n}$ on planes orthogonal to the $x$-axis, see Fig. 5.1 Evidently, this implies that the normal components jump at $x= \pm 1$. The results for all formulations are given in Fig. 5.3. As expected, the Lagrangian formulation $\left[\mathcal{L}^{1}(V)\right]^{3 \times 3}$ is now incapable of achieving optimal convergence and in fact, its convergence rate is reduced to square-root. The same behaviour is observed for the $\mathcal{D}^{1}(V)$-formulation, which confirms its non-conforming nature for $H(\operatorname{Curl}, V)$-fields. In comparison, the Nédélec elements continue to converge optimally, as they can account for the jump in the normal component. The same holds true for our novel elements $\mathcal{Y}^{0}(V), \mathcal{S}^{0}(V), \mathcal{Y}^{1}(V)$ and $\mathcal{S}^{1}(V)$, which enrich the Nédélec space with higher order discontinuous identity fields. More importantly, the $\mathcal{Y}^{2}(V)$ and $\mathcal{M}^{2}(V)$ formulations exhibit optimal cubic convergence. The latter proves that the extension in Section 4.4 respects the regularity of $H($ Curl, $V)$. The results of the approximations on a coarse mesh of 144 elements are depicted in Fig. 5.4. Clearly, our novel elements match the performance of Nédélec elements.

In the third benchmark we consider the semi-smooth jumping identity field

$$
\widetilde{\boldsymbol{P}}=\left\{\begin{array}{ccc}
2 \sin (x+2 y-3 z) \mathbb{1} & \text { for } & -1<x<1 .  \tag{5.5}\\
\sin (x+2 y-3 z) \mathbb{1} & \text { otherwise } &
\end{array}\right.
$$



Figure 5.2: Relative error of the approximations of the $H^{1}(V)$-regular field.


Figure 5.3: Relative error of the field with a jumping normal component.


Figure 5.4: The jumping normal field on a coarse mesh of 144 elements. Each cone represents one row in the matrix and they overlap at a point due to the similar orientation and magnitude. The depictions in (a) and (b) are the of the Nédélec elements $\left[\mathcal{N}_{I}^{0}(V)\right]^{3}$ and $\left[\mathcal{N}_{I I}^{1}(V)\right]^{3}$, which represent a decent approximation of the analytical solution. In (c) and (d) we depict the $\mathcal{Y}^{1}(V)$ and $\mathcal{Y}^{2}(V)$ approximations, which are clearly very similar to the solution by the linear Nédelec element of the second type. In (e) and (f) one sees the solutions by $\left[\mathcal{L}^{1}(V)\right]^{3 \times 3}$ and $\mathcal{D}^{1}(V)$, which cannot correctly account for the jump in normal direction.


Figure 5.5: Relative error of the jumping identity field.

The field is in $H(\operatorname{sym}$ Curl, $V)$, but not in $H(\operatorname{Curl}, V)$ or $\left[H^{1}(V)\right]^{3 \times 3}$. The fact that $\widetilde{\boldsymbol{P}}$ is not in $\left[H^{1}(V)\right]^{3 \times 3}$, is evident, since it jumps at $x= \pm 1$. The field is also not in $H$ (Curl, $V$ ) because the $\mathbf{e}_{2} \otimes \mathbf{e}_{2}$ - and $\mathbf{e}_{3} \otimes \mathbf{e}_{3}$ components are not normal to the $x$-plane, on which the jump occurs. Finally, the field is in $H$ (sym Curl, $V$ ) since identity tensor fields are in the kernel of its corresponding trace operator $\operatorname{ker}\left(\operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})}\right)$. We examine the convergence rates in Fig. 5.5. Both the Lagrangian $\left[\mathcal{L}^{1}(V)\right]^{3 \times 3}$ and the second type Nédélec $\left[\mathcal{N}_{I I}^{1}(V)\right]^{3}$ formulations exhibit suboptimal convergences. In contrast, the $\left[\mathcal{N}_{I}^{0}(V)\right]^{3}, \mathcal{D}^{1}(V)$, the $\mathcal{Y}^{0}(V)$ and $\mathcal{S}^{0}(V)$ formulations converge optimally. Latter confirms the optimality of the novel elements for $H$ (sym Curl, $V$ )-fields. The result is also interesting in the case of $\left[\mathcal{N}_{I}^{0}(V)\right]^{3}$, since it does not represent a conforming discretisation of $H(\operatorname{sym}$ Curl, $V)$ with a minimal regularity, seeing as it contains a non-jumping constant identity field. However, it appears that the jump of the tangential projection of the constant identity field at $x= \pm 1$ does not dominate the produced error. The $\mathcal{Y}^{1}(V)$ and $\mathcal{S}^{1}(V)$ formulations exhibit suboptimal convergence rates. However, their added jumping identity fields allow them to further reduce the relative error.

Lastly, we consider the constant-valued jumping identity field

$$
\widetilde{\boldsymbol{P}}=\left\{\begin{array}{ccc}
\mathbb{1} & \text { for } & -1<x<1  \tag{5.6}\\
0 & \text { otherwise } &
\end{array}\right.
$$

which lives in $H$ (sym Curl, $V$ ). This field is especially relevant to our investigation, since our novel lowest order element is incapable of letting the constant identity jump. As such, it is of interest to examine the capacity of the novel elements to correct for the induced error. The convergence estimates are depicted in Fig. 5.6. We observe that both the $\mathcal{Y}^{0}(V)$ and $\mathcal{S}^{0}(V)$ elements converge optimally, which implies that these formulations are in fact ideal for discretisations of $H$ (sym Curl, $V$ ). The remaining formulations are all suboptimal in their convergence rates. The $\mathcal{D}^{1}(V)$ formulation is not measured here since the field $\widetilde{\boldsymbol{P}}$ is contained in that discrete space, such that no error is induced. The convergence rates represent one aspect of the error measurement. The second measure is given by the constant placed before the convergence slope. While the $\mathcal{Y}^{1}(V), \mathcal{S}^{1}(V), \mathcal{M}^{2}(V)$ and $\mathcal{Y}^{2}(V)$ formulations indeed exhibit square-root convergence, it is clear that the relative error is being reduced through the addition of higher order jumping identity fields. The latter can be observed in Fig. 5.7, where we depict the solution on a coarse mesh with 144 elements. The higher the order of the discontinuous identity field, the better the approximation compensates for the jump. This is particularly apparent for the $\mathcal{S}^{1}(V)$-solution in Fig. 5.7f where the magnitude of the field, as well as its orientation almost perfectly match that of Fig. 5.7a, which represents the exact solution via $\mathcal{D}^{1}(V)$.


Figure 5.6: Relative error of the jumping constant identity field.

### 5.2 Dilatation in the relaxed micromorphic model

The importance of $H(\operatorname{sym}$ Curl, $V)$-conforming finite elements for the relaxed micromorphic model relates to its application with metamaterials $\left[2,16,18,36,37,52\right.$. For example, let a body $V=V_{i} \cup V_{o}$ be composed of two domains with distinct complex materials, such that the micro-cell of each material is endowed with a different bulk modulus, then a dilatation field in the domain can jump between the two materials. In linear elasticity theory, this implies differing volumetric changes between material points due to the linearised relation $\mathrm{d} V=\operatorname{det}(\mathbb{1}+\mathrm{D} \mathbf{u}) \mathrm{d} V_{0} \approx(1+\operatorname{tr} \mathrm{D} \mathbf{u}) \mathrm{d} V_{0}$ between the current and reference configurations. Clearly, for this case, the capacity of the discrete subspace to correctly capture jumping identities becomes paramount.

The following example demonstrates exactly this phenomenon, where we compare between formulations based on Nédélec elements $\{\mathbf{u}, \boldsymbol{P}\} \in\left[U^{1}(V)\right]^{3} \times\left[\mathcal{N}_{I}^{0}(V)\right]^{3}$ and $\{\mathbf{u}, \boldsymbol{P}\} \in\left[U^{2}(V)\right]^{3} \times\left[\mathcal{N}_{I I}^{1}(V)\right]^{3}$, and our newly proposed elements $\{\mathbf{u}, \boldsymbol{P}\} \in\left[U^{1}(V)\right]^{3} \times \mathcal{S}^{0}(V)$ and $\{\mathbf{u}, \boldsymbol{P}\} \in\left[U^{2}(V)\right]^{3} \times \mathcal{S}^{1}(V)$. We define the cubic domain $\bar{V}=[-2,2]^{3}$, which is composed of the inner domain $V_{i}=(-1,1)^{3}$ and the outer domain $V_{o}=V \backslash V_{i}$, see Fig. 5.8. We set the global material parameters $\mu_{\text {macro }}=76.9, \mu_{\mathrm{c}}=0$ and $L_{\mathrm{c}}=1$, and equip each domain with its own local material parameters

$$
\begin{align*}
& \lambda_{\text {macro }}^{i}=115.4 \\
& \lambda_{\text {macro }}^{o}=\lambda_{\text {macro }}^{i} / 10 \tag{5.7}
\end{align*}
$$

$$
\lambda_{\text {micro }}^{i}=10 \lambda_{\text {macro }}^{i}, \quad \mu_{\text {micro }}^{i}=10 \mu_{\text {macro }}
$$

$$
\lambda_{\text {micro }}^{o}=100 \lambda_{\text {macro }}^{o}
$$

$$
\mu_{\mathrm{micro}}^{o}=10 \mu_{\mathrm{macro}}
$$

Using the homogenisation formula 40

$$
\begin{equation*}
\mu_{\mathrm{e}}=\frac{\mu_{\text {micro }} \mu_{\text {macro }}}{\mu_{\text {micro }}-\mu_{\text {macro }}}, \quad 2 \mu_{\mathrm{e}}+3 \lambda_{\mathrm{e}}=\frac{\left(2 \mu_{\text {micro }}+3 \lambda_{\text {micro }}\right)\left(2 \mu_{\text {macro }}+3 \lambda_{\text {macro }}\right)}{\left(2 \mu_{\text {micro }}+3 \lambda_{\text {micro }}\right)-\left(2 \mu_{\text {macro }}+3 \lambda_{\text {macro }}\right)}, \tag{5.8}
\end{equation*}
$$

we derive the corresponding meso material parameters

$$
\begin{equation*}
\mu_{\mathrm{e}}^{i}=\mu_{\mathrm{e}}^{o}=85.44, \quad \lambda_{\mathrm{e}}^{i}=128.22, \quad \lambda_{\mathrm{e}}^{o}=8.3 \tag{5.9}
\end{equation*}
$$

Clearly, the materials differ in their Lamé constants $\lambda_{\mathrm{e}}$ and $\lambda_{\text {micro }}$, which govern the trace of a strain measure. In contrast, their shear moduli $\mu_{\mathrm{e}}$ and $\mu_{\text {micro }}$ are the same. On the entire boundary of the outer domain we impose an expansion displacement field (see Fig. 5.8)

$$
\mathbf{u}(\mathbf{x})=\frac{1}{10}\left[\begin{array}{l}
x  \tag{on}\\
y \\
z
\end{array}\right]
$$

$$
\begin{equation*}
A_{D}^{u}=\partial V_{o} \tag{5.10}
\end{equation*}
$$



Figure 5.7: The jumping constant identity on a coarse mesh of 144 elements. Each cone is a row in the matrix. The depiction in (a) is for $\mathcal{D}^{1}(V)$ and represents the exact solution. In (b) one sees the solution by $\left[\mathcal{L}^{1}(V)\right]^{3 \times 3}$, which is followed by $\left[\mathcal{N}_{I}^{0}(V)\right]^{3}$ and $\left[\mathcal{N}_{I I}^{1}(V)\right]^{3}$ in (c) and (d). In (e)-(h) one finds the solutions for the pairs $\mathcal{Y}^{1}(V), \mathcal{S}^{1}(V)$ and $\mathcal{M}^{2}(V), \mathcal{Y}^{2}(V)$, respectively.


Figure 5.8: Depiction of a total domain composed of an inner domain $V_{i}$ and an outer domain $V_{o}$, which are respectively equipped with different material parameters. A dilatation field $\mathbf{u}(\mathbf{x})$ is applied on the outer boundary $\partial V_{o}$.
and correspondingly, the consistent coupling condition 17

$$
\begin{equation*}
\operatorname{tr}_{H(\text { sym Curl })} \boldsymbol{P}=\operatorname{tr}_{H(\text { sym Curl })} \mathrm{Du}=\frac{1}{10} \operatorname{tr}_{H(\text { sym Curl })} \mathbb{1}=0 \quad \text { on } \quad A_{D}^{P}=\partial V_{o} \tag{5.11}
\end{equation*}
$$

Although $\mathbb{1} \in \operatorname{ker}\left(\operatorname{tr}_{H(\operatorname{sym} \operatorname{Curl})}\right)$, our element is not perfectly conforming in $H(\operatorname{sym}$ Curl, $V)$ with respect to minimal regularity, such that the tangential projection of the constant identify field is imposed. Note that for the Nédélec formulation we employ the trace of the $H($ Curl, $V)$-space $\operatorname{tr}_{H(\operatorname{Curl})} \boldsymbol{P}=(1 / 10) \operatorname{tr}_{H(\operatorname{Curl})} \mathbb{1}$. We compare the elastic energy produced by the dilatation field. The energy $I(\mathbf{u}, \boldsymbol{P})$ is taken from Eq. (1.1) by removing the external work via $\mathbf{f}$ and $\boldsymbol{M}$, which is zero in this example.

As seen in Fig. 5.9, for the Nédélec based formulations to produce similar energies to our novel elements, one must free the microdistortion on the boundary completely $A_{N}^{P}=\partial V_{o}$, which is incompatible with the consistent coupling condition. Even in latter case, the energies differ slightly $\Delta I \approx 0.4 \%$ due to the jump at the interface, such that the $\mathcal{S}^{0}(V)$-formulation produces lower energies. The relative difference is given here with respect to the lower energy of the $\mathcal{S}^{0}(V)$-formulation. In contrast, if a total Dirichlet boundary $A_{D}^{P}=\partial V_{o}$ is enforced in $\boldsymbol{P}$, then the elastic energy in the medium increases significantly and we observe no convergence towards a specific energy value. We note that the same occurs even if a cubic formulation $\{\mathbf{u}, \boldsymbol{P}\} \in\left[U^{3}(V)\right]^{3} \times\left[\mathcal{N}_{I}^{2}(V)\right]^{3}$ is applied. The latter hints at the emergence of a boundary layer problem.

The resulting displacement field $\mathbf{u}$ as well as the trace of the microdistortion field $\operatorname{tr} \boldsymbol{P}$ are depicted in Fig. 5.10 for a mesh with 5056 elements. Although the Nédélec based formulation with a natural Neumann boundary produces similar energies, it is clearly incapable of satisfactorily capturing the jumping trace of the microdistortion field. This is evident due to the visible transition in the intensity of the trace between the two materials. In contrast, our novel $\mathcal{S}^{0}(V)$-formulation clearly distinguishes between the trace of the microdistortion in the outer and inner materials. Lastly, from the depiction it is obvious that imposing the consistent coupling condition on the Nédélec based formulation leads to a completely different state in the trace of the microdistortion.

## 6 Hexahedra on transfinite meshes

The elements we presented on tetrahedralizations do not achieve the minimal regularity of the continuous $H$ (sym Curl, $V$ )-space in the lowest order. As clarified, the problem is related to the inability to relate a single coordinate system on a vertex to multiple edges on interfacing tetrahedra. This problem can be ameliorated if a transfinite mesh of cubes is used in the construction, see Fig. 6.1. Clearly, this limits the possible geometries of the domain significantly and is thus only applicable to certain cases. As such, we only provide the theory for the construction in this work, without examples.


Figure 5.9: Elastic energy due to dilatation. The Nédélec based formulation is computed either with (a) a natural Neumann boundary $H\left(\right.$ Curl, $V$ ) or (b) complete Dirichlet boundary conditions $H_{0}($ Curl, $V$ ).

### 6.1 The lowest order element

We start by investigating polynomial spaces on the unit hexahedron $\Omega=[0,1]^{3}$, see Fig. 6.1. For $H^{1}(V)$ conforming elements one employs the polynomial space

$$
\begin{equation*}
Q^{p . p \cdot p}(\Omega)=P^{p}(\xi) \times P^{p}(\eta) \times P^{p}(\zeta), \quad \operatorname{dim} Q^{p \cdot p \cdot p}(\Omega)=(p+1)^{3} \tag{6.1}
\end{equation*}
$$

Its gradient space is given by

$$
\begin{equation*}
\nabla Q^{p \cdot p \cdot p}(\Omega) \subseteq Q^{p-1 \cdot p \cdot p}(\Omega) \times Q^{p \cdot p-1 \cdot p}(\Omega) \times Q^{p \cdot p \cdot p-1}(\Omega) \tag{6.2}
\end{equation*}
$$

Now, constructing its matrix-valued version and taking the deviator yields

$$
\begin{align*}
\operatorname{dev} \mathrm{D}\left[\mathbb{R}^{3} \otimes Q^{p . p . p}(\Omega)\right] \subseteq & \operatorname{dev}\left[\mathbb{R}^{3} \otimes\left[Q^{p-1 . p . p}(\Omega) \times Q^{p . p-1 . p}(\Omega) \times Q^{p . p . p-1}(\Omega)\right]\right] \\
\subseteq & \mathbb{R}^{3} \otimes\left[Q^{p-1 . p \cdot p}(\Omega) \times Q^{p . p-1 . p}(\Omega) \times Q^{p . p . p-1}(\Omega)\right] \\
& -\frac{1}{3}\left[Q^{p-1 . p . p}(\Omega) \cup Q^{p . p-1 . p}(\Omega) \cup Q^{p . p . p-1}(\Omega)\right] \mathbb{1} \\
\subseteq & {\left[\begin{array}{ccc}
Q^{p . p . p}(\Omega) & Q^{p . p-1 . p}(\Omega) & Q^{p . p . p-1}(\Omega) \\
Q^{p-1 . p . p}(\Omega) & Q^{p . p . p}(\Omega) & Q^{p . p . p-1}(\Omega) \\
Q^{p-1 . p . p}(\Omega) & Q^{p . p-1 . p}(\Omega) & Q^{p . p . p}(\Omega)
\end{array}\right]=\mathcal{S}^{p-1}(\Omega) . } \tag{6.3}
\end{align*}
$$

Clearly, the same result follows by the combination

$$
\begin{equation*}
\mathcal{S}^{p-1}(\Omega) \supseteq \mathrm{D}\left[\mathbb{R}^{3} \otimes Q^{p \cdot p \cdot p}(\Omega)\right] \cup\left[Q^{p \cdot p \cdot p}(\Omega) \otimes \mathbb{1}\right], \quad \operatorname{dim} \mathcal{S}^{p-1}(\Omega)=3(p+1)^{3}+6 p(p+1)^{2} .+ \tag{6.4}
\end{equation*}
$$

Now, since $Q^{p \cdot p . p}(\Omega) \otimes \mathbb{1} \in \operatorname{ker}($ sym $\operatorname{Curl})$, the next space in the sequence reads $\operatorname{sym} \operatorname{Curl}\left[Q^{p-1 . p . p}(\Omega) \times Q^{p . p-1 . p}(\Omega) \times Q^{p . p . p-1}(\Omega)\right]^{3} \subseteq \operatorname{sym}\left[Q^{p . p-1 . p-1}(\Omega) \times Q^{p-1 . p . p-1}(\Omega) \times Q^{p-1 . p-1 . p}(\Omega)\right]^{3}$

$$
\begin{align*}
& \subseteq\left[\begin{array}{ccc}
Q^{p \cdot p-1 . p-1}(\Omega) & Q^{p \cdot p \cdot p-1}(\Omega) & Q^{p \cdot p-1 . p}(\Omega) \\
Q^{p \cdot p \cdot p-1}(\Omega) & Q^{p-1 . p \cdot p-1}(\Omega) & Q^{p-1 \cdot p \cdot p}(\Omega) \\
Q^{p \cdot p-1 \cdot p}(\Omega) & Q^{p-1 \cdot p \cdot p}(\Omega) & Q^{p-1 \cdot p-1 . p}(\Omega)
\end{array}\right] \\
& =\mathcal{W}^{p-1}(\Omega) . \tag{6.5}
\end{align*}
$$



Figure 5.10: Resulting displacement field $\mathbf{u}$ due to dilatation (a). Trace of the microdistortion field tr $\boldsymbol{P}$ using the novel $\mathcal{S}^{0}(V)$-formulation (b), the Nédélec formulation with a natural Neumann boundary (c) and with a total Dirichlet boundary (d).


Figure 6.1: Transfinite mesh $V_{t}$ of cuboids built by translating and resizing the reference hexahedron $\Omega$.


Figure 6.2: The polynomial relaxed micromorphic sequence on hexahedra.

Lastly, the last space in the sequence is given by

$$
\begin{equation*}
\operatorname{div} \operatorname{Div} \mathcal{W}^{p-1}(\Omega)=Q^{p-1 \cdot p-1 \cdot p-1}(\Omega) \tag{6.6}
\end{equation*}
$$

Consequently, the polynomial sequence in Fig. 6.2 is used to construct $H$ (sym Curl, $V$ )-conforming finite elements on hexahedra. With the polynomial space at hand, we can construct $H$ (sym Curl, $V$ )-conforming finite elements using the polytopal template methodology 59,62. The vectorial template set on each edge reads

$$
\begin{equation*}
\mathcal{T}_{j}=\{\boldsymbol{\tau}, \boldsymbol{\mu}, \boldsymbol{\nu}\}, \quad j \in \mathcal{J}=\{(0,1),(1,2),(2,3),(0,3),(0,4),(1,5),(2,6),(3,7),(4,5),(5,6),(6,7),(7,4)\} \tag{6.7}
\end{equation*}
$$

which contains the tangent, cotangent and normal vectors, respectively. In order to maintain the same orientation across the mesh the vectors are simply defined as permutations of the Cartesian basis. For example, on the edge $e_{12}$ (see Fig. 6.1) the vectors read $\{\boldsymbol{\tau}, \boldsymbol{\mu}, \boldsymbol{\nu}\}=\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$. Now, using the Lagrangian base functions

$$
\begin{array}{llll}
\lambda_{1}=(1-\xi)(1-\eta)(1-\zeta), & \lambda_{2}=\xi(1-\eta)(1-\zeta), & \lambda_{3}=\xi \eta(1-\zeta), & \lambda_{4}=(1-\xi) \eta(1-\zeta), \\
\lambda_{5}=(1-\xi)(1-\eta) \zeta, & \lambda_{6}=\xi(1-\eta) \zeta, & \lambda_{7}=\xi \eta \zeta, & \lambda_{8}=(1-\xi) \eta \zeta, \tag{6.8}
\end{array}
$$

we define the base functions of the lowest order $\mathcal{S}^{0}(\Omega)$-element directly.
Definition 6.1 (Lowest order hexahedral element)
The base functions of the lowest order element are defined polytope-wise.

- on every vertex $v_{i}$ we construct the base functions

$$
\varrho(\xi, \eta, \zeta)=\left\{\begin{array}{c}
\lambda_{i}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{1}-\mathbf{e}_{2} \otimes \mathbf{e}_{2}\right)  \tag{6.9}\\
\lambda_{i}\left(\mathbf{e}_{2} \otimes \mathbf{e}_{2}-\mathbf{e}_{3} \otimes \mathbf{e}_{3}\right)
\end{array},\right.
$$

such that each vertex defines two base functions.

- on every edge $e_{i j}$ with $(i, j) \in \mathcal{J}$ we construct the base functions

$$
\boldsymbol{\varrho}(\xi, \eta, \zeta)=\left\{\begin{array}{l}
\left(\lambda_{i}+\lambda_{j}\right) \boldsymbol{\mu} \otimes \boldsymbol{\tau}  \tag{6.10}\\
\left(\lambda_{i}+\lambda_{j}\right) \boldsymbol{\nu} \otimes \boldsymbol{\tau}
\end{array}, \quad\{\boldsymbol{\tau}, \boldsymbol{\mu}, \boldsymbol{\nu}\} \in \mathcal{T}_{i j}\right.
$$

such that each edge defines four base functions.

- the cell base functions are given by

$$
\begin{equation*}
\varrho(\xi, \eta, \zeta)=\lambda_{i} \mathbb{1}, \tag{6.11}
\end{equation*}
$$

for every vertex $v_{i}$.
There are 16 vertex base functions, 24 edge base functions and 8 cell base functions. Thus, the space is complete due to $\operatorname{dim} \mathcal{S}^{0}(\Omega)=48$. The linear independence of the construction is obvious, since the vertex base functions plus the cell base functions span $Q^{1.1 .1}(\Omega) \otimes \operatorname{Diag}(3)$, and the edge base functions span offdiagonal terms. The conformity is also clear, since the vertex base functions impose the $C^{0}(V)$-continuity of $\operatorname{Diag}(3) \cap \mathfrak{s l}(3)$, the edge base functions are built using the tangent vector $(\cdot) \otimes \boldsymbol{\tau}$, such that they uphold $H$ (curl, $V$ )-conformity, and the cell base functions are in the kernel of the $H$ (sym Curl)-trace operator.
Remark 6.1 (Extension to higher orders)
The extension of the element to higher orders follows analogously. One must simply apply the polytopal templates to the corresponding scalar base functions while respecting the dimension of $\mathcal{S}^{p}(\Omega)$.

### 6.2 Consistent transformations

The transfinite geometry of the reference grid of cuboids can be used to construct a curved domain with conforming elements. We shortly discuss this case in this section.

Lemma 6.1 (Consistent transformation)
Let the domain $V$ be such that the transfinite grid $\cup_{e} T_{e}$ (see Fig. 6.1) can be mapped to it by a $C^{1}(V)$-continuous function

$$
\begin{equation*}
F: \bigcup_{e} T_{e} \rightarrow V, \quad F \in C^{1}(V) \tag{6.12}
\end{equation*}
$$

then the transformation

$$
\begin{equation*}
\rho=\boldsymbol{J} \varrho \boldsymbol{J}^{-1} \tag{6.13}
\end{equation*}
$$

maintains $H$ (sym Curl, $V$ )-conformity.
Proof. Each base function on the reference grid is defined by the dyadic product of two vectors $\mathbf{a} \otimes \mathbf{b}$. Clearly, the vectors match on interfacing elements of the reference grid. Now, due to the imposed $C^{1}(V)$-continuity of the mapping, vectors mapped as $J$ a continue to match on interfacing elements. Further, the covariant Piola transformation $\mathbf{b} \boldsymbol{J}^{-1}$ maintains tangential conformity. Lastly, deviatoric fields remain such under the transformation due to $\operatorname{dev}\left(\boldsymbol{J} \mathbb{1} \boldsymbol{J}^{-1}\right)=\operatorname{dev}(\mathbb{1})=0$. This completes the proof.

## 7 Conclusions and outlook

In this work we presented the relaxed micromorphic sequence as the completion of the div Div-sequence in the $H$ (sym Curl, $V$ )-space with respect to the kernel of the sym Curl-operator. The sequence is associated with the relaxed micromorphic model, in which the microdistortion field $\boldsymbol{P}$ is defined in the full $H$ (sym Curl, $V$ )-space $\boldsymbol{P} \in$ $H(\operatorname{sym}$ Curl, $V)$. The consistency requirements of the microdistortion field in the relaxed micromorphic model motivate the introduction of novel $H$ (sym Curl, $V$ )-conforming finite elements, which also respect tangential $H$ (Curl, $V$ )-conformity. To the authors knowledge, this work introduces the first of such elements. The novel elements presented here are based on extensions of the low order Nédélec elements. Our rigorous proofs along with the numerical examples demonstrate the correct conformity of the formulations in $H(C u r l, V)$. Further, the investigation of $H$ (sym Curl, $V$ )-conforming fields shows that the new lowest order elements are optimal, and that the higher order elements can greatly reduce the error induced by their low order non-jumping identity fields. The elements are given via closed formulas for the base functions, which also allow to directly map them to curved geometries. Latter is a topic for future work. Finally, we mention that the elements are also conforming in $H($ dev sym Curl, $V)$, since the spaces possess the same regularity. In fact, for complete polynomial spaces $\left[P^{p}(V)\right]^{3 \times 3}$ the elements coincide. The question whether it is possible to build differing $H(\operatorname{dev}$ sym Curl, $V)$ conforming finite element using incomplete polynomial spaces remains open, to be addressed in future works.

The application of the novel elements is demonstrated with an example in the relaxed micromorphic model, where the dilatation between two materials jumps at the interface due to differing materials. One observes the excellent behaviour of the new elements by the comparison to Nédélec based formulations and the capacity of the novel elements to correctly depict the jump of the trace of the microdistortion field at the interface. With the new elements at hand, further investigations of micro-structured materials in the relaxed micromorphic model are made possible.
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