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Abstract

Favored by the rapid advance of technologies such as artificial intelligence and
computer graphics, virtual agents have been increasingly accessible, capable, and
autonomous over the past decades. As a result of their growing technological
prowess, interaction with virtual agents has been gradually evolving from a tra-
ditional user-tool relationship to one resembling interpersonal delegation, where
users empower virtual agents to autonomously carry out specific tasks on their
behalf. Forming a delegatory relationship with virtual agents can facilitate the
user-agent interaction in numerous aspects, particularly regarding convenience
and efficiency. Yet, it also comes with problems and challenges that may harm
users drastically in critical scenarios and thus deserves extensive research. This
thesis presents a thorough discussion of delegation to virtual agents based on a
series of studies my colleagues and I conducted over the past four years. Several
factors –including agent representation, theory of mind, rapport, and technolog-
ical immersion– are examined individually via empirical approaches to reveal
their impacts on delegation to virtual agents. A conceptual model featuring three
interrelated dimensions is proposed, constituting a theoretical framework to inte-
grate the empirical findings. An overall evaluation of these works indicates that
users’ decisions on delegating critical tasks to virtual agents are mainly based
on rational thinking. Performance-related factors have a significant impact on
delegation, whereas affective cues –such as rapport, agent representation, and
theory of mind– are influential only to a limited extent. Furthermore, the usage
of immersive media devices (e.g., head-mounted displays) has a marginal effect
on users’ delegatory decisions. Thus, it is advisable for developers to focus on
performance-related aspects when designing virtual agents for critical tasks.
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Introduction

After decades of rapid development and proliferation, software programs have
become integral to human societies. Their usage prevails a broad spectrum of
activities, ranging from professional ones –such as 3D modeling, data analysis,
and physics simulation– to daily utilities as in today’s diverse applications for
news, navigation, cooking, entertainment, and much more. The bulk of exist-
ing software programs are assistive, functioning mainly as a tool to enact users’
strategies and initiatives. A typical example is word processors, through which
users can edit and typeset the texts in a document through various commands
and operations. However, without users’ input, the program on its own can nei-
ther generate meaningful texts nor format them accordingly. Nevertheless, with
the burgeoning development of artificial intelligence technologies, software pro-
grams are becoming more capable, autonomous, and proactive. As exemplified
by ChatGPT, software programs can already automatically generate plausible
texts in addition to their traditional role as a tool for editing and typesetting [Ope-
nAI, 2023]. Researchers often refer to these intelligent software-based entities
as software agents to differentiate them from tool-like software programs.

Interaction with software agents is similar to interpersonal delegation, where
users empower software agents to carry out specific tasks on their behalf while
users remain responsible for the task outcomes [Baird and Maruping, 2021;
Milewski and Lewis, 1997]. Forming a delegatory relationship with software
agents can benefit users in several aspects, particularly in terms of efficiency and
convenience, as users can simply assign their tasks to software agents without the
need to tender strategies and initiatives. On the other hand, this delegation-like
interaction also entails challenges since users have to transfer their authority to
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VI Introduction

software agents, making themselves vulnerable to the agents’ actions. As more
and more software agents are deployed into real-world scenarios, it is imperative
to study this emerging delegatory relationship and identify its underlying factors –
particularly when involving critical tasks whose outcomes may have far-reaching
consequences– so as to facilitate the user-agent interaction and resolve potential
issues therein.

Over the last four years, my colleagues and I have been studying users’ dele-
gation to virtual agents, a type of software agents that utilize and feature human
communication –such as gesture, speech, and facial expression– to interact with
users more naturally and personably than the traditional WIMP (windows, icons,
menus, and pointer) interface allows [Lugrin, 2021]. While the term “virtual
agent” often refers to software agents embodied as virtual characters (e.g., virtual
humans), it also includes those represented by textual interfaces (e.g., ChatGPT)
to emulate interpersonal conversations. Either way, their advanced communica-
tion capabilities were frequently demonstrated to impact user behaviors [Lugrin
et al., 2021, 2022] and, therefore, may also influence user decisions on delegation.
Our research focuses on two relevant but understudied aspects:

1. Influencing factors in delegation decisions to virtual agents.

2. Delegation to virtual agents in immersive settings.

In light of our initial findings detailed in Chapter 5, we concentrated on
embodied virtual agents, especially those with humanlike representation such
as virtual humans or robots. Through nine chapters, this thesis presents and
integrates the theoretical and empirical studies we conducted, striving to provide
new insights into the two topics. The first two chapters give a bird’s eye view of
the literature on delegation (cf. Chapter 1) and virtual agents (cf. Chapter 2),
while the remaining chapters are arranged into the following thematic blocks.

Theoretical Foundation

Numerous factors may influence delegation to virtual agents, making up a huge
parameter space that remains largely unknown due to scant research on this topic.
Chapter 3 presents an overview of potentially relevant factors and introduces



Introduction VII

a model conceptualizing how these factors collectively shape users’ trust in
and delegation to virtual agents. Taking a macroscopic perspective, the model
differentiates three major dimensions covering the impact of rationality, affection,
and technology on delegation. The model serves as the theoretical foundation to
connect and integrate the empirical studies detailed in the subsequent chapters.

Empirical Research

A large part of the thesis (Chapters 4 to 8) discusses our empirical studies
investigating different factors’ impact on delegation to virtual agents.

Informativeness (i.e., the extent to which an agent provides useful and suffi-
cient information) may constitute a relevant factor in delegation to virtual agents,
according to the exploratory study detailed in Chapter 4. Through an online
survey, participants (𝑁 = 80) were asked to rank the importance of 20 factors
in their decisions on delegation to virtual agents. Informativeness was rated the
most salient factor early during the interaction. Its initial influence on delegatory
decisions is potentially stronger than those of other acknowledged factors such
as capability or trustworthiness.

The visual representation of virtual agents was also found to be a relevant fac-
tor in another survey-based study presented in Chapter 5. Participants (𝑁 = 100)
were tasked to rank five categories of agent representation with varied levels
of visual human-likeness. The results delineated a dividing line between the
preference for humanlike (humans and humanoids) and non-human representa-
tions (organic non-human, inanimate objects, and symbols), where humanlike
representations were preferred over non-human ones.

Theory of mind (here defined as an agent’s ability to infer others’ beliefs)
showed a limited impact on delegatory decisions in the between-subjects exper-
iment discussed in Chapter 6. Participants (𝑁 = 75) were divided into three
groups, each interacting with a virtual agent that has a unique level of theory of
mind. The results indicated a non-monotonic relationship between the agents’
theory of mind level and participants’ delegatory decisions or intentions. This
contradicts the hypothesis that users are more likely to delegate to virtual agents
with higher-level theory of mind.
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Performance, particularly users’ performance or the difference between users’
and virtual agents’ performance, is an essential factor in delegating to virtual
agents. The prominence of performance was demonstrated in the experiment on
theory of mind (cf. Chapter 6) –where performance and delegatory intention
were negatively correlated– and reflected in the other studies throughout the
thesis (e.g., Chapters 4 and 8).

Technological immersion (i.e., a media device’s capacity to deliver immersive
experiences) may only be an insignificant factor in users’ decisions on delegation,
as discussed in Chapter 7. Two experiments (both 𝑁 = 30) employing different
designs were conducted to observe and compare users’ delegatory behavior to-
ward virtual agents in varied conditions and levels of technological immersion.
Contrary to the hypothesis that technological immersion is a relevant factor, the
results showed that participants’ decisions on delegation were similar across the
different conditions, indicating its marginal influence.

Rapport, albeit being important for interpersonal communication, may only
play a lesser role in user-agent interaction involving decisions on delegation to
virtual agents. Chapter 8 elaborates on a between-subjects experiment (𝑁 = 15)
that contrasts delegation to a rapport-building and rapport-avoiding agent in
virtual reality. The results gave an initial indication that perceived rapport may
influence users’ delegatory decisions only to a limited extent.

Integration, Reflection, and Outlook

The presented work is recapped and integrated in Chapter 9, where the influence
of each dimension in the conceptual model on delegation is evaluated based on
the results of the empirical studies.

The analytical dimension is the most relevant due to the considerable impact
of performance and informativeness on users’ decisions on delegation to virtual
agents. The affective dimension is influential to some extent given the mixed
evidence: visual representation is relevant, yet theory of mind and rapport may
not be significant factors. The technological dimension may only have a limited
effect since none of the evidence collected so far can validate the influence of
technological immersion on delegation.
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Several guidelines for virtual agent design can be derived from the findings.
For example, since the analytical dimension is the most relevant, developers
should focus on performance-related aspects when designing virtual agents to
carry out critical tasks autonomously. A limited number of affective cues (e.g.,
facial expression, gesture) can make the interaction more natural and personable.
However, adding more affective cues is unlikely to yield better outcomes since the
affective dimension is influential only to some extent. Excessive affective cues
may even backfire if poorly designed, as exemplified by the notorious Uncanny
Valley effect. As for the choice of media device for virtual agents, developers
should mainly consider the nature of the task rather than how media devices
influence virtual agent perception.

Finally, the limitations of our methodologies are also discussed from a macro-
scopic perspective, and future research avenues are outlined at the end to conclude
this thesis.
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Chapter 1

An Overview of Research on
Delegation

Delegation is one of the most important and common interpersonal relation-
ships in human societies. The operation of most organizations requires effective
management, i.e., delegation from managers to subordinates, and successful col-
laboration, i.e., delegation among specialized members or departments within
an organization. Even God delegates, as noted in the Book of Exodus: “Behold,
I send an Angel before thee, to keep thee in the way, and bring thee into the
place which I have prepared.” Due to its significance and prevalence, delegation
has been the subject of much debate across several disciplines as diverse as eco-
nomics, management, and politics [Lupia, 2001]. Recent years have also seen
the emergence of a new research line on delegation to intelligent artifacts, such
as robots and software agents [Baird and Maruping, 2021]. This chapter gives an
overview of these studies in two folds. Section 1.1 introduces a widely accepted
theory and different factors of interpersonal delegation, followed by Section 1.2
overlooking the development of and recent work on delegation to software agents.

1.1 Interpersonal Delegation
Delegation is often regarded as a dyadic relationship between a principal and
an agent, where the principal lets the agent carry out specific tasks on the

3



4 Chapter 1. Research on Delegation

principal’s behalf while the principal remains responsible or accountable for the
task outcomes [Leana, 1987; Milewski and Lewis, 1997]. Delegation can provide
principals with several benefits, a common one of which is allowing principals
to access and utilize agents’ expertise and knowledge [Jensen, 1986]. Through
delegation, principals can also increase their working efficiency by shifting some
of their workloads to agents [Yukl and Fu, 1999]. Principals may even use
delegation strategically as a commitment device to express their determination
in negotiation [Sengul et al., 2012]. On the other hand, principals must bear
the risk of transferring part or all of their authority to agents during delegation.
Such risk can be even higher when principals lack effective measures to know
and regulate their agents’ actions [Eisenhardt, 1989].

One of the most influential works on delegation is agency theory [Eisen-
hardt, 1989; Jensen and Meckling, 1976; Shapiro, 2005]. It originates from early
studies on risk-sharing problems within an organization whose members hold
different attitudes toward risk [Wilson, 1968]. Later, these studies evolved into
a more inclusive theory, i.e., agency theory, mainly addressing the delegatory
relationship between two rational entities. The theory posits that delegation is
susceptible to the so-called agency problems, which often arise in two situations:
(a) when it is difficult for principals to verify what agents are actually doing,
and (b) when principals and agents have conflicting goals or different attitudes
toward risks [Eisenhardt, 1989]. These problems are detrimental to delegation,
as exemplified by the so-called moral hazard, a situation where agents do not
act as agreed or even furtively impair principals’ interests [Shapiro, 2005]. To
resolve these problems, agency theory advocates to use a set of rules –i.e., a
contract– to regulate the principal-agent dyad, so as to minimize the negative
influence emanating from the agency problems and maximize the dyad’s effi-
ciency [Eisenhardt, 1989; Jensen and Meckling, 1976]. There are mainly two
types of contracts. With behavior-oriented contracts, agents receive a fixed
amount of money or something equivalent upon finishing the tasks delegated to
them, regardless of the task outcomes. Outcome-oriented contracts give agents
minimal remuneration for finishing the tasks, but they can take a share of the task
outcomes (e.g., bonus, commission, stocks). The two types of contracts fit differ-
ent situations depending on several factors, including agent observability [Fama,
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1980; Fama and Jensen, 1983], task programmability [Eisenhardt, 1985, 1988],
the measurability of task outcomes [Anderson, 1985], and more. For example,
in programmable tasks, principals are more likely to employ behavior-oriented
contracts because agents’ performance in such tasks is relatively easy to observe
and assess [Eisenhardt, 1989].

A large part of the literature on delegation is related to agency theory, view-
ing the principal-agent relationship mainly as an economic issue [Alonso and
Matouschek, 2007; Grossman and Hart, 1992; Ross, 1973]. Nevertheless, there
are also many researchers who assume a psychological stance and focus on
principals’ decision-making process of delegation. For example, Leana [1987]
identified eight factors underlying a manager’s decisions on delegating a task
to subordinates, including the manager’s workload, the task importance, and
subordinates’ age, gender, trustworthiness, performance, job capability, and job
tenure. This set of factors was later validated in broader contexts and expanded
also to include subordinates’ experience in managing, the goal congruence be-
tween managers and subordinates, and whether there is a favorable exchange
relationship [Aggarwal and Mazumdar, 2008; Yukl and Fu, 1999]. In some
cases, decisions on delegation are dominated by subjective causes. For example,
people may delegate a task to others to avoid the feeling of being responsible
or blamed for negative task outcomes [Steffel and Williams, 2018; Steffel et al.,
2016]. A manager may refuse to delegate to appear “busy” [Jenks and Kelly,
1985]. Overall, these psychology-oriented studies suggest that delegation is a
challenging and prone-to-failure task for principals. Managers of all levels, from
leaders of small groups to CEOs of successful corporations, are not free from
making sub-optimal or wrong decisions on delegation [Jenks and Kelly, 1985].
People generally prefer making decisions themselves over delegating them to
others, even if retaining control would lose potential benefits and incur additional
costs [Bobadilla-Suarez et al., 2017].

1.2 Delegation to Software Agents
While the term “delegation” has been predominantly used and studied for inter-
personal contexts, recent years have seen the term gradually adopted in computer
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science research as interaction with software agents becomes increasingly similar
to delegation. Unlike traditional software programs that rely heavily on users’
strategies and initiatives, software agents are more autonomous and capable
of performing complicated tasks where the goal is ambiguous (e.g., providing
psychotherapy to users) or where the external environment is highly dynamic
and imbued with uncertainties (e.g., stock exchange). In the literature, interac-
tion with software agents has been primarily studied from the perspectives of
use [Parasuraman and Riley, 1997; Venkatesh et al., 2003] and reliance [Dixon
and Wickens, 2006; Riley, 1996]. As software agents become increasingly au-
tonomous and capable, a different perspective based on the notion of delegation
recently received more attention, as reflected in the quote below.

[...] the delegation lens will yield more relevant and nuanced insights
regarding human agent and agentic IS1 artifact relationships, and
this lens will be increasingly needed as the agentic capabilities of IS
artifacts increase. [Baird and Maruping, 2021]

One of the pioneering works on delegation to software agents can be traced
back to 1997 when Milewski and Lewis [1997] raised their concerns about the
“dramatic change” of the software user interface from tool-oriented to delegation-
oriented ones. They argued that, as a result of the rapid change, problems
common to interpersonal delegation might similarly occur during interaction
with software agents, which imposed new challenges on user interface designs.
“To overcome well-established drawbacks in delegation”, they listed five major
dimensions to consider when designing delegation-oriented user interfaces, in-
cluding trust, communication, performance control, users’ demographics, and
cost-benefit analysis.

Another early study formalized delegatory relationships within a multi-agent
system [Castelfranchi and Falcone, 1998]. Although targeting inter-agent instead
of user-agent delegation, their theory is still interesting in a broader human-
computer interaction context since it offers a unique perspective on delegation
to software agents. Different from other approaches, Castelfranchi and Fal-

1IS = information systems
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cone [1998] regarded delegation as a state of principals, where “an agent A
needs or likes an action of another agent B and includes it in its own plan”.
In this definition, they removed the element of responsibility and accentuated
principals’ demand or preference for specific actions from agents. Following the
definition, they classified delegation into three categories (cf. Table 1.1) based
on two criteria: whether there is an agreement between a principal and an agent
and whether the principal actively induces certain behaviors in the agent.

Table 1.1: The delegation classification in [Castelfranchi and Falcone, 1998].

Delegation type Agreement exists? Behavior inducing?

Weak delegation No No
Mild delegation No Yes
Strict delegation Yes Yes or No

After these pioneering works, delegation to software agents as a concept has
been sporadically explored, with some relevant studies emerging only in recent
years. A frequently discussed topic is whether people prefer human agents or
software agents. The evidence is mixed; some studies found that software agents
are preferred [Candrian and Scherer, 2022; Fügener et al., 2022; Logg et al.,
2019], whereas others showed the opposite [Dietvorst et al., 2015]. Many factors
can influence this preference. For example, people may prefer letting software
agents carry out tasks involving sensitive data (e.g., credit card information) due
to their user-centered design [Fogg, 2009; Sundar and Kim, 2019] and limited
intentional capacity [Harbers et al., 2017; Sundar and Kim, 2019], whereas
human agents may exploit the sensitive data for their own interests. On the
other hand, tasks involving moral decisions (e.g., life-and-death decisions in law,
military, or medicine) are less likely delegated to software agents given their
lack of empathy [Bigman and Gray, 2018; Liehner et al., 2021]. Lubars and
Tan [2019] conceptualized the term delegability referring to people’s general
preference of delegating a task to artificial intelligence. They conducted a survey
on the delegability of 100 different tasks, of which the ones with the highest and
lowest level of delegability were “moving & packing merchandise in a warehouse
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for shipping to customers” and “picking out and buying a birthday present for an
acquaintance”, respectively.

Another often discussed topic is the factors governing users’ decisions on
delegation to software agents. Research shows that many factors have similar
impacts on delegation to human and software agents. To give a few examples,
interpersonal and human-software delegation were both found to be positively
correlated with perceived controllability [Stout et al., 2014], perceived attach-
ment [Leyer et al., 2021], and agents’ trustworthiness [Lubars and Tan, 2019;
Stout et al., 2014]. Notably, perceived controllability plays an essential role in
delegation to software agents; people are more likely to delegate a decision to an
algorithm when they are allowed to modify the decision made by the algorithm,
even if the modification is severely restricted [Dietvorst et al., 2018]. There are
also factors whose effects on interpersonal and human-software delegation are
opposite. High-level task accountability, for instance, can encourage delegation
to software agents but inhibit delegation to human agents [Stout et al., 2014].

Several studies investigated delegation to software agents from an economic
perspective and focused on the user-agent dyad [Fernández Domingos et al.,
2022; Fügener et al., 2022, 2021; Hukal et al., 2019]. An interesting implication
from these studies is that software agents may be more proficient at delegation
than humans. In certain tasks, a hybrid team of a human user and a software
agent can reach peak performance when the software agent assumes the leading
role and delegates tasks to the human user [Fügener et al., 2022]. In contrast, the
team’s performance is relatively low when the human user is the leader or when
any party seizes full control [ibid.].

1.3 Chapter Summary

This chapter provided an overview of research on delegation, starting with the
extensively studied topic of interpersonal delegation, then moving on to the
recently emerged line of research on delegation to software agents. These studies
yielded many insights regarding delegation, among which three points deserve the
attention of software agent developers: (1) in delegation, people are vulnerable



Chapter 1. Research on Delegation 9

to agents’ actions due to the transfer of authority; (2) people tend to retain control
of a task rather than delegate the task to others; (3) people are not innately
good at making the right decision on delegation. These issues may similarly
occur during the increasingly delegation-like interaction with software agents,
impairing the user experience and lowering the overall efficiency. To address
these issues, developers may consider using virtual agents, a type of software
agent that utilizes human communication –such as facial expression and gesture–
to interact with users in a natural and personable fashion. With their ability to
leverage various verbal and non-verbal behaviors, virtual agents have the potential
to establish an efficient and satisfying delegatory relationship with users. The
next chapter briefly introduces virtual agents in several aspects, covering their
design, applications, and limitations.





Chapter 2

A Brief Introduction to Virtual
Agents

Since the advent of the graphical user interface, interaction with software pro-
grams has been predominantly mediated by graphical widgets such as windows,
menus, icons, and pointer, i.e., the so-called WIMP interface (cf. Figure 2.1a).
Not only in daily applications, its pervasive use can also be seen in the literature
on delegation to software agents, where most empirical studies (cf. Section 1.2)
employed the WIMP interface to mediate the interaction between human par-
ticipants and software agents. While the WIMP interface remains the common
practice today, there has been lively discussion and research looking for more nat-
ural and personable ways to interact with users than the WIMP interface allows.
The prevailing approach is to enable software agents to use human communi-
cation, such as speech or facial expression, to complement or even replace the
WIMP interface. These agents are commonly called virtual agents, as exempli-
fied by digital humans (cf. Figure 2.1b) and the rapidly proliferating generative
artificial intelligence (e.g., ChatGPT).

This chapter gives a brief introduction to virtual agents, mainly covering em-
bodied virtual agents that this thesis concentrates on. Section 2.1 flies over sev-
eral design dimensions of virtual agents, followed by Section 2.2 and Section 2.3
listing their applications and limitations, respectively. Section 2.4 specifically
discusses virtual agents experienced in immersive settings.

11
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(a) A WIMP interface. (b) A virtual agent.

Figure 2.1: Examples of a WIMP interface and a virtual agent. Figure 2.1a
is a screenshot of Microsoft Word whose user interface is largely WIMP-based.
Figure 2.1b (from [Hoque et al., 2013]) depicts a virtual conversational coach
that users can converse with for social skill training.

2.1 Design Dimensions

Virtual agents often have a virtual body that allows them to communicate with
users using non-verbal behaviors. The presence of a virtual body can yield various
positive impacts on user-agent interaction, such as improving the perception of
virtual agents [Koda and Maes, 1996; Rosenberg-Kima et al., 2008], making the
interaction more engaging [Koda and Maes, 1996], and increasing the naturalness
of communication [Sproull et al., 1996], the sense of social presence [Kim
et al., 2018], and agents’ trustworthiness [Weitz et al., 2019]. However, the
virtual body may also produce adverse effects, for instance, when it triggers
the notorious Uncanny Valley phenomenon [Mori, 1970] or contains culturally
offensive elements.

The virtual body can be visually represented in a plethora of forms. Merely
human representation alone already varies in a multitude of details, such as
age, gender, ethnicity, body figure, clothes, and facial attractiveness, not to
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mention other categories of representation like animals, humanoids, or inanimate
objects. Each detail potentially has its unique impact on user-agent interaction; for
example, a virtual agent with human representation may appear more trustworthy
when it is embodied in a female character than a male one [Surprenant, 2012]
or when it wears light-color clothes than dark-color ones [Peña and Yoo, 2014].
However, compared to the vast possibilities in agent representation, little is
known regarding their implications, and the literature today can only provide
limited insights about using certain general categories of representation.

As computer graphics technologies rapidly advance, the visuals of virtual
agents have been constantly evolving in terms of qualities, art styles, production
pipelines, and other aspects (cf. Figure 2.2). The significant progress offers
virtual agent developers immense possibilities and latitudes when designing the
graphics of agent representation. Evidence shows that the perception of a virtual
agent is contingent on the graphical style of its visuals [McDonnell et al., 2012].
High-level visual realism (e.g., photo- or hyper-realism) can increase the accep-
tance of a virtual agent [Ring et al., 2014; van Wissen et al., 2016] or the sense
of presence [Hvass et al., 2017] but may risk falling into the Uncanny Valley.
Virtual agents with a less realistic visual representation (e.g., cartoon or stylized
ones) are perceived as more friendly [Robertson et al., 2015] and appealing [Mc-
Donnell et al., 2012] yet may appear inappropriate for critical scenarios such as
medical information communication [Ring et al., 2014; Robertson et al., 2015].

Apart from its static appearance, the virtual body can also be animated to
emulate non-verbal behaviors, which constitute a staple part of interpersonal face-
to-face communication. They can express a rich repertoire of meanings [Berry
et al., 1997; Mehrabian and Ferris, 1967; Mehrabian and Wiener, 1967]. For
example, a smile can indicate radically different messages depending on who
is smiling (e.g., a mother vs. politician) or where the smile occurs (e.g., at a
birthday party vs. a funeral). Smiles of nuanced differences can be interpreted
as diverse as signals of amusement, politeness, or embarrassment [Ochs et al.,
2010]. In addition to the rich meanings they convey, non-verbal behaviors can
also be more efficient than verbal or textual communication in certain cases,
such as those involving spatial tasks (e.g., pointing to an object using a finger
than describing its position using words) [Harper et al., 1978]. Moreover, unlike
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(a) A virtual agent ca. 1997. (b) A virtual agent ca. 2019.

Figure 2.2: Evolution of computer graphics in research on virtual agents. Fig-
ure 2.2a (from [Johnson and Rickel, 1997]) depicts Steve, a pedagogical agent
developed before the millennium. Its crude graphics were typical in studies on
virtual agents during that time. Figure 2.2b (from [Torre et al., 2019]) shows an
agent developed in recent years. Its graphics surpass Steve’s in order of magni-
tudes regarding texture resolution, light tracing, and other aspects.

natural languages which require minimal levels of learning before being used,
non-verbal communication is readily accessible to most people, regardless of
their demographics or cultural backgrounds. Certain non-verbal behaviors are
universal and can serve as an alternative or complement when verbal communi-
cation is difficult. When integrated into virtual agents, non-verbal behaviors can
exert various influences on human-agent interaction. To give some examples,
the list below summarizes the impacts of several commonly studied non-verbal
behaviors in the literature.

Facial Expression

• Students can achieve better learning outcomes after hearing a lecture given by
a virtual agent with relatively rich facial expressions than a virtual agent whose
facial expression stays neutral [Baylor and Kim, 2009; Theonas et al., 2008].
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• Children are more likely engaged in stories narrated by virtual agents with
expressive facial expressions than with neutral ones [Şerban et al., 2017].

• When a human player plays the dictator game against a virtual agent, the
player will donate more money if the agent exhibits more dynamic facial
expressions [Takagi and Terada, 2021].

• Users are more likely to feel a rapport with virtual agents showing positive
facial expressions than those with negative ones [Wong and McGee, 2012].

• Trainees perform better in the programs hosted by a virtual agent with a happy
face than an agent that looks angry [Garcia et al., 2016].

Gesture

• A virtual agent’s gestures are relevant to users’ perception of its extrover-
sion [Neff et al., 2010], likability [Bergmann et al., 2010], human-likeness [ibid.],
and competence [Bergmann et al., 2012, 2010].

• For an embodied conversational agent, making a self-touching gesture (i.e.,
touching itself with its hands) renders the agent more warmhearted, agile,
committed, and natural, but more aggressive and strained [Krämer et al., 2007].

• In lectures given by virtual agents, students are more likely to be engaged
when the agents utilize gestures in their teaching, but their gestures may also
be distracting and decrease teaching outcomes [Davis and Antonenko, 2017].

• When a virtual agent tries to explain a software program to users, its gestures
can modulate the perceived quality of its explanation [Buisine et al., 2004].

Gaze

• Virtual agents mimicking human gazing patterns are perceived more positively
regarding ease of use [Heylen et al., 2002] and naturalness [ibid.].

• Random gazing behaviors are generally detrimental to users’ perception of
virtual agents [Garau et al., 2001].

• The frequency of an agent’s direct gaze (i.e., looking at users) and averted gaze
(i.e., not looking at users) can modulate the perception of the agent’s social
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dominance and users’ stress [Obaid et al., 2012], engagement [Andrist et al.,
2012; Bee et al., 2009], and learning outcomes [Andrist et al., 2012].

Body Movement

• Virtual agents showing relatively open postures are perceived as having a higher
level of willingness to interact with others [Li et al., 2018].

• Virtual agents mimicking users’ body movements are rated more positively
in terms of rapport [Raffard et al., 2018], trustworthiness [Aburumman et al.,
2022], likability [ibid.], and social closeness [Tarr et al., 2018].

• Gait features, such as the degree of arm swings, can be used in virtual agents
to modulate their emotional expressivity [Randhavane et al., 2019].

Virtual agents’ non-verbal behaviors are mainly emulated by replaying pre-
recorded animation clips; for example, an embodied conversational agent can
trigger a head-nodding animation clip as a signal of backchanneling when it
detects a pause in users’ speech [Gratch et al., 2006]. This approach is suitable
for non-verbal behaviors made of simple motions such as eye blinks. When it
comes to more complex ones like facial expressions, the pre-recording approach
is plausible but falls short since the dynamics and varieties of these behaviors
are often too complicated to be fully covered by pre-recordings. A promising
solution is to use autonomous animation, either through procedural or data-driven
techniques, so that virtual agents can partially or fully manage the animation with
autonomy [Klein et al., 2019; Perlin and Seidman, 2008]. Autonomous animation
has been successfully applied to non-human characters (e.g., animating a spider’s
legs) but remains challenging for human characters.

2.2 Applications
The application of virtual agents can be seen in many fields, among which
education is a frequently discussed scenario. Early pedagogical agents (i.e.,
virtual agents for pedagogical purposes [Lane and Schroeder, 2022; Schroeder
et al., 2013]) can be dated back to the last century when Johnson and Rickel [1997]
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created the virtual agent Steve to teach students procedural tasks like operating
a complex machine. Like Steve, many pedagogical agents are designated the
role of a teacher to provide users with guidance and feedback. Learning through
or with pedagogical agents can increase students’ self-efficacy, motivation, and
engagement [Lane and Schroeder, 2022]. Moreover, lessons with pedagogical
agents can be arranged flexibly at students’ convenience or repeated multiple
times without incurring additional costs.

Apart from acting as a teacher, virtual agents can also assume the role of
classmates to facilitate education. Peer-based learning, such as group work, is a
widely acknowledged and frequently used teaching method today [Blum-Kulka
and Dvir-Gvirsman, 2010; Porter et al., 2013; Sin et al., 2019]. Evidence shows
that learning with virtual peers is similarly effective as with fellow students in
terms of learning outcomes [Cassell, 2004] and motivation [Lane et al., 2013].
The value of virtual peers can be more prominent in special periods like the
COVID-19 pandemic, during which meeting with fellow students was difficult
due to sanitary measures, whereas virtual peers are always accessible. Not only
in education, peer-like virtual agents are also used in other contexts where social
connection is desirable. For instance,they may offer company for older adults
who live alone [Cho, 2021] or people with cognitive impairment [Demiris et al.,
2016] as an alternative to human companions. Many video games include virtual
agents as players’ teammates (e.g., computer-controlled allies in strategic games)
to improve engagement and social presence [Prada and Rato, 2022].

In healthcare domains, virtual agents may persuade individuals to change
their unhealthy lifestyles (e.g., substance abuse [Olafsson et al., 2020b; Yasavur
et al., 2014]) and adopt better ones (e.g., exercising regularly and eating nutri-
tiously [Olafsson et al., 2020a]). In communication with patients, virtual agents
can be equally effective as doctors in terms of warmth and competence [Dai
and MacDorman, 2018]. Patients may even prefer virtual agents over hospital
personnel for communication due to their low levels of health literacy (i.e., the
ability to read and understand healthcare information) [Zhou et al., 2014] or
because they do not feel rushed when interacting with virtual agents, whereas
doctors may appear in a hurry to finish the conversation [ibid.].

Researchers often use virtual agents to simulate real-world scenarios (e.g.,
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public speech) to study human behaviors [Bombari et al., 2015; Pan and Hamilton,
2018]. In experiments that adopt this methodology, participants are usually
tasked to interact with one or multiple virtual agents whose behaviors follow a
pre-defined script to create a social context [Latu et al., 2013]. Evidence shows
that people react to computer-simulated social signals in similar ways as they
would in real interpersonal interactions [Nass et al., 1994]. There are several
advantages to using virtual agents than employing human actors. Virtual agents
are computer-generated and thus are fully controllable to researchers in terms of
their appearance and behaviors. Virtual agents can also perfectly replicate their
behaviors when interacting with different participants. In contrast, human actors
are hardly able to sustain their behavioral consistency to the same level, which
consequently may decrease the validity of experiment results.

2.3 Limitations

Developing a sufficiently robust and interactive virtual agent is a complex task
requiring considerable time and effort, as well as multidisciplinary expertise in
art, animation, programming, psychology, and more [Lane and Schroeder, 2022,
p. 308]. Although increasingly powerful tools like the Nvidia Omniverse have
streamlined the creation pipeline, individual developers may still find themselves
devoid of required skills or resources and, consequently, can only produce virtual
agents of limited capabilities. Moreover, several key technologies for virtual
agents (e.g., autonomous animation, non-verbal communication) are arguably
still immature to unlock their full potential.

In many circumstances, virtual agents are not the ideal interface to mediate
the interaction with users. Virtual agents are characterized by their capabilities of
human communication and thus are suitable for tasks that require maintaining a
social bond with users. However, when the bond is marginally relevant, their ca-
pabilities of human communication may bear extra cognitive load on users [Clark
and Choi, 2005; Lugrin, 2021]. Furthermore, the virtual-agent interface is not
the panacea for all social scenarios, either. In quite some cases, people prefer in-
teracting with social robots, which share the same physical space with users and
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thus afford a stronger sense of physical and social presence [Li, 2015; Thellman
et al., 2016]. Although devices like VR headsets allow users and virtual agents
to share the same virtual space, these devices are still developing to mediate a
virtual environment as immersive as reality.

Virtual agents are inherently simulated, so there is immense latitude in their
design. This great liberty offers many advantages, but it can also be problematic
if handled carelessly or exploited. Racial and gender prejudice may occur when
the agent representation resembles individuals who are more frequently subjected
to discrimination than others [Cassell, 2022, p. 353]. Certain forms of repre-
sentation are considered disrespectful of one’s religious belief. Virtual agents in
video games are often imbued with violent or sexual elements, the exposure of
which was demonstrated to have negative impacts on players [Dowsett and Jack-
son, 2019; Guggisberg, 2020]. In extreme cases, people may become obsessed
with interacting with virtual agents and detached from real-world social lives.
Such obsession can be manifested as video game addiction or extreme virtual
character fandom [Cassell, 2022, p. 354].

2.4 Virtual Agents in Immersive Settings

Interacting with virtual agents in immersive settings has been increasingly com-
mon due to the proliferation of immersive media devices, such as consumer-grade
VR and AR headsets. These devices are usually designed to provide realistic
perceptual cues –e.g., stereoscopic images, panoramic field of regard, high-
resolution tracking, and more– to envelop users in a mediated environment as
if users were being there in the environment or as if virtual objects were being
there in reality. Research shows that immersive media devices afford a higher
level of spatial and social presence than commonly used ones like desktops,
laptops, smartphones, and tablets [Buttussi and Chittaro, 2018; Cummings and
Bailenson, 2016; Kim et al., 2014; Makransky et al., 2019; Moreno and Mayer,
2004; Ochs et al., 2019; Reinhard et al., 2022]. The heightened sense of presence
can further impact user-agent interaction by, for example, increasing agents’ be-
lievability [Hepperle et al., 2022; Ochs et al., 2019] or making agents’ emotions
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appear more expressive [Faita et al., 2016].
Deploying virtual agents in immersive settings allows developers to utilize the

potential of haptics-based interaction and facilitate its implementation. Gloves
or sleeves with vibrotactile feedback are not uncommon in VR settings for sim-
ulating the sense of touch [Boucaud et al., 2019; Gallace and Girondini, 2022].
Certain wearable devices can provide finer haptic cues related to temperature [Cai
et al., 2020] or textures [Cai et al., 2020; Keef et al., 2020]. Simulated social
touch1 with virtual agents in immersive settings can improve the perception of
virtual agents, including their warmth [Huisman et al., 2014], empathy [Boucaud
et al., 2019], and closeness [Hoppe et al., 2020], as well as increasing perceived
agency [ibid.] and co-presence [ibid.]. A social touch from virtual agents may
even change users’ behaviors directly, as exemplified by the so-called Midas
touch effect [Zhao et al., 2018].

Another notable topic here pertains to the Proteus effect, which states that
people’s behavior in a digital world (video games, online chat rooms, etc.) can
be impacted by the appearance of their avatars or self-representation [Yee and
Bailenson, 2007]. For example, when negotiating with another individual in a
shared virtual environment, people will behave more confidently if their avatars
are taller than the other’s avatar, regardless of their actual height [ibid.]. Many
VR applications by default represent users in avatars, often as a full-body human,
a half-body human with the upper part only, or simply a pair of floating hands.
The frequent use of avatars makes the Proteus effect a non-negligible factor for
user-agent interaction in immersive settings, particularly given the evidence that
the Proteus effect tends to be stronger in immersive settings [Sakuma et al., 2023].

Despite their many potentials for user-agent interaction, immersive media
devices are still fettered by some problems, of which a prominent one lies in
their ergonomics. Compared to laptops and smartphones, immersive media
devices often involve more exhausting body movements and thus can easily inflict
cybersickness [Caserman et al., 2021] or fatigue [LaViola Jr. et al., 2017, p. 73]
on users. Also, sensors embedded in these devices are usually more invasive to

1Social touch –i.e., touching or being touched by others, such as hugging, pushing, or kissing–
can exert various influences on an individual, ranging from pleasant ones like a tender hug to
negative ones as in the case of being jostled by others on a crowded bus.
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achieve high-resolution tracking, which, on the other hand, may impose a higher
risk on users’ personal privacy and data security [Adams et al., 2018].

2.5 Chapter Summary
This chapter presented a brief introduction to virtual agents, touching upon their
design (e.g., visual representation, graphical styles, non-verbal behaviors, and
animation), applications (e.g., education, healthcare, and academia), limitations
(e.g., resource-intensive development, high cognitive load, ethical concerns), and
combination with immersive media technologies (e.g., altered perception, social
touch, ergonomic issues, and cybersickness). The literature on virtual agents is
vast. For a more comprehensive overview of related research, readers can refer
to [Lugrin et al., 2021] and [Lugrin et al., 2022].

The next chapter introduces a conceptual model for trust in and delegation to
virtual agents. The model considers numerous relevant factors and provides an
explanation of how these factors collectively shape users’ trust in and delegation
to virtual agents.





Chapter 3

A Conceptual Model for Trust in
and Delegation to Virtual Agents
Portions of the content presented in this chapter were published in [Sun and
Botev, 2021a].

Trust is an essential commodity of almost any individual, institutional, or
organizational relationship. Due to its importance and omnipresence, trust has
been extensively studied in many disciplines, particularly economics, psychology,
and sociology. Although the majority of these studies focus on interpersonal
trust, recently there emerged a large body of research on the trusting relationship
between users and intelligent artifacts such as robots, automation, and software
agents. Numerous factors were identified and demonstrated to impact users’ trust
in these artifacts, constituting a vast and complicated parameter space.

Delegation to virtual agents is potentially governed by a similar parameter
space, which, unlike that of trust, remains largely unexplored due to the limited
research on this topic. Nevertheless, given the connection between trust and
delegation [Aggarwal and Mazumdar, 2008; Leana, 1987; Lubars and Tan, 2019;
Stout et al., 2014; Sun et al., 2022], factors underlying trust in virtual agents
may also influence delegation to virtual agents in similar ways, either directly or
mediated through trust. To approach and explore these factors, we proposed a
conceptual model of trust in virtual agents and extended it to cover also delegation.
The model considers various factors and provides an explanation of how they
collectively shape users’ trust in and delegation to virtual agents.

23
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Before elaborating on the model and its extension in Section 3.3, this chapter
briefly discusses different definitions of trust in Section 3.1 and gives an overview
of trust-related factors in Section 3.2.

3.1 Definitions of Trust
The essence of trust has been the subject of much scientific debate. Some ob-
serve trust from a sociopsychological perspective, emphasizing its function as a
social relation [Luhmann, 1979]. Other researchers, for example, are inclined
towards a psychological point of view, stressing the affective basis of trust [Dunn
and Schweitzer, 2005; Myers and Tingley, 2016]. There also exist works that
model and quantify trust, typically in economics and computer science [Marsh,
1994]. Consequently, the definition of trust diverges across disciplines. Com-
puter scientists, economists, philosophers, psychologists, and sociologists all take
their individual perspectives on trust. The remainder of this section lists several
frequently cited definitions, each followed by a brief remark.

The definition of trust [...] is the willingness of a party to be vulner-
able to the actions of another party based on the expectation that the
other will perform a particular action important to the trustor, irre-
spective of the ability to monitor or control that other party. [Mayer
et al., 1995]

Mayer et al. argued that trust is an individual’s willingness to be vulnerable to
others’ actions. This basic idea was later widely accepted in trust research [Cook
et al., 2005; Friedman et al., 2000; Rousseau et al., 1998]. As of April 2003, the
publication from which this definition originates had already been cited “far more
frequently than others on the topic of trust” [Lee and See, 2004]. In November
2023, its number of citations had substantially increased to 31785 according to
the statistics from Google Scholar, still outnumbering other commonly mentioned
definitions multiple times.

Trust: confidence that [one] will find what is desired rather than
what is feared. [Deutsch, 1973, p. 148]
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Deutsch considered trust rooted in the cost-benefit analysis of future events.
A rational individual always desires and thus pursues benefits, but fears and thus
avoids costs. Trust arises when an individual “is confronted with an ambiguous
path, a path that can lead to an event perceived to be beneficial or to an event
perceived to be harmful” [Deutsch, 1962, p. 303]. When trusting, an individual
holds the prospect that taking this path will be beneficial.

Interpersonal trust is defined here as an expectancy held by an indi-
vidual or a group that the word, promise, verbal or written statement
of another individual or group can be relied upon. [Rotter, 1967]

To Rotter, trust is an expectancy that others will do what they state or promise.
He posit that social interaction with others (such as parents, teachers, and peers)
provides an individual with rich feedback to validate whether their expectancy
is accurate. With feedback accumulating, an individual develops a generalized
expectancy about the extent to which other people in this world can be relied
upon. Some individuals may have been surrounded by genuine persons and
believe that people are trustworthy in general. Others may have experienced
much dishonesty, which makes them less trusting. This generalized expectancy
changes slowly in the long term and comprises a personal trait [Rotter, 1967].

Trust can be defined as the attitude that an agent will help achieve
an individual’s goals in a situation characterized by uncertainty and
vulnerability. [...] an agent can be automation or another person that
actively interacts with the environment on behalf of the person. [Lee
and See, 2004]

The notion of trust in automation has been gaining relevance in trust research
as automated systems are extensively used today. There are several definitions
of trust in automation. For example, in this definition proposed by Lee and See
[2004], the trustee is considered an agent that “can be automation or another
person”. The use of the term “agent” implies that it is the trustee’s agency
rather than identity that contributes to the trustor’s perception of uncertainty and
vulnerability. Thus, with their increasing agency, automated systems can be
equally valid trustees as humans.
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3.2 Trust in Virtual Agents
As discussed above, trust has been defined in various ways, encompassing will-
ingness, attitude, confidence, expectancy, etc. Nevertheless, the different defini-
tions share a common view that trust is a mental construct, whose formation can
be described using an information-processing model [LaViola Jr. et al., 2017,
Chapter 3.2], as Figure 3.1 illustrates. The processor, functioning like a black
box, takes the information perceived from the external world or introspection as
inputs and produces mental constructs as outputs. Following this model, trust in
a virtual agent can be viewed as the product of users’ perception and process of
the information about their interaction with the agent.

processor

(individuals)

input

(information)

output

(mental constructs)

trust, etc.

Figure 3.1: Trust in virtual agents as information processing. The gray and
black information icons represent information overlooked and perceived by the
processor, respectively.

The processor determines how perceived information is processed into trust.
Each processor represents an individual user and may respond to perceived in-
formation in its unique way. Consequently, the same information may result
in different levels of trust depending on the processor, which makes it chal-
lenging to predict trust in virtual agents at the individual level. Nevertheless,
there are still some general patterns in the trusting attitudes of demographically
different groups. For instance, females tend to trust virtual agents more than
males [Khalid et al., 2018]. Old people consider a virtual agent more trustworthy
than young people when the agent uses non-verbal behavior to communicate its
emotions [Hosseinpanah et al., 2018].
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On the other hand, the same processor may produce different levels of trust if
its perceived information differs. The literature has documented various pieces
of information that, when perceived by users, can impact their trust in virtual
agents. These pieces of information can be generally classified into two categories
–analytical information and affective information– based on an often-used dual
division of trust into cognitive and affective aspects [Lewis and Weigert, 1985;
Morrow Jr. et al., 2004; Punyatoya, 2019]. Analytical information (e.g., the
probability of whether an agent can achieve a task) constitutes the basis for users
to make rational assumptions about the trustworthiness of a virtual agent. These
assumptions give users “good reasons” to trust or distrust another [Morrow Jr.
et al., 2004] and are widely regarded as a fundamental component of trust [Lee
and Moray, 1992; Mayer et al., 1995; Rempel et al., 1985]. Affective information
influences trust in virtual agents mainly through psychological and social channels
such as emotion, feeling, or intuition. For example, the Uncanny Valley effect can
impair virtual agents’ trustworthiness by inducing the sense of eeriness [Song and
Shin, 2022]. The two categories are not mutually exclusive. Certain information
can influence trust both in rational and affective ways. For instance, the urgency
of a task not only comprises an important factor to be considered in rational
thinking but also puts users under stress that may bias their trust [Monroe and
Vangsness, 2022; Potts et al., 2019].

The list below gives some examples of analytical and affective information.
Many of them are drawn from research on trust in virtual agents, and the remaining
ones originate from studies on trust in automated systems or software agents, to
which virtual agents also belong. To facilitate the discussion, within the list, I
use the term “agentic system(s)” or simply “system(s)” to generally refer to an
artificial entity with some levels of autonomy for carrying out users’ tasks. Such
an entity can be an automated system, a software agent, or a virtual agent.

Analytical Information Examples

• Reliability. The reliability of an agentic system is often demonstrated to be
an influential factor in its trustworthiness [Lee and Moray, 1992; Lee and See,
2004; Parasuraman and Riley, 1997; Thielsch et al., 2018]. Users tend to trust
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reliable systems, whereas signals indicating low-level reliability, such as errors
or task failures, are generally detrimental to their trustworthiness [de Visser
and Parasuraman, 2011; Manzey et al., 2012]. Notably, users are particularly
attentive to mistakes and errors due to the stereotype that machines can perform
tasks perfectly [Dzindolet et al., 2002]. Different types of signals indicating
low-level reliability may impair trust to varied degrees. For instance, Johnson
et al. [2004] found that, in a defect-detection task, trust in an automated system
degraded to a larger extent when it reported a false alarm than missing a defect.

• Predictability. Predictability describes the extent to which an agentic system’s
behavior, whether reliable or not, is predictable to its users. Predictability is
considered a fundamental factor of interpersonal trust [Mayer et al., 1995] and
is also relevant to trust in software agents [Daronnat et al., 2020].

• Benevolence. In critical tasks where users’ properties or information can be
exploited, agentic systems may appear more trustworthy than human agents
owing to their user-centered design. For example, Sundar and Kim [2019]
found that people are more likely to reveal their credit card information to a
software agent than a human agent. Similarly, in massive multi-player online
games, players often trade valuable virtual items through a non-player character
escrow rather than a third player [Lehdonvirta and Castronova, 2014, p. 122].

• Transparency. An agentic system is considered more trustworthy if its algo-
rithms are more transparent, i.e., exposed to rather than hidden from users [Glik-
son and Woolley, 2020; Hoff and Bashir, 2015]. Transparency is highly relevant
to trustworthiness since algorithms has been increasingly complicated. For ex-
ample, agentic systems ma proactively explain the underlying decision-making
process to users to improve the comprehensibility of their algorithms [Dzindo-
let et al., 2003; Hald et al., 2021].

• Task difficulty. Madhavan et al. [2006] found that, in tasks appearing relatively
easy, users’ trust in and reliance on an automated system may degrade to a
larger extent after it fails to accomplish assigned tasks.
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Affective Information Examples

• Anthropomorphism. Agentic systems are more likely rated trustworthy when
they exhibit anthropomorphic features [Natarajan and Gombolay, 2020; Waytz
et al., 2014]. For example, virtual agents with humanlike visual representation
are perceived as more trustworthy than those embodied in non-human charac-
ters [Matsui and Koike, 2021; Sun and Botev, 2021b]. The same holds for the
auditory channel: users tend to put a higher level of trust in agents dubbed with
natural human voice than low-quality synthesized voice [Chiou et al., 2020].
Other than increasing trust, anthropomorphism can also dampen trust loss after
a system fails to accomplish assigned tasks [de Visser et al., 2016].

• Consistency. Gong and Nass [2007] found that virtual agents with humanlike
visual representation but synthesized voice are considered less trustworthy than
virtual agents with humanlike representation and natural human voice or than
virtual agents with robotic representation and synthesized voice. Likewise,
Nass and Lee [2001] found that voice-based agents are perceived as more trust-
worthy when their personality cues are consistent with their verbal messages
than when they are inconsistent. This consistency effect corroborates research
on person perception, where “it was assumed that inconsistency perceived as
intrinsic to the character of a person is unpleasant and that such persons will
be relatively disliked” [Hendrick, 1972].

• Similarity. Individuals tend to hold favorable opinions of those who share
similarities with them [Montoya et al., 2008] and, consequently, are more
likely to trust those similar others [DeBruine, 2002; Verosky and Todorov,
2010]. This similarity effect exists not only interpersonally but also between
users and agentic systems. For example, Verberne et al. [2014; 2015] found
that an individual user is more likely to trust a virtual agent if its face resembles
the user’s face. This effect also applies to behavioral aspects; virtual agents
are perceived as more trustworthy when they mimic or synchronize with users’
body movements [Launay et al., 2013; Tamborini et al., 2018].

• Politeness. When communicating with users, agentic systems that conform to
human social etiquette can appear more trustworthy than systems disregarding
it. Parasuraman and Miller [2004] found that users are more likely to trust
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an automated system that communicates in a relatively non-interruptive man-
ner (e.g., postponing the notification of non-critical messages when users are
focusing on important tasks). de Visser et al. [2016] found that apologizing
to users can help virtual agents restore their trustworthiness after failing to
accomplish assigned tasks. This trust-repairing effect can be stronger if the
apology comes with a self-blame for task failures [Buchholz et al., 2017].

• Attractiveness. Humans intrinsically tend to label physically attractive in-
dividuals with more favorable characteristics, such as being more trustwor-
thy [Patzer, 1983], than average individuals. The same also holds for agentic
systems. Yuksel et al. [2017] found that virtual agents with humanlike vi-
sual representation are rated more trustworthy if their faces look attractive.
According to their experiment results, facial attractiveness is equally or even
more influential in trust than reliability.

• Personableness. For embodied virtual agents, their trustworthiness increases
when they exhibit personable cues, such as an authentic smile [Krumhuber
et al., 2007; Luo et al., 2022] or the so-called smiling voice [Torre et al., 2020].
However, these cues may also lead to an opposite effect that decreases virtual
agents’ trustworthiness in serious or high-stake scenarios [Zhou et al., 2019].

• Other agents. The trustworthiness of an agentic system can be biased by
the presence or information of another system due to the contrast effect.
Moradinezhad and Solovey [2021] found that, in tasks where users and virtual
agents collaborate, a relatively cooperative virtual agent would appear more
trustworthy when it was paired with a relatively uncooperative virtual agent
than with a similarly cooperative agent. Notably, a software application can be
deliberately represented as multiple virtual agents, with each agent carrying a
unique component of the application [Baylor, 2009].

• Eye gaze. For agentic systems whose visual representation includes eyes, their
gazing behavior can influence their trustworthiness. For instance, research
shows that people consider a human face more trustworthy if the face more
frequently gazes at them than somewhere else [Willis et al., 2011; Wyland and
Forgas, 2010]. Similarly, trust in virtual agents increases if they focus on users
rather than gazing away [Normoyle et al., 2013].
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• Sympathy. Lee et al. [2007] found that virtual agents with a caring orientation
–e.g., showing sympathy or providing supportive and encouraging feedback to
users– are perceived as more trustworthy than those with a neutral orientation.

• Graphics. The graphical style of an embodied virtual agent can impact its
trustworthiness to some extent [McDonnell et al., 2012; Torre et al., 2019].

3.3 Trust Dimensions

From a macroscopic perspective, there are mainly three dimensions governing
virtual agents’ trustworthiness in the information-processing model discussed
above, including an analytical dimension, an affective dimension, and a techno-
logical dimension. The analytical dimension impacts trust in virtual agents via
being directly involved in rational thinking, while the affective dimension biases
user trust through psychological and social channels such as emotion, feeling, or
intuition. During interaction with virtual agents, users play the role of an infor-
mation processor that continuously perceives and extracts information from the
interaction. The perceived information, in turn, shapes their trust in virtual agents
via the analytical and affective dimensions, as Figure 3.2 illustrates. Some in-
formation exerts its influence mainly through a single dimension, whereas others
can have an impact both in the rational and affective aspects.

The technological dimension accounts for the indirect influence of technolo-
gies underlying virtual agents. As previously discussed in Section 2, the percep-
tion of a virtual agent varies depending on the media device used. According
to the information-processing model, different perceptions (i.e., information per-
ceived and extracted from facts) will produce varied levels of trust. Furthermore,
technologies underlying virtual agents are highly relevant to data security. Trust
in a virtual agent may decrease if the agent runs on an outdated infrastructure
threatening personal data and privacy. This issue can be more prominent for
immersive media devices whose embedded sensors are usually more invasive
than those in laptops or smartphones [Adams et al., 2018].
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Figure 3.2: A conceptual model of trust in virtual agents. The circled 𝑓 in
the figure bottom represents facts about interaction with virtual agents. These
facts are perceived by users and become information (illustrated as circled 𝑖). A
piece of information may originate from several facts; for example, an agent’s
capability of financial investment may result from an appraisal of its trading
histories in different markets. The bulk of information (represented as the four
circled 𝑖 on the right) is perceived through media devices and thus subject to
the technological dimension. The remaining information (represented as the
two circled 𝑖 on the left) is perceived via other channels, such as conversations
with other people about the agent’s reputation. Perceived information, in turn,
influences trust in virtual agents through the analytical and affective dimensions.

Model Extension

Trust and delegation are closely related concepts. Theoretically, delegation
entails two essential components of trust that Mayer et al. [1995] put forward:
(1) uncertainty: agents’ actions and the ensuing outcomes are neither entirely
predictable nor completely unknown; (2) vulnerability: users are accountable or
responsible for task outcomes.

Other than their common theoretical basis, there is also empirical evidence
substantiating the connection. For example, trust was found correlated with the
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level of decentralization, i.e., the extent to which top managers of an organization
empower subordinates to make decisions as opposed to micro-managing. Re-
search shows that the more trust there is within an organization, the more decen-
tralized the organization is, and the more delegation therein [Gur and Bjørnskov,
2017]. As noted in [Fukuyama, 1996, p. 31], “a high-trust society can organize
its workplace on a more flexible and group-oriented basis, with more responsibil-
ity delegated to lower levels of the organization. Low-trust societies, by contrast,
must fence in and isolate their workers with a series of bureaucratic rules.” Fur-
thermore, taking a more psychological perspective, Leana [1987] and Aggarwal
and Mazumdar [2008] found that trust in subordinates is a vital factor deter-
mining managers’ decisions on delegation. In the context of human-computer
interaction, trust also plays an important role in delegation to artificial agents.
Stout et al. [2014] found that trust is correlated with students’ willingness to let
a software agent make the travel arrangement for a job interview. Lubars and
Tan [2019] identified trust as a basic constituent of delegability (cf. Section 1.2).
The trust-delegation correlation was also found in our research (cf. Chapter 6).

Given the evidence mentioned above, the three dimensions may also influence
delegation to virtual agents similarly to how they impact trust in virtual agents.
Thus, the conceptual model can be further extended to cover delegation, as
Figure 3.3 illustrates, where the three dimensions influence delegation to virtual
agents directly or through the mediation of trust. The extended model provides
a theoretical foundation to systematically view and explore factors potentially
governing delegation to virtual agents.

Limitations

In Figure 3.2, the cognitive process of information perception is illustrated as
arrowed lines between facts and information, whereas the actual relationship is
much more complicated than a linear one [Weimann, 1999, p. 62]. Furthermore,
Figure 3.2 implies that each piece of perceived information will eventually influ-
ence trust in one way or another. However, in reality, people do not traverse their
memory and use all the available information to make judgments; instead, they
tend to utilize the most accessible or focused bulk [ibid., p. 65].
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Figure 3.3: The conceptual model extended from trust to delegation.

3.4 Chapter Summary
This chapter presented an overview of trust-related literature and elaborated on
a conceptual model, where trust in virtual agents is described as a process of
users perceiving and processing information. The model distinguishes three di-
mensions, each representing a relatively unique aspect of trust in virtual agents.
Other than the often discussed cognitive and affective dimensions, the model also
includes a technological dimension to acknowledge and highlight the potential
influence of rapidly developing media technologies on virtual agents’ trustwor-
thiness. The model is further extended to provide a theoretical foundation for
systematically exploring factors of delegation to virtual agents.

With the theoretical foundation and various potential factors laid out in this
chapter, the next chapter investigates which ones are the most relevant to users’
decisions on delegation to virtual agents.



Chapter 4

Exploring Relevant Factors of
Delegation to Virtual Agents
Portions of the content presented in this chapter were published in [Sun and
Botev, 2021c].

The previous chapter discussed numerous relevant factors, each potentially
having its unique impact on delegation decisions to virtual agents. Knowing
which ones are more influential than others is informative and can facilitate the
study and design of virtual agents. This chapter presents an exploratory study
that aims to reveal the most relevant factors in delegation to virtual agents.

4.1 Methodology

Eighty native English speakers were recruited on Prolific1 and asked to complete a
user study that consisted of two parts (cf. Figure 4.1). In the first part, participants
briefly interacted with a virtual agent, during which they faced a decision on
whether to delegate a critical task to the agent. The interaction was experienced
in a 3D virtual environment (cf. Figure 4.2a) on laptops or desktop computers.
The environment was minimally decorated to prevent participants from being
distracted by the surroundings. The agent was animated using motion capture

1As of 2021 when the study was conducted, Prolific was a crowd-sourcing platform dedicated
to scientific experiments.
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Ranking

Selection 1

Delegation?

Assessment

Interaction

Selection 2End

Start

# Step Detail

1 Interaction Participants interact with the agent.

2 Delegation? Participants decide whether to delegate.

3 Ranking Participants rank the 20 factors individually.

4 Selection 1 Participants select major and minor factors among rank-A and rank-C factors.

5 Assessment Participants assess the agent regarding each of the rank-A and rank-C factors.

6 Selection 2 Participants select major and minor factors among rank-A and rank-C factors again.

Figure 4.1: Flowchart showing the user study procedure.

to make the interaction feel natural. Participants’ position in the environment
was fixed, and their view was oriented toward the agent to simulate face-to-face
conversations. In the second part of the user study, participants answered a survey
that probed into their delegatory decisions made during the interaction.

Participants were initially endowed with some virtual gold coins, which were
placed on a virtual table next to the agent (cf. Figure 4.2a). The coins were
framed as tokens to exchange for a completion code at the end of the survey. The
completion code, in turn, could be exchanged for a monetary reward on Prolific.

During the interaction, the agent was embodied in a virtual robot and spoke
to participants using a synthesized male voice. Its speech started with a brief
self-introduction and then to an explanation of the coins’ usage, following which
the agent made a proposal: if participants gave the agent all the coins they had,
the agent would return them a different completion code doubling the monetary
reward. However, the agent also warned participants about the potential risk
of failure, in which case it would return a completion code worth only half the
reward. This dynamic remuneration was fabricated to simulate a critical context
similar to investing money in or through others. Participants were treated equally
with the standard amount of money.

After the decision was made, participants were presented with a survey and
some instructions. At first, 20 words (cf. the “Factor” column in Table 4.1)
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(a) Interacting with the agent.

(b) Assessing the agent regarding its adaptivity.

Figure 4.2: First-person perspective screenshots of the virtual environment.
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were displayed to participants in sequence. Each word represents a unique factor
potentially related to users’ delegation decisions. Participants were asked to recall
their decision-making process and rank each factor according to the following
rules: (1) label a factor with rank A if the factor was consciously, clearly, or
explicitly considered when deciding; (2) label a factor with rank B if the factor
never came to mind when deciding; (3) label a factor with rank C if the factor
does not fit any of the two ranks above.

Table 4.1: Factors involved in the survey. The references in the table provide
evidence that these factors are related to delegation decisions.

Factor Opposing Poles Reference

Adaptivity adaptive – non-adaptive [de Visser et al., 2011]
Aliveness animate – inanimate [Sun and Botev, 2021b]
Attractiveness attractive – unattractive [Yuksel et al., 2017]
Autonomy autonomous – non-autonomous [Verberne et al., 2012]
Capability capable – incapable [Leana, 1987]
Compliance compliant – non-compliant [Eisenhardt, 1989]
Confidence confident – unconfident [Sundström et al., 1994]
Controllability controllable – uncontrollable [Stout et al., 2014]
Eeriness eerie – reassuring [Mori, 1970]
Human-likeness humanlike – non-humanlike [Straßmann et al., 2018]
Informativeness informative – uninformative [Verberne et al., 2012]
Informedness informed – uninformed [Hoff and Bashir, 2015]
Moral quality benevolent – malevolent [Mayer et al., 1995]
Observability observable – unobservable [Eisenhardt, 1989]
Politeness polite – impolite [Parasuraman et al., 2004]
Predictability predictable – unpredictable [Muir, 1994]
Reliability reliable – unreliable [Yuksel et al., 2017]
Reputation reputable – disreputable [Hoff and Bashir, 2015]
Trustworthiness trustworthy – untrustworthy [Stout et al., 2014]
Usability easy-to-use – difficult-to-use [Hoff and Bashir, 2015]
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The ranking process serves to filter out overlooked factors (i.e., rank B) in
participants’ decision-making process. The remaining ones (i.e., rank A and
C) might have impacted participants’ delegation decisions to different degrees.
To examine which ones were more relevant, participants were asked to pick
out major factors and minor factors that largely and minimally impacted their
decisions, respectively. Afterward, participants assessed the agent regarding
each of the remaining factors. For example, participants might need to specify
how much they think the agent was reliable. The assessment was measured on a
visual analog scale, as Figure 4.2b depicts. The two endpoints of the sliding bar
denote the two poles of a factor (cf. Table 4.1). Participants could pick a point
on the bar to indicate their assessment of the factor relative to the two poles.
This assessing process forced participants to reflect on the remaining factors.
Once the assessment finished, participants repeated the process of selecting
major and minor factors. The difference between before- and after-assessment
selection results would reveal whether a short period of reflection could change
participants’ perceptions of these factors’ impacts.

4.2 Results

Participants (𝑁 = 80) are diverse in demographics, such as age (mean = 33.3,
SD = 11.2), gender (34 males, 46 females), and country of residence (mainly
Canada, the United Kingdom, and the United States). Most participants (70 out
of 80) chose to give the coins to the agent.

Figure 4.3 illustrates the proportions of the different ranks that each partic-
ipant gave in the ranking process. There were evident individual differences in
the proportions of rank-A and rank-B factors, whereas the proportions of rank-C
factors were generally small and relatively consistent across participants. Par-
ticipants on average consciously or explicitly considered 9.0 factors (SD = 3.63;
Shapiro-Wilk test: 𝑊 = 0.974, 𝑝 = 0.098). The number of overlooked factors per
participant followed a similar distribution with a mean value of 7.7 (SD = 3.79;
𝑊 = 0.959, 𝑝 = 0.012). Only 3.3 factors (SD = 2.54; 𝑊 = 0.926, 𝑝 < 0.001)
were in the limbo state between being overlooked and consciously considered.
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Figure 4.3: Ranking proportions per participant. Each bar represents a unique
participant. Those who refused to delegate are marked with a black triangle
on top of the bar. Each bar is composed of maximally three colors showing the
proportions of rank-A (consciously considered), rank-B (overlooked), and rank-C
(neither overlooked nor consciously considered) factors.

Factors frequently labeled with rank A include informativeness, capability, in-
formedness, politeness, reliability, and trustworthiness (cf. Figure 4.4). Among
them, informativeness was the most relevant factor as it was explicitly considered
by 75% of participants, a proportion fairly higher than that of others, such as
capability (66%), politeness (58%), and trustworthiness (57%). Its prominence
was also reflected in the process of selecting major and minor factors (cf. Fig-
ure 4.5), where informativeness received the highest number of votes as a major
factor both before and after the assessment. These results suggested that virtual
agents’ informativeness is important in delegation decisions to virtual agents. Its
influence may even surpass other acknowledged key factors early during the inter-
action. Additionally, other common rank-A factors (e.g., politeness, reliability,
and trustworthiness) were also frequently selected as major factors.

On the other hand, often overlooked factors include moral quality (over-
looked by 51% of participants), attractiveness (48%), adaptivity (46%), reputa-
tion (46%), eeriness (46%), aliveness (46%), and confidence (45%). Although
these factors were overlooked by approximately half of the participants, there
were still many who either consciously considered them or were somewhat in-
fluenced by them.
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Figure 4.4: Ranking proportions aggregated by factor. Each bar represents a
unique factor and its aggregated ranking results over all participants.

Adaptivity

Aliveness

Attractiveness

Autonomy

Capability

Compliance

Confidence

Controllability

Eeriness

Human-likeness

Informativeness

Informedness

Moral quality

Observability

Politeness

Predictability

Reliability

Reputation

Trustworthiness

Usability

18

12

6

0

6

12

18

24

30

36

Se
le

ct
io

n 
fre

qu
en

cy

Major factors before
Major factors after

Minor factors before
Minor factors after
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As Figure 4.5 indicates, the assessment process did not significantly change
participants’ selection of major and minor factors, except that usability was more
likely to be a minor factor in the post-assessment selection (Wilcoxon signed-rank
test: 𝑊 = 10, 𝑝 = 0.010). There was also a notable difference in the votes for
reputation before and after the assessment, but the sample size was small.

4.3 Discussion

The result that most participants chose to delegate contradicts the previous finding
that people prefer to retain control and are reluctant to delegate (cf. Section 1.1).
The predominant preference for delegation can be attributed to the small amount
of monetary reward. Halving or doubling it makes little difference to the final
remuneration, especially considering that most participants live in developed
countries. The relatively non-critical consequences might have encouraged par-
ticipants to delegate and take the chance.

Although most participants made the same decision on delegation, their deci-
sions were made at varied levels of awareness, as manifested in the considerable
individual differences in the number of rank-A factors per participant. Such
differences may originate from participants’ heterogeneous dispositions of be-
ing thoughtful or different understandings of the term “consciously considering”
(from momentary thoughts to intensive reasoning).

Most participants considered the agent’s informativeness an essential factor
insofar as it outweighed other key factors of delegation, such as capability.
The focus on informativeness might emanate from participants’ intention to
learn about the agent early during the interaction. However, since participants
only briefly interacted with the agent, it remains unclear whether the influence
of informativeness would persist if the interaction proceeded. Its influence is
arguably at its peak early during the interaction and will decrease as users become
more familiarized with virtual agents.

Among the overlooked factors, those related to the agent’s visual properties
(attractiveness, eeriness, and aliveness) might have biased participants’ decision-
making process subconsciously rather than being directly involved in their rea-
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soning, which may explain why many participants did not consciously relate these
factors to their delegation decisions. The less consideration of moral quality was
likely due to the common belief that machines are user-centered. Participants
were only provided with scant information about the agent’s background, which
might have caused the low-level awareness of reputation.

Implication for the Conceptual Model (cf. Chapter 3)

Informativeness is highly relevant to the rational aspect. Its prominence indicates
the impact of the analytical dimension on delegation.

Limitations

To prevent participants from being bored or frustrated by a lengthy survey, each
factor was assessed only using a single item. This approach provided a quick
estimation of participants’ factor assessments, however, at the cost of reduced
reliability. Moreover, the survey did not include any item for filtering out inatten-
tive participants and speed runners, which further lowered the data quality. To
yield more reliable results, one may consider using more fine-grained measures
(e.g., using or adapting established questionnaires), adding attention checks, and
focusing on fewer factors (e.g., 10 instead of 20).

The survey investigated a specific selection of 20 agent-related factors, and
the ranking results were completely based on participants’ subjective responses,
i.e., their consciousness. This setting omitted the influence of subconsciousness
and other factors related to dispositions or environments, where more influential
factors may exist. These aspects should also be considered, for example, by
using behavioral and physiological measures to detect subconscious effects or
by replacing some factors in the survey with dispositional or environmental ones
(e.g., extroversion or task difficulty).

The interaction context used in the survey was a simple, abstract representa-
tion of many real-world scenarios involving delegation. While it is adequate for
scientific investigation, delegation decisions in reality are usually made in more
complex situations. Thus, findings derived from this survey may only have a low
level of ecological validity. More evidence based on experimental or field studies
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is needed to validate these findings. For example, it will be highly informative
to conduct an experiment that manipulates a virtual agent’s informativeness and
tests its effect on delegation to the agent.

The interaction between participants and the agent was short, due to which
participants might find it difficult to assess some factors, such as reputation and
predictability. These concepts are usually formed over time. Follow-up research
may consider prolonging the interaction sufficiently to capture the full dynamics
of these factors.

4.4 Chapter Summary
This chapter presented a survey-based study exploring which factors are the most
relevant to users’ decisions on delegating to virtual agents. A selection of 20
factors was tested, among which informativeness, politeness, capability, reliabil-
ity, and trustworthiness were frequently reported to be explicitly or consciously
considered in participants’ decision-making process. The results suggest that in-
formativeness is the most salient factor early during the interaction, insofar as its
impact may surpass those of other acknowledged factors, such as capability and
trustworthiness. Thus, for virtual agents carrying out critical tasks, developers
may consider letting the agents supply sufficient information to users.

The next chapter presents another survey-based study investigating the effect
of an individual factor –virtual agents’ visual representation– on delegation.



Chapter 5

The Impact of Visual
Representation on Delegation to
Virtual Agents
Portions of the content presented in this chapter were published in [Sun and
Botev, 2021b].

As previously discussed in Section 2.1, the visual representation of a virtual
agent can take countless forms, each potentially having its unique impact on del-
egation decisions. Knowing these impacts is essential because virtual agents are
often embodied. However, little research has been dedicated to revealing them.
This chapter elaborates on a survey-based study investigating user preference for
the visual representation of virtual agents that carry out critical tasks on users’
behalf. Several commonly used categories of representation were differentiated
and compared.

5.1 Methodology

A survey was conducted through Amazon Mechanical Turk. Initially, participants
were given a short brief –imagine that you have a large amount of money to invest
through a virtual agent– to simulate a critical context of delegating financial
investment to a virtual agent. After reading the brief, participants were presented

45
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with five categories of agent representation (cf. Figure 5.1) distinguished based
on their visual resemblance to humans. In a descending order of human-likeness,
the five categories were human, humanoid, organic non-human, inanimate object,
and symbol. Participants were asked to give each category a unique number from
one to five, where number one denotes the most favorite agent representation to
interact with for the investment, and number five denotes the least favorite.

Figure 5.1: The five categories of agent representation used in the survey. From
left to right, their human semblance decreases. Above each category’s name is an
illustration of the category. Under the name are four images showing examples
of different visual fidelities.

For each category, four specific examples were provided to demonstrate the
varieties therein. In the human category, the four examples varied in their age,
gender, race, haircuts, dressing, and more. Besides, the examples contained dif-
ferent visual fidelities, including line drawing (the top-left example), photorealis-
tic image (top-right), symbolic low-detail drawing (bottom-left), and descriptive
high-detail drawing (bottom-right). Through these examples, the survey involved
a broad spectrum of visual representations, covering not only those frequently
investigated in research (e.g., human, robot, animal, and object; see [Gulz and
Haake, 2006; Straßmann and Krämer, 2017, 2018]) but also two often neglected
ones: symbol and non-zoomorphic species (e.g., plant).

The categories and examples were presented to participants in the same lay-
out as the one depicted in Figure 5.1, except that the order of the categories
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was randomized for each participant. For instance, one participant might see the
sequence “human, humanoid, organic non-human, inanimate object, and sym-
bol”, while another participant might encounter the sequence “symbol, organic
non-human, human, humanoid, and inanimate object”. The randomization was
to prevent the category order from biasing the results.

5.2 Results

Two groups of participants were recruited to compare user preference for agent
representation in different demographics: a savvy group who had purchased video
games before and a general group without any restriction on their backgrounds.
To collect high-quality data on Amazon Mechanical Turk, the recruitment was
only open to Master Workers, i.e., people who have successfully and diligently
performed a large number of tasks on the platform. However, as of the time
when the survey was conducted, Master Workers were sparse, and the additional
video-game filter made it particularly difficult to gather Master Workers for the
savvy group. This led to lopsided sample sizes: 85 participants in the general
group whereas only 15 in the savvy group.

Table 5.1 gives the number of the different ranks each category received, and
Figure 5.2 presents the data more intuitively in a diverging bar chart. From the
most to the least preferred representation, the ranking results in the general group
were human, humanoid, inanimate object, symbol, and organic non-human. The
results in the savvy group were the same, except that the symbolic and organic
non-human categories switched their positions in the sequence.

When the two groups’ data were aggregated, a dividing line was observed
between the preference for humanlike categories (human and humanoid) and
non-human categories (organic non-human, inanimate object, and symbol). The
humanlike categories received mostly positive rankings (1 and 2, i.e., the most
and second most preferred), whereas the non-human categories were largely la-
beled with neutral (3) or negative rankings (4 and 5, i.e., the second least and least
preferred). This observation was further supported by a Friedman test on the
aggregated data (𝜒2

𝐹
(4) = 30.82, 𝑝 < 0.01) with Nemenyi test as the post-hoc
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analysis (cf. Table 5.2). The ranking differences between the humanlike and
non-human categories were mostly statistically significant, except that there was
no significant difference between the humanoid and inanimate object representa-
tions (𝑝 = 0.136). Within the humanlike or non-human categories, the ranking
differences were not statistically significant.

5 (least preferred)4321 (most preferred)

Figure 5.2: Ranking proportions per category.

5.3 Discussion
The survey results indicate that the visual representation of virtual agents can
influence delegation decisions. Users generally prefer to interact with humanlike
virtual agents, such as those embodied in human or humanoid characters. The
willingness to interact declines substantially when the visual representation has a
low level of anthropomorphism. The willingness can further decrease if zoomor-
phic features are present. These effects were found not only in general users but
also in those who are more familiar with virtual environments. However, given
the lopsided sample sizes, further investigation is needed to validate whether
these effects are cross-demographics.

The preference for humanlike over non-human representations can be ex-
plained by the similarity effect, which states that humans inherently tend to
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Table 5.1: Ranking distributions.

Category Group
Rank

1 2 3 4 5

Human
General 47 6 5 8 19
Savvy 14 0 1 0 0

Humanoid
General 9 39 16 16 5
Savvy 0 9 3 3 0

Org. N.-H.
General 10 9 21 21 24
Savvy 0 0 3 9 3

Inan. Obj.
General 8 17 27 16 17
Savvy 1 5 5 1 3

Symbol
General 11 14 16 24 20
Savvy 0 1 3 2 9

Table 5.2: Post-hoc test (Nemenyi) p-values.

Human Humanoid Org. N.-H. Inan. Obj. Symbol

Human 1.000 0.772 0.001 0.005 0.001
Humanoid – 1.000 0.005 0.136 0.034
Org. N.-H. – – 1.000 0.772 0.900
Inan. Obj. – – – 1.000 0.900

Symbol – – – – 1.000

positively evaluate entities similar to them [Montoya et al., 2008]. Human and
humanoid representations visually resemble humans, which might have made
participants prefer them over non-human representations for delegation. No-
tably, although organic non-human representation is visually and biologically
more relevant to humans than objects and symbols are, it was considered the
least preferred option in the survey. This was also reported in [Löffler et al.,
2020], where the likability of animal-like social robots is significantly higher
when their visual animal-likeness is around 20% than when it is around 90%.
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The aversion to zoomorphic features may emanate from humans’ intrinsic vigi-
lance in wild animals, and evidence shows that people tend to treat virtual animals
similarly to how they would treat real animals [Melson et al., 2005].

Implication for the Conceptual Model (cf. Chapter 3)

Visual representation is mainly related to the affective aspect. The dividing line
between users’ preference for humanlike and non-human representations suggests
that the affective dimension plays a role in delegation decisions.

Limitations

A major and evident limitation is the highly asymmetric group sample sizes, due
to which findings derived from the group comparison are only indicative and need
to be validated fully. Since recruiting savvy users on Amazon Mechanical Turk
was difficult, one may consider using targeted advertising, such as distributing
the survey in social media groups related to video games. Alternatively, one may
change the criteria for screening savvy users to, for example, how many hours
spent on video games weekly.

The representation categorization used in the survey constitutes a potential
limitation as it may not unequivocally capture certain representation types. For
instance, an anthropomorphic object is difficult to classify into any of the five
categories but falls somewhere between a humanoid and an inanimate object.
Future studies may consider employing a more fine-grained classification, for
example, by further dividing the humanoid category into more specific ones such
as robot, mystical creature, and anthropomorphic object.

Besides, the categories were distinguished based on their human semblance.
This semblance contains many aspects, such as the similarity in visual anthro-
pomorphism, perceived consciousness, intelligence, and more. The survey only
focused on visual anthropomorphism in general and thus was unable to reveal
whether and to which extent other aspects account for participants’ preferences.
More empirical studies employing different categorizing criteria are needed to
answer these questions.
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The visual representations used in the survey were static, i.e., not animated,
yet the impact of the dynamic aspect is non-negligible. The same animation may
deliver different messages when applied from one agent representation to another
(e.g., a crying infant vs. a crying adult). Moreover, in reality, most virtual agents
are animated rather than staying static, even if the animation is severely limited
to a few frames. Thus, the dynamic aspect should be incorporated in the survey,
for example, by adding a smiling animation to all the representations involved.

5.4 Chapter Summary
This chapter presented a survey-based study investigating user preference for the
visual representation of virtual agents that carry out critical tasks on users’ behalf.
The survey tested five categories of representation, including human, humanoid,
organic non-human, inanimate object, and symbol. The results indicate that users
prefer delegating to virtual agents embodied in humanlike representations (human
and humanoid) over non-human representations (organic non-human, inanimate
object, and symbol). Thus, developers may consider adopting anthropomorphic
features in agent representation and avoid zoomorphic elements, which may
induce adverse effects.

Following this chapter on the static and visual aspects of virtual agents, the
next chapter moves onto a more dynamic and behavioral realm concerning their
capacity to use theory of mind.





Chapter 6

Theory of Mind and Delegation to
Virtual Agents
Portions of the content presented in this chapter were published in [Sun et al.,
2022].

Imagine that a person is presenting at a computer science conference. The
slides are projected onto a big screen from a laptop. Suddenly, the laptop stops
projection despite several attempts to reconnect. While waiting for the conference
volunteer to fix the problem, the person may try to ease the awkward situation
by saying: “my laptop cannot stand my tedious presentation and wants me to
shut up.” The person certainly knows that the glitch was caused by technical
issues instead of the laptop being irritated by the presentation. In saying so, the
person is using mentalistic terms (e.g., intention, thought, and other cognitive or
affective states) to explain the laptop’s behavior. This ability to attribute mental
states to others is often called theory of mind (ToM).

The term ToM was initially coined by Premack and Woodruff [1978] to study
chimpanzees’ ability to understand the intentions of others. Later, the term was
dispersed to interpersonal contexts and now commonly refers to an individual’s
ability to represent other individuals using mental states (e.g., belief, intention)
and distinguish them from one’s own mental states. It is a “theory” of mind
because others’ minds are not directly observable and can only be inferred from
observable cues, such as behavior and utterance. Also, mind incorporates a
complex of elements, including belief, emotion, thought, intention, etc. To

53
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represent such a complicated system is essentially to construct a theory about it.
For most people, ToM develops naturally in early childhood [Russell et al.,

1998] and remains an important ability for social interaction [Lecce et al., 2017;
Watson et al., 1999]. Many social behaviors intrinsically entail ToM [Perez-
Osorio et al., 2021], such as deception or persuasion where knowing and pre-
dicting others’ mental states are vital. Due to its importance for interpersonal
relationships, many researchers are attempting to integrate ToM into artificial
agents (e.g., virtual agents, robots) to improve user-agent interaction. Evidence
shows that artificial agents with a ToM are perceived as more humanlike [Yoshida
et al., 2008], trustworthy [Ruocco et al., 2021], and socially interactive [Perez-
Osorio et al., 2021; Sturgeon et al., 2019] than those without a ToM. These effects
point to the possibility that a virtual agent’s ToM may impact users’ decisions on
delegating to the agent, yet whether this impact exists is still unclear.

This chapter presents an experimental study that aims to answer this ques-
tion. The experiment tests a hypothesis that users are more likely to delegate
critical tasks to virtual agents with a high-level ToM. Before elaborating on the
experiment, this chapter introduces more background on ToM in Section 6.1.

6.1 Related Work on Theory of Mind

When discussing ToM, an often mentioned subject is Sally-Anne test, a widely
used psychological test to indicate an individual’s ability to use ToM [Baron-
Cohen et al., 1985]. In this test, a human subject is described a story where its
two protagonists, Sally and Anne, were in the same room. In front of them were
two baskets and a marble. Sally placed the marble in one of the baskets and
then left the room. Before Sally came back, Anne moved the marble to the other
basket. At this point, the subject is asked “when Sally came back, which basket
would she look for the marble?” The correct answer is the same basket that Sally
initially placed the marble in because she was away and therefore did not know
that the marble had been moved. However, toddlers often fail the test due to their
still-developing ToM, which leads them to believe that Sally had the same belief
as theirs [Wellman et al., 2001]. Apart from Sally-Anne test, there are also many
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other tests or tasks for examining whether and to which extent an individual has
a ToM (see [Quesque and Rossetti, 2020] for a comprehensive summary).

ToM can be classified into different orders, of which common ones include
zero, first, and second orders (cf. Figure 6.1). An individual with a zero-order
ToM is unaware of and unable to infer others’ mental states. An individual with
a first-order ToM can infer others’ mental states and distinguish them from the
individual’s own. An individual with a second-order ToM can infer not only
another person’s mental states but also this person’s mental representation of
others. The order of a ToM is theoretically infinite. However, for human brains,
using a high-order ToM requires a substantial amount of cognitive effort, which
makes it increasingly unfeasible as the ToM order increases.

OK OKOK

Zero-order ToM First-order ToM Second-order ToM

I think it is OK. I think she thinks it is OK. I think she thinks he thinks it is OK.

Figure 6.1: Different ToM orders.

ToM and Virtual Agents

ToM is an umbrella term describing the ability to represent others using mental
states such as belief, intention, emotion, and more. There are numerous studies
trying to enable virtual agents with a specific aspect of ToM, yet many of these
studies were not conducted explicitly in the name of ToM. A representative
research line of such is affective computing, which strives to make machines
capable of inferring users’ affective states based on observable cues, including
facial expression [Tarnowski et al., 2017], body language [Santhoshkumar and
Geetha, 2019], eye movement [Lim et al., 2020], EEG signal [Pei and Li, 2021],
and more. ToM elements can also be seen in virtual agents for autonomous
driving (e.g., lane-changing intention detection [Morris et al., 2011]), healthcare



56 Chapter 6. Theory of Mindh

(e.g., suicidal behavior detection [Martı́nez-Miranda et al., 2019]), video games
(e.g., player intention detection [Doirado and Martinho, 2010]), and more.

Evidence shows that virtual agents can benefit from having a ToM. To give a
few examples, Narant et al. [2019] found that users felt more comfortable when
interacting with virtual agents having a ToM than those without a ToM. Tanaka
et al. [2023] found that virtual agents with a ToM were assessed more positively
in terms of their trustworthiness and acceptability. Hoogendoorn and Soumokil
[2010] found that, in video games, interaction with non-player characters was
rated more engaging if they had a ToM.

ToM and Trust

Although there is limited research on the relationship between ToM and delega-
tion, the literature shows that ToM is relevant to trust, a factor closely related to
delegation. According to the widely cited trust definition proposed by Mayer et al.
[1995], there are at least two fundamental abilities underpinning trust, including
the ability to estimate risks and the ability to predict others’ actions. The latter
involves the inference of belief and intention, which is essentially ToM. Apart
from their theoretical connection, there also exists empirical evidence substanti-
ating the ToM-trust relationship. For example, children’s ToM is related to their
performance in selective trust tasks [DiYanni et al., 2012; Rotenberg et al., 2015].
Children with a developed ToM tend to be more reflective and cautious about their
trust in others, which leads to a relatively low trusting tendency [Di Dio et al.,
2020]. The ToM-trust relationship is also supported by neuroscientific research.
Prochazkova et al. [2018] found that an individual’s trust can be modulated by
stimulating a specific set of brain regions, namely the theory of mind network,
including precuneus, temporo-parietal junction, superior temporal sulcus, and
medial prefrontal cortex. Through fMRI, these regions were found to underlie
one’s ability to distinguish false beliefs [Saxe, 2009].

While the trustor’s ToM is influential in a trusting relationship, the effect of
the trustee’s ToM remains unclear. Having a ToM may increase a virtual agent’s
trustworthiness by facilitating the development of a shared mental model with
human users. A shared mental model can be generally described as a belief
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that all the members of a team hold in common. This belief can be task-related
(e.g., task requirements or difficulties) or about the team per se (e.g., teammates’
backgrounds, intentions, or preferences). In a hybrid team consisting of humans
and virtual agents, the establishment of a shared mental model can significantly
increase humans’ trust in virtual agents [Hanna and Richards, 2018]. Virtual
agents with a ToM have a higher capacity to build a shared mental model with
users by modeling their intentions, beliefs, and more.

A recent study found that users tend to send more money to a virtual agent in
the investment game when the agent appears to have a ToM than when not [Ruocco
et al., 2021]. However, user trust may also decrease when virtual agents possess
a high-order ToM, similar to the Uncanny Valley issue [Stein and Ohler, 2017].

6.2 Methodology
A between-subjects experiment was conducted through Prolific to validate the
hypothesis that users are more likely to delegate critical tasks to virtual agents
with a high-level ToM. Participants played a game, namely colored trails, in a
3D virtual environment experienced on laptops or desktop computers.

6.2.1 Colored Trails

The colored trails game was initially proposed in [Grosz et al., 2004] and later
formalized in [Gal et al., 2005], serving as a testbed to “design, learn, and
evaluate players’ decision-making behavior as well as group dynamics in settings
of varying complexity” [ibid.]. The game has several variants. This experiment
followed the game setting used in [de Weerd et al., 2017], where two players
play on a game board consisting of 25 colored tiles, as Figure 6.2 illustrates.
Each tile was painted with one of the following five colors: yellow, purple, gray,
black, and white. Each player had a game piece initially located on the tile at the
board center and was tasked to move the game piece to a unique goal location
unbeknownst to the other player. A game piece could be moved one step at a
time from its current location onto a horizontally or vertically adjacent tile if and
only if the player spent a chip of the same color as the tile. Both players were
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endowed with four chips at the beginning of the game. To encourage negotiation
(cf. the subsequent paragraph), the colors of these chips were manipulated to
prevent players from reaching their goal locations only with the initial chip sets.

1 2

1

2

1 2

Figure 6.2: Illustration of the colored trails game used in the experiment. The
chess pawns and numbered pins are players’ game pieces and goal locations,
respectively. The mini squares under players’ illustrations denote their chip sets.

The game had two phases: a negotiation phase and a movement phase. In the
negotiation phase, the two players could exchange their chips through negotiation,
during which they alternately made offers to each other until an offer was accepted
or a player withdrew from the negotiation. An offer describes a propositional
redistribution of all the chips in the game. Maximally six offers could be made
during the negotiation, i.e., a quota of three offers per participant. Once the
six-offer limit was reached, the current turn player could no longer make a new
offer but only accept the other player’s offer or withdraw from the negotiation.
If an offer were accepted, both players’ chip sets would be redistributed as the
offer indicates; otherwise, their chip sets would remain the initial distribution.
Players with a ToM can infer their opponent’s belief (i.e., goal location) from
the negotiation process and, theoretically, have a better chance of reaching an
agreement than players without a ToM [de Weerd et al., 2017]. Following the
negotiation was the movement phase, during which players had unlimited time
to move their game pieces until satisfied.
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A player’s score was calculated at the end of the game based on three criteria:
(1) whether the game piece reached the goal location; (2) how many steps the
game piece was moved toward the goal location; (3) how many chips were left. A
player receives 100 points for each step made toward the goal location. Arriving
at the goal location grants 500 points. Each unused chip adds 50 points.

6.2.2 Experiment Design

Initially, participants were informed that, during the experiment, they would play
the colored trails game against a virtual agent and that they could win a very
high bonus in addition to the standard monetary reward for their participation.
The likelihood of winning the bonus was claimed to be positively correlated with
their performance in the game. In fact, the bonus was fabricated to render the
game outcomes consequential and induce the sense of criticality. Participants
were remunerated with the standard reward and clarified the deception afterward.

The experiment procedure is illustrated in Figure 6.3. Before playing against
the agent, participants were briefed on the game rules in an interactive tutorial and
practiced the game by playing it against another virtual agent for five rounds. To
facilitate the following discussion, I will use the term trial agent referring to the
virtual agent for practicing, and the term opponent agent denoting the one to be
contended with. During the practice, participants’ view in the virtual environment
was fixed and oriented toward the trial agent, as Figure 6.4 depicts. After the
practice and before playing against the opponent agent, participants were offered
an opportunity to delegate, i.e., letting the trial agent play against the opponent
agent on their behalf. Once the delegatory decision was made, participants were
asked to fill in a brief questionnaire1 (cf. Table 6.1) consisting of two parts:
(1) the Trust in Automation Questionnaire [Jian et al., 2000] for measuring the
trial agent’s trustworthiness and (2) two single items for measuring perceived
task criticality and participants’ intention to delegate. The questionnaire was
answered on a seven-point Likert scale and additionally included two attention
checks. The experiment was over once participants finished the questionnaire.

1The questionnaire was conducted directly in the virtual environment to minimize the influ-
ence of the break in presence [Putze et al., 2020].
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The playing against the opponent agent was skipped, because it took place after
the delegatory decision and the questionnaire, thus having no impact on the
experiment results.

Play Delegation?

Introduction

QuestionnaireEnd

Start

# Step Detail

1 Introduction Participants are given an introduction of the experiment.

2 Tutorial Participants are given a tutorial on the game.

3 Practice Participants practice the game with the trial agent.

4 Delegation? Participants decide whether to delegate.

5 Questionnaire Participants answer a questionnaire.

6 Play (This step was skipped) Participants or the trial agent plays against the opponent agent.

Tutorial Practice

Figure 6.3: Flowchart illustrating the experiment procedure. The last step (i.e.,
“Play”) is represented as a dashed rectangle because it was skipped.

Participants were divided into three groups, each practicing the game with a
trial agent that bears a unique level of ToM. The different levels were implemented
using the algorithm proposed in [de Weerd et al., 2017] based on orders of ToM
(cf. Section 6.2.3).

6.2.3 Agent Model

The trial agent’s model, implemented using the algorithm proposed by de Weerd
et al. [2017], consisted of mainly three components: (1) the belief about whether
an offer would be accepted by the opponent, (2) the possibility of a tile being the
opponent’s goal location, and (3) the confidence in a ToM order when the agent
is capable of using multiple orders (e.g., a second-order ToM agent can also use
the zero-order and first-order ToM). The belief was represented as a frequency
table storing the acceptance rate of all the offers that could possibly appear in
the game. The table’s initial values are uniformly set to one, i.e., believing that
the opponent would be happy to accept whatever offer was made. Such a belief
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Table 6.1: Questionnaire items (attention checks excluded).

# Item

1 Winning the bonus reward is a critical task to me.
2 I intend to delegate the succeeding games to the agent.
3 The agent is deceptive.
4 The agent behaves in an underhanded manner.
5 I am suspicious of the agent’s intent, action, or outputs.
6 I am wary of the agent.
7 The agent’s actions will have a harmful or injurious outcome.
8 I am confident in the agent.
9 The agent provides security.

10 The agent has integrity.
11 The agent is dependable.
12 The agent is reliable.
13 I can trust the agent.
14 I am familiar with the agent.

Measured factors: task criticality (#1), intention to delegate (#2), and trust (#3–14).

is obviously unreasonable, which makes it necessary to “educate” the agent via
pre-training. In this experiment, the trial agent was initialized with a ready-to-use
frequency table provided by de Weerd et al. [2017]. As the game proceeded,
the agent would continuously update its belief based on the negotiation process.
For example, when the agent’s offer was not accepted, it would decrease the
acceptance rate of this and other worse offers.

When negotiating with the opponent, the trial agent with a zero-order ToM
(hereafter abbreviated as the ToM0 agent) behaved solely based on its own belief.
The ToM1 agent additionally considered the opponent’s belief and goal location
by modeling the opponent as a ToM0 agent. Since the opponent’s goal location
was hidden, the ToM1 agent had to guess where the opponent’s goal was. This
ability to guess was achieved through the possibility component, where the
agent gave each tile a percentage indicating the possibility of the tile being
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Figure 6.4: First-person perspective screenshot of the virtual environment used
in the experiment. The robot is the trial agent. At the table center is the game
board. The orange and green cubes on the center tile are participants’ and the
agent’s game pieces, respectively. The orange floating pin points to participants’
goal location (the black tile at the bottom left on the game board). At the table’s
bottom-right corner are three buttons, which constitute the player control. At the
bottom-left corner, there are four bigger and four smaller squares. The bigger
squares represent the chip set that participants currently have. The smaller ones
on the gray platform denote participants’ initial chip set. The agent’s current and
initial chip sets are displayed in the same layout at the table’s top-right corner.

the opponent’s goal. These percentage numbers were constantly updated by
comparing the opponent’s predicted and actual behaviors during the negotiation.

Although the ToM1 agent was characterized by its first-order ToM, it could
also use the zero-order ToM. During the negotiation, the ToM1 agent would
learn about the accuracy of the two ToM orders, which formed the confidence
component for determining the best ToM order to use.

The ToM2 agent functioned similarly to the ToM1 agent, except that the
opponent was modeled as a ToM1 agent rather than a ToM0 agent.
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6.3 Results
Participants (𝑁 = 150) were recruited on Prolific and evenly assigned to the
three groups, hereafter referred to as the ToM0, ToM1, and ToM2 groups (cf.
Section 6.2.2). Low-quality data were excluded from the results, such as those
tendered by inattentive participants and speed runners. Ultimately, the data of
75 participants remained. Their demographics, delegation decisions, and game
performance are given in Table 6.2.

Table 6.2: Participants’ demographics, delegatory decisions, and performance.

Group N Age1 Gender
Delegation Performance3

Yes No Rate2 Participant Agent

ToM0 23
M=33.4 10 Females

11 12 47.8% 531.7 629.1
SD=14.8 13 Males

ToM1 25
M=29.7 13 Females

4 21 16.0% 571.2 544.8
SD=11.0 12 Males

ToM2 27
M=29.3 14 Females

16 11 59.3% 469.3 598.1
SD=9.5 13 Males

1. M = mean, SD = standard deviation.
2. The rate refers to the proportion of participants who chose to delegate.
3. Performance was operationalized as the mean score of all participants or the mean
score of the agent in the group.

The experiment results contradict the hypothesis that higher-order ToM agents
are more likely to be delegated. Instead, there was a non-monotonic relationship
between the delegation rate and ToM order. Only 16% of participants in the ToM1

group chose to delegate, whereas the delegation rate of the other two groups was
much higher at 50% or so. Participants’ intention to delegate exhibited a similar
pattern, where more participants in the ToM1 group reported low-level intentions
to delegate than the other two groups, but the difference was not statistically
significant (Kruskal-Wallis test, 𝐻 = 4.844, 𝑝 = 0.089). Overall, the experiment
results were unable to support the hypothesis and, when combined with other
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analyses discussed below, pointed to an alternative explanation that virtual agents’
ToM only has a limited impact on users’ choice and willingness to delegate to
virtual agents.

Figure 6.5 illustrates participants’ responses to the questionnaire. Most par-
ticipants considered it critical to win the bonus (𝐻 = 2.092, 𝑝 = 0.351), and their
trusting attitudes were generally consistent (𝐻 = 2.257, 𝑝 = 0.323).

For perceived criticality and delegatory intention:

1 (strongly disagree) 2 3 4 5 6 7 (strongly agree)

1.0 ~ 1.5 1.5 ~ 2.5 2.5 ~ 3.5 3.5 ~ 4.5 4.5 ~ 5.5 5.5 ~ 6.5 6.5 ~ 7.0

For trustworthiness:

Figure 6.5: Participants’ responses to the questionnaire. The colored bars
indicate the proportions of different options, where 1 denotes “strongly disagree”
and 7 denotes “strongly agree”. The symbol 𝜇 in the tick labels refers to the mean
value of the responses. The symbol H represents the test statistics of Kruskal-
Wallis test .

An analysis of the entire data set (i.e., combining the three groups) revealed
that performance was a relevant factor. As Table 6.3 shows, participants’ intention
to delegate was negatively correlated with their performance (operationalized as
the mean score) in the game or the relative performance (operationalized as
the agent’s mean score minus participants’ mean score). There was also a
negative correlation between participants’ performance and trust in the agent.
However, neither trust nor the intention to delegate was correlated with the
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Table 6.3: Correlation coefficients (Pearson’s 𝑟).

Trust Delegation Agent M.S. Parti. M.S. Score Diff.

Trust 1 - - - -
Delegation 0.54* 1 - - -
Agent M.S. 0.12 0.07 1 - -
Parti. M.S. -0.25* -0.29* 0.50* 1 -
Score Diff. 0.37* 0.36* 0.51* -0.49* 1

* 𝑝 < 0.05; M.S. = Mean Score; Parti. = Participant;
Score Diff. = Score Difference (agent’s mean score minus participants’ mean score)

agent’s performance. Additionally, a strong-effect positive correlation between
agent trustworthiness and the intention to delegate was observed, corroborating
with other studies [Aggarwal and Mazumdar, 2008; Leana, 1987; Lubars and
Tan, 2019; Stout et al., 2014].

6.4 Discussion

The correlation analysis above indicated that participants were egocentric and
made delegation decisions mainly based on their own performance or relative per-
formance. Such a self-centric stance might have rendered ToM a low-priority and
consequently less significant factor. Indeed, losses and gains were an intuitive and
reliable source of information for making delegation decisions. Comparatively,
the perception of the trial agent’s ToM was less straightforward, not to mention
that such perception could be overlooked due to algorithmic opacity. Moreover,
the focus on performance suggested that the relationship between participants and
the trial agent was similar to that between supervisors and supervisees (e.g., man-
agers and subordinates). ToM may only have a limited impact in a supervising
relationship than peer-like or collaborative one [Hanna and Richards, 2018].

While participants’ different performance may account for their delegation
decisions, where the difference originates from is another question. Analysis
showed that the frequency of successful negotiation (i.e., reaching an agreement)
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was positively correlated with both participants’ score (𝑟 = 0.645, 𝑝 < 0.001) and
the agent’s score (𝑟 = 0.584, 𝑝 < 0.001). More specifically, participants’ score
depended on how many of their offers were accepted by the agent (𝑟 = 0.593, 𝑝 <

0.001) and, likewise, the agent’s score was contingent on the number of its offers
accepted by participants (𝑟 = 0.408, 𝑝 < 0.001). However, for participants, their
behavior (i.e., accepting the agent’s offers or withdrawing from the negotiation)
had a limited impact on their score (𝑟 = −0.072, 𝑝 = 0.538), and the same
holds for the agent (𝑟 = 0.082, 𝑝 = 0.483). In the experiment, with the agent’s
ToM order increasing from zero to two, the mean number of offers the agent
accepted changed non-linearly from 1.22, over 2.64, to 1.56. This non-linearity
may explain participants’ different performance across the three groups and, in
turn, was manifested in the non-monotonic relationship between ToM orders and
delegation rates (cf. Table 6.2). The mutual dependency may result from players’
rationality, as an offer is often more beneficial to the proposer than the responder.

This experiment employed a different game configuration (game board color
distributions, initial chip sets, and goal locations) from the original study [de Weerd
et al., 2017] because the original configuration was not disclosed. Some other
changes (detailed in Table 6.4) were made to facilitate investigating human-agent
interaction over testing the algorithm performance. Consequently, the two set-
tings produced different results. As Figure 6.6 illustrates, players’ performance
was positively correlated in this experiment but negatively correlated in the orig-
inal study. The divergence was likely caused by different intensities of conflict
of interest, i.e., the number of chips that both players demanded. In the original
setting, an intense conflict of interest might exist, and the two players had to com-
pete over limited resources. In this experiment, however, the conflict of interest
was relatively moderate, in which case a successful negotiation was more likely
to be mutually beneficial than a compromised solution to the dilemma.

Implication for the Conceptual Model (cf. Chapter 3)

ToM is a crucial skill for interpersonal communication and relationships. Its
limited impact on delegation decreases the significance of the affective dimension
in users’ delegation decisions.
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Table 6.4: Experiment setting comparison.

Setting This experiment The original study

Participant count 75 27
Experiment type Between subjects Within subjects
Game rounds 5 8
Initiator Participant Alternating
Time limit No Yes
Belief reset No Yes

(a) The original study.
Participant performance
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First-order
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(b) This experiment.

Figure 6.6: Player performance as increased scores. Figure 6.6a is a screenshot
taken directly from [de Weerd et al., 2017]. Figure 6.6b presents the results of
this experiment, adapting the layout of Figure 6.6a to facilitate comparison. The
dashed lines denote the maximal score that a player can obtain only with the
initial chip set. The solid black line shows the Pareto efficient outcomes.

Limitations

A major limitation is the lack of control for performance. As indicated by
the experiment results, the impact of performance on participants’ delegation
decisions was prominent, insofar as it might have overshadowed the impact
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of ToM. To alleviate this problem, one may consider manipulating the game
outcomes to ensure that performance-related variables, such as scores or win/loss,
are generally at the same level for all participants.

The communication between participants and the agent was severely con-
strained in the experiment, during which the only message exchanged between
them was the offers. This constitutes another major limitation since virtual agents
have and feature the ability to utilize human communication, such as verbal or
body language, which can be used to better present their negotiation and ToM
skills. Allowing virtual agents to communicate with users in these channels may
make the impact of ToM more pronounced to be observed.

Although there is a huge space for players to utilize their ToM in the colored
trails game, the game is too complicated for participants to grasp it rapidly, par-
ticularly for a remote experiment. Participants might have already lost patience
during the pre-experiment tutorial or felt a heavy cognitive workload when play-
ing the game. Consequently, participants might speedrun the experiment and
tender relatively low-quality data. For future studies, one may consider using
other simpler games like the Price Game used in [Mou et al., 2020]. Besides,
ToM is potentially more influential in collaborative scenarios than in relatively
competitive games as in the colored trails game. Therefore, one may also consider
employing a fully collaborative context to increase the possibility of observing a
significant effect.

Due to the complex nature of ToM, findings derived from this experiment
can only be generalized to other contexts to a limited extent. For example, the
ability to infer emotion and intention can be equally important as belief inference
for a virtual agent’s ToM, but these two aspects were not considered in the
experiment. Furthermore, there are other ways to theoretically categorize ToM
apart from ToM orders (e.g., an often-used criterion is Sally-Anne test). The
findings may not apply to those contexts based on a different ToM architecture.
Thus, more studies focusing on other aspects or architectures of ToM are needed
to fully understand its impact on delegation.
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6.5 Chapter Summary
This chapter presented an empirical study investigating whether and how a virtual
agent’s ToM influences delegation to the agent. A between-subjects experiment
was conducted to compare three virtual agents with different levels of ToM.
The results showed that the agents’ ToM might only have a limited impact
on participants’ delegatory decisions and intention. Nevertheless, performance
was a relevant factor in the intention to delegate, and participants’ performance
was particularly influential possibly due to their ego-centrism. Thus, when
designing virtual agents for carrying out critical tasks, developers may consider
refraining from using ToM-resemblance features and focusing on balancing user
performance perception.

The next chapter looks into the notion of technological immersion and ex-
plores its impact on delegation decisions based on the results of two experiments.





Chapter 7

Delegation to Virtual Agents in
Immersive Settings
Portions of the content presented in this chapter were published in [Sun and
Botev, 2023].

Virtual agents are inherently simulated, so interaction with virtual agents
must be mediated by a technical device. Commonly employed devices include
desktop computers, laptops, tablets, and smartphones [Abdullah et al., 2018; Gan
et al., 2022]. These devices mainly feature a two-dimensional panel display to
(mostly visually) mediate and represent an environment as if users were viewing
it through a window. However, this looking-through-a-window way of interaction
is not ideal for delivering immersive interactive experiences, despite being widely
used and offering various advantages [Chowdhury et al., 2021; Klingenberg et al.,
2020]. To overcome this limitation, researchers and companies have devoted a
substantial amount of effort over the past decades to developing immersive media
devices, particularly head-mounted displays for VR and AR. With more advanced
features such as stereoscopic displays and panoramic field of regard, this class
of devices is capable of immersing users in a “technology-driven environment
with the possibility to actively partake and participate in the information and
experiences dispensed by the generated world” [Perkis et al., 2020].

A key difference between the two classes of media devices mentioned above
lies in their levels of technological immersion, a term that describes a device’s
capacity to mediate and represent an environment in a way that matches human
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perception of the physical world. Unlike the subjective feeling of being immersed,
technological immersion is “a quantifiable description of a technology” [Slater
and Wilbur, 1997]. Following these definitions, reading a compelling comic
book magazine is psychologically more immersive than watching a boring movie
on an 85-inch screen. Yet, the screen is technologically more immersive than
the magazine because of its wide field of regard, surround sound, and more. The
prevailing standard for measuring technological immersion is the five dimen-
sions proposed by Slater and Wilbur [1997], i.e., inclusiveness, extensiveness,
surroundingness, vividness, and matching:

Inclusive (I) indicates the extent to which physical reality is shut
out. Extensive (E) indicates the range of sensory modalities accom-
modated. Surrounding (S) indicates the extent to which this virtual
reality is panoramic rather than limited to a narrow field. Vivid
(V) indicates the resolution, fidelity, and variety of energy simu-
lated within a particular modality (for example, the visual and color
resolution) [...] Matching requires that there is match between the
participant’s proprioceptive feedback about body movements, and
the information generated on the displays. [Slater and Wilbur, 1997]

Various effects of high-level technological immersion have been documented
in the literature. For instance, there is ample evidence that people experience a
stronger sense of presence when using head-mounted displays rather than desk-
tops [Buttussi and Chittaro, 2018; Cummings and Bailenson, 2016; Guimarães
et al., 2020; Kim et al., 2014; Makransky et al., 2019; Moreno and Mayer, 2004;
Ochs et al., 2019; Reinhard et al., 2022]. Immersive media devices can also better
support 3D-intensive tasks, such as spatial learning [Krokos et al., 2019; Pollard
et al., 2020] and object detection [Henderson and Feiner, 2009; Odenthal et al.,
2014; Reinhard et al., 2022], when compared with less immersive devices, as in
desktops or smartphones. Psychological studies often report a positive correla-
tion between technological immersion and stronger emotional responses [Kim
et al., 2014; Pallavicini and Pepe, 2019; Simon and Greitemeyer, 2019] or so-
cial effects [Chowdhury et al., 2021; Ochs et al., 2019; Pejsa et al., 2017]. In
education, students can benefit from being taught via technologically immersive
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devices with better knowledge retention and transfer [Klingenberg et al., 2020].
An overview of the effects of technological immersion is provided below.

Positive Effects:

• Stronger sense of presence and co-presence [Ochs et al., 2019].

• Higher-level psychological immersion and more positive emotions in video
game playing [Pallavicini and Pepe, 2019].

• Higher-level emotional arousal in the Stroop task [Kim et al., 2014].

• Higher-level physiological and sexual arousal when viewing pornographic
video materials [Simon and Greitemeyer, 2019].

• Better improvement of social skills in persons with the autism spectrum disor-
der after virtual social skill interventions [Miller and Bugnariu, 2016].

• Lower-level implicit bias toward persons with disabilities after experiencing a
disability simulation [Chowdhury et al., 2021].

• Better knowledge retention and transfer in students educated using generative
learning strategies [Klingenberg et al., 2020].

• Higher recall accuracy in using a virtual memory palace [Krokos et al., 2019].

• Higher accuracy in detecting assembly errors in a model [Odenthal et al., 2014].

• Better performance in object recognition and discrimination after spatial learn-
ing in a virtual environment [Pollard et al., 2020; Reinhard et al., 2022].

Negative Effects:

• Higher probability of the Uncanny Valley effect [Hepperle et al., 2020], fa-
tigue [Madeira et al., 2022; Plechatá et al., 2019], and the simulator sick-
ness [Cao et al., 2020].

• Higher cognitive load and worse learning outcome after learning science
through virtual learning simulations [Makransky et al., 2019].
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Neutral Effects:

• Similar performance in 3D navigation [Feng et al., 2022; Sousa Santos et al.,
2008] and 3D object manipulation [Madeira et al., 2022].

• Similar performance in the spatial understanding of a complex 3D virtual
model, such as livers or pyramids [Hattab et al., 2021].

• Similar performance in cognitive recovery in stroke patients after a virtual
exercise [Gamito et al., 2014].

• Similar performance in knowledge acquisition after learning digitally [Buttussi
and Chittaro, 2018; Olmos-Raya et al., 2018].

• Similar levels of engagement in video game playing [Cao et al., 2020].

• Similar levels of intention to reuse a virtual shopping environment after expe-
riencing it [Peukert et al., 2019].

The ample evidence presented above points to the possibility that techno-
logical immersion may also have an impact on delegation decisions to virtual
agents. To test whether the impact exists, two experiments were conducted –
a within-subjects and a between-subjects experiment– to observe and compare
users’ delegation to virtual agents in different conditions and levels of technolog-
ical immersion. Before detailing the experiments, this chapter further clarifies
the concept of immersion in Section 7.1.

7.1 Immersion Definitions
In research related to virtual environments, the term “immersion” is commonly
used to denote the situation of users being surrounded or enclosed by an experi-
ence, an interaction, or a mediated reality, as the quote below describes.

Immersion is a metaphorical term derived from the physical experi-
ence of being submerged in water. We seek the same feeling from a
psychologically immersive experience that we do from a plunge in
the ocean or swimming pool: the sensation of being surrounded by
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a completely other reality, as different as water is from air, that takes
over all of our attention, out whole perceptual apparatus. [Murray,
2017]

Although the general idea behind the term is clear, its practical definition
has been diverging in academia. In their recent review article, Nilsson et al.
[2016] identified numerous definitions, including system immersion (i.e., tech-
nological immersion), sensory immersion, perceptual immersion, fictional im-
mersion, psychological immersion, narrative immersion, imaginative immersion,
systemic immersion, strategic immersion, tactical immersion, ludic immersion,
and challenge-based immersion. Among them, technological immersion con-
stitutes a unique perspective that views immersion objectively as a description
of technologies, whereas other definitions predominantly take a psychological
approach and regard immersion as a subjective construct, such as feeling, atten-
tion, or mental experience. The prevailing standard for measuring technological
immersion is the five dimensions proposed by Slater and Wilbur [1997], namely
inclusiveness, extensiveness, surroundingness, vividness, and matching. The
more capable a media device is in each dimension, the more immersive the de-
vice is, and the more the device “delivers displays (in all sensory modalities) and
tracking that preserves fidelity in relation to their equivalent real-world sensory
modalities” [Slater, 2003]. Apart from technological immersion, Nilsson et al.
[2016] classified the other definitions into three categories.

1. Sensory and perceptual immersion are closely related to technological im-
mersion because both of them regard immersion as the subjective experience
of an individual’s senses being enclosed by a technology-driven environment.
According to these two definitions, immersion increases when, for example,
“large screens close to the players’ eyes and powerful sounds easily overpower
the sensory information coming from the real world” [Ermi and Mäyrä, 2005]
or when the physical world is hidden from users “by the use of goggles, head-
phones, gloves, and so on” [McMahan, 2013]. The major difference between
technological and sensory/perceptual immersion is that technological immer-
sion objectively describes the technical configuration of a hardware device,
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whereas sensory/perceptual immersion refers to the extent to which users feel
like their senses are enveloped by the hardware device.

2. The technology-driven definitions mentioned above cannot explain why read-
ing a compelling comic magazine feels more immersive than watching a
boring documentary, despite books being a relatively primitive form of me-
dia. This question is answerable if one follows another category of immersion
definitions, including psychological, narrative, fictional, and imaginative im-
mersion. These definitions are highly similar and all emphasize the extent
to which individuals are involved or absorbed in a narrative. Technology
degrades to an insignificant factor, whereas the storytelling elements such as
plots and characters become paramount for immersion.

3. Immersion may also occur without narratives and advanced technologies,
such as when playing Tetris on one of the early mobile phones. This type of
immersion has been named systemic, strategic/tactical, and challenge-based
immersion, but is more widely known under the term “engagement”. These
definitions argue that immersion originates from individuals trying to utilize
their mental or sensorimotor skills intently to achieve a certain performance
in a task. During the process, individuals are highly attentive to the task at
hand and thus become absorbed in the task.

7.2 Experiment 1 – Within-Subjects

Following a within-subjects design, Experiment 1 (𝑁 = 30) compared delegation
to virtual agents across three different levels of technological immersion. The
experiment was on-site and approved by the ethics review panel at the University
of Luxembourg under file number ERP 22-049 DELICIOS.

7.2.1 Methodology

During the experiment, participants were tasked to play the Colonel Blotto game.
The original Colonel Blotto game involves a martial scenario between two war-
ring countries. In this experiment, the game was recontextualized with a commer-
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cial scenario, where two beverage companies compete for three cities’ beverage
markets. Participants acted on behalf of one company and played against a vir-
tual agent that controlled the other company. Each company initially had ten-liter
concentrate of its beverage product and could distribute them to the three cities.
The minimal division unit was one liter. The concentrate allocated for each city
would be further diluted, bottled, and sold in the city. A company wins a city’s
market if the company distributes more concentrate to the city than the other
company. A player wins the game if the player’s company wins two markets.
Players had unlimited time to set their distributions, which were not shown until
all the players confirmed theirs.

With the ten-liter cap, the number of different distributions that a player could
possibly make was limited within a suitable range that was neither too big1 nor too
small2. Findings derived from such a moderate-complexity setting are arguably
more generalizable than low- or high-complexity settings since, in real-world
cases, available strategies are often not binary but constrained to a finite set.

Procedure

As illustrated in Figure 7.1, after receiving an introduction and tutorial on the
game, participants were asked to finish three consecutive game sessions and then
complete a post-experiment questionnaire.. Each game session, consisting of six
consecutive game rounds, followed the same procedure (cf. Figure 7.2) but was
played at a unique level of technological immersion.

To render the game critical, participants were led to believe that their monetary
reward depended entirely on their game performance. The first three rounds of a
game session constituted a training phase, where participants practiced the game
by playing it against a trial agent (cf. Figure 7.3a). The outcomes of these three
rounds had no impact on their reward. In the remaining three rounds, participants
played against an opponent agent (cf. Figure 7.3b) whose strategy was claimed
to be different from the trial agent but, in fact, the same. The outcomes of the
remaining three rounds pertained to participants’ rewards: for each round they

1For example, 100 liters of concentrate would allow for thousands of possible distributions.
2For example, the Prisoner’s Dilemma provides players with only two available options.
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Game session 3

(device C)

Game session 2

(device B)

Introduction & 

tutorial

Game session 1

(device A)
End Start

# Step Detail

1 Introduction & tutorial Participants are given an introduction and then a tutorial on the game.

2 Game session 1 (device A) Participants play a game session using device A.

3 Game session 2 (device B) Participants play a game session using device B.

4 Game session 3 (device C) Participants play a game session using device C.

5 Post-experiment questionnaire Participants answer a post-experiment questionnaire.

Post-experiment 

questionnaire

Figure 7.1: Flowchart illustrating the procedure of Experiment 1.

PlayDelegation?Practice Questionnaire EndStart

# Step Detail

1 Practice Participants practice the game with the trial agent in the first three rounds.

2 Questionnaire Participants answer the condition-wise questionnaire.

3 Delegation? Participants decide whether to delegate.

4 Play Participants or the trial agent plays against the opponent agent.

Figure 7.2: Flowchart illustrating the game session.

won or lost, their reward would be increased or decreased by a small amount
of money, respectively. The reward could not be deducted to negative and was
minimally zero. The reward would not change if a game round ended with a
draw. The deception was disclosed and explained by the end of the experiment.
All the participants received the same standard compensation.

In between the first and remaining three rounds, participants filled in a brief
questionnaire (cf. Table 7.1) within the mediated environment. After finishing
the questionnaire, participants were offered an opportunity to delegate the playing
of the remaining three rounds to the trial agent. If a participant chose to delegate,
the trial agent would take over complete control and autonomously play the
remaining rounds on the participant’s behalf.
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(a) The trial agent. (b) The opponent agent.

Figure 7.3: Virtual agents used in Experiment 1.

Following a within-subjects experimental design, the three game sessions
were played using different media devices that vary in their technological immer-
sion levels (cf. Figure 7.4 and the next paragraphs). The within-subjects design
helps to control for the impact of individual differences in, for example, demo-
graphics or experience with similar technologies. To mitigate the influence of
potential carryover effects, the order of the three devices was randomized for each
participant using a Latin square design. To further minimize its influence, the vir-
tual agents in each game session –including both the trial and opponent agents–
were claimed to be unique and have different behaviors and strategies from the
agents in other game sessions, though all of them were actually driven by the
same rules. The experiment was over once participants finished the last session,
after which a post-experiment questionnaire (cf. Table 7.2) was administered.

Variables, Conditions, and Measures

The independent variable was the media device’s technological immersion level.
Based on the five dimensions mentioned previously, three distinctive types of de-
vices were selected as the three conditions of the independent variable, including



80 Chapter 7. Technological Immersion

(a) Low-immersion setup. (b) Medium-immersion setup.

(c) High-immersion setup. (d) The virtual environment.

Figure 7.4: The physical setting of each condition in Experiment 1. The devices
used in the low-, medium-, and high-immersion conditions were a laptop, a
Microsoft HoloLens 2, and a Meta Quest 2, respectively. Participants were placed
in a confined space amid three large neutral walls. The virtual environment (cf.
Figure 7.4d) used for the low- and high-immersion setups replicates the physical
space on a 1:1 scale.

an OMEN gaming laptop, a Microsoft HoloLens 2, and a Meta Quest 2.
Laptop (low-immersion condition). Environments mediated by the laptop

are only marginally inclusive because, in typical cases, its 17-inch screen can
only occlude a fraction of the physical reality. The laptop’s extensiveness is
high since it utilizes both visual and auditory channels to communicate with
users. The screen can display 81 pixels per inch at the Full-HD level, offering a
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relatively high level of vividness but falling short of surroundingness due to its
limited field of regard. Compared with the other two devices, the laptop is also
inferior in matching as it only tracks some simple user inputs, such as mouse
movements and keyboard strokes.

HoloLens (medium-immersion condition). The screen of the HoloLens is
transparent, due to which environments mediated by it are minimally inclusive.
The HoloLens has a similar level of extensiveness as the laptop but displays less
vivid images rendered at 42 pixels per degree. Nevertheless, the HoloLens has a
much higher level of surroundingness than the laptop due to its panoramic field
of regard and stereoscopic display. The HoloLens also outperforms the laptop in
matching with its higher-resolution head and hand tracking.

Quest (high-immersion condition). Environments mediated by the Quest are
highly inclusive as the Quest has a dedicated design for hiding the perception of
real-world environments from users. The Quest is comparable to the HoloLens in
terms of extensiveness and matching, but it offers a higher level of surrounding-
ness with its much larger field of view at 97 degrees compared to the 37 degrees
provided by the HoloLens. As a side effect of its large field of view, images
displayed by the Quest are rendered less vividly at only 19 pixels per degree.

The dependent variable was participants’ delegation decisions in the three
game sessions.

In addition to the independent and dependent variables, some other factors
were also measured using questionnaires to learn about participants’ decision-
making process and to check for potential alternative explanations. These factors
were measured using questionnaires on a 101-point scale that ranged from 0 to
1, with 0 and 1 denoting “strongly disagree” and “strongly agree”, respectively.
The condition-wise questionnaire (cf. Table 7.1) inquired about three factors
related to delegation, including the trustworthiness and competence of the trial
agent and the perceived workload during the game. Notably, the condition-wise
questionnaire also probed participants’ subjective feeling of immersion, allowing
us to examine its relationship with technological immersion. Since participants
needed to repeat answering the condition-wise questionnaire three times in a
short period of approximately 5–10 min, each of the four factors mentioned
above was measured using a single item for simplicity and avoiding boredom and
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frustration in participants, though at the cost of decreased reliability and validity.
Nevertheless, the four factors are relatively straightforward as opposed to more
complex constructs such as presence, owing to which the single-item measure is
arguably sufficient for comparing these factors across the three conditions [Allen
et al., 2022; Ang and Eisend, 2018]. Participants were additionally asked to
choose the most trustworthy trial agent among the three conditions. The post-
experiment questionnaire (cf. Table 7.2) checked on some other delegation-
related factors and asked participants to directly compare the trustworthiness of
the trial agent in different game sessions.

Table 7.1: The condition-wise questionnaire.

# Item

1 The agent in the last rounds was trustworthy.
2 The agent in the last rounds was competent in the game.
3 I felt cognitively overloaded in the last rounds.
4 I felt immersed or involved in the game over the last rounds.

Measured factors: trustworthiness (#1), competence (#2), workload (#3),
and psychological immersion (#4). Regarding item 4, research suggests that
people can “reliably reflect their own immersion in a single question” [Jen-
nett et al., 2008].

Table 7.2: The post-experiment questionnaire (Experiment 1).

# Item

1 The game outcome is important to me.
2 The agents felt controllable.
3 I must account for the game outcome.
4 Which agent did you find most trustworthy?

Measured factors: criticality (#1), controllability (#2), accountability (#3),
and trustworthiness (#4).
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Agent Design

An individual’s decision on delegation can be significantly influenced by performance-
related information [Leana, 1987; Sun et al., 2022; Yukl and Fu, 1999]. Thus,
to control for the impact of performance, an agent (either the trial agent or the
opponent agent) was allowed to cheat when the agent played the role of the partic-
ipants’ rival in the game. When cheating, the agent was secretly informed of the
concentrate distribution on the participants’ side. With the information, the rival
could win or lose certain rounds deliberately. For every three rounds in a game
session, the rival randomly chose one of the following pre-defined sequences to
enact: (1) win, lose, lose (the rival deliberately wins the first round and then loses
the second and third rounds); (2) lose, win, lose; (3) lose, lose, win; (4) win,
draw, draw; (5) draw, win, draw; or (6) draw, draw, win. For example, within the
first three rounds of a game session, the trial agent may choose to win the first
round and lose the second and third rounds, whereas, within the remaining three
rounds, the opponent agent may deliberately lose the first and second rounds
and win the third round. The different sequences all result in the same payoff:
participants receive the money equivalent to winning one round.

The virtual agents were embodied as virtual humans in light of our previous
finding that users prefer to interact with humanlike virtual agents in critical
scenarios involving delegation (cf. Chapter 5). The virtual human characters
used in the experiment were generated using Character Creator 4, a software
application that provides an integrated solution for creating high-quality digital
characters. The characters were lightly animated to make the interaction with
them feel natural for participants. The animation combined a full-body idle
animation clip with randomly generated simple facial motions, such as eye blinks
or subtle movements of facial muscles. The trial and opponent agents were
invariably embodied in a virtual woman and man across the three conditions,
respectively. Although an agent’s gender can bias people’s delegation to the
agent [Akinola et al., 2018; Leana, 1987; Payne et al., 2013], its effect is arguably
not potent enough to overshadow the effect of technological immersion. The
appearances of the virtual agents in different game sessions were identical, except
that the color of their shirts was varied to visually emphasize that they were not
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the same agent. For example, the trial and opponent agents in one game session
may both wear yellow shirts (cf. Figure 7.3), whereas, in another game session,
they may both wear blue shirts.

7.2.2 Results

The participants (N = 30, 15 males and 15 females, mean age = 26.4) were
recruited by disseminating a call to the student body at the University of Lux-
embourg. The exclusion criteria were that participants must be healthy adults
without any motor handicaps and previous symptoms of seizures. The exper-
iment results showed that participants were generally reluctant to delegate to
the trial agent. Only four participants chose to delegate in the low-immersion
condition, whereas this number increased to seven in the medium- and high-
immersion conditions. There was no statistically significant difference in par-
ticipants’ delegation decisions among the three conditions (Cochran’s Q test,
𝑄(2) = 2.571, 𝑝 = 0.276). These results cannot support the hypothesis that
technological immersion influences delegation decisions to virtual agents.

Figure 7.5a summarizes participants’ responses to the condition-wise ques-
tionnaire. The assessments of the trial agent’s trustworthiness were almost identi-
cal under different conditions (Friedman test, 𝜒2

𝐹
(2) = 0.019, 𝑝 = 0.990). A sim-

ilar pattern can be found in the assessments of the trial agent’s competence, except
for a slightly higher variance (𝜒2

𝐹
(2) = 4.056, 𝑝 = 0.132). The perceived work-

load was generally low during the game sessions (𝜒2
𝐹
(2) = 3.217, 𝑝 = 0.200),

whereas the subjective feeling of immersion was generally high. Participants felt
less immersed in the low-immersion condition than in the other two conditions
(𝜒2

𝐹
(2) = 5.556, 𝑝 = 0.062), while the medium- and high-immersion conditions

were psychologically immersive to similar extents.
The responses to the post-experiment questionnaire showed that participants

generally considered the game outcomes critical; the mean value of their as-
sessments of the task criticality was 0.705 (SD = 0.209; Shapiro-Wilk test,
𝑊 = 0.903, 𝑝 = 0.010). Corresponding to the high-level criticality, the per-
ceived accountability for the game outcomes was also high, with a mean value of
0.731 (SD = 0.208;𝑊 = 0.905, 𝑝 = 0.011). The controllability assessments were
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(a) Participants’ responses to the condition-wise questionnaire.

0.00~ 0.08 0.08~ 0.25 0.25-0.42 0.42-0.58 0.58-0.75 0.75-0.92 0.92-1.00

(b) Delegators’ and non-delegators’ perceived accountability and trustworthiness.

Figure 7.5: Participants’ questionnaire responses categorized into seven bins, as
illustrated in the legend. The colored bars indicate the proportions of different
bins, where 0 denotes “strongly disagree”, and 1 denotes “strongly agree”. The
symbol 𝜇 in the tick labels refers to the mean value of the responses. The symbols
𝜒2
𝐹

and U represent the test statistics of Friedman test and Mann-Whitney U test,
respectively.
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positive (i.e., the trial agent was controllable) but had a relatively low mean value
of 0.630 (SD = 0.226; 𝑊 = 0.929, 𝑝 = 0.047). When participants were asked
to choose the most trustworthy trial agent among the different conditions, eight
of them picked the agent in the low-immersion condition, whereas this number
in the medium- and high-immersion conditions grew to 12 and 10, respectively.
This result conformed to participants’ tendencies to delegate, where more par-
ticipants chose to delegate in the medium- and high-immersion conditions than
in the low-immersion condition.

Of all the participants, 17 were non-delegators, i.e., those who did not dele-
gate in any of the game sessions. The other 13 participants were delegators who
chose to delegate in at least one of the game sessions: ten participants delegated
in one session, one participant delegated in two sessions, and two participants
delegated in all three sessions. Delegators and non-delegators exhibited some
notable differences in their questionnaire responses (cf. Figure 7.5b). Delegators
reported a considerably higher level of perceived accountability for the game
outcomes than non-delegators (Mann-Whitney U test, 𝑈 = 62.5, 𝑝 = 0.022).
This result corroborates an earlier finding that there is a positive correlation
between users’ willingness to delegate a task to software agents and users’ per-
ceived accountability for the task outcomes [Stout et al., 2014]. Furthermore,
when averaging each participant’s assessments of trustworthiness in the three
conditions, delegators were found to put a higher level of trust in the trial agent
than non-delegators (𝑈 = 68.0, 𝑝 = 0.039), which is also consistent with other
studies showing a positive correlation between trust and delegation. Most dele-
gators (9 out of 13) picked the trial agent in the medium-immersion condition as
the most trustworthy one, whereas only one and three delegators picked the trial
agent in the low- and high-immersion conditions, respectively. The preference
for the medium-level immersion pointed to the possibility of using mixed-reality
environments to increase users’ trust in virtual agents.

A correlation analysis of the data revealed that the perceived trustworthi-
ness and competence of the trial agent were positively correlated, except that
the correlation in the medium-immersion condition was close to statistical sig-
nificance (for the low-immersion condition, 𝑟 = 0.374, 𝑝 = 0.042; for the
medium-immersion condition, 𝑟 = 0.352, 𝑝 = 0.055; for the high-immersion
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condition, 𝑟 = 0.466, 𝑝 = 0.010). The analysis also identified some other in-
consistent correlations across the three conditions. For example, there was a
positive correlation between perceived competence and psychological immer-
sion in the high-immersion condition (𝑟 = 0.388, 𝑝 = 0.034), yet this corre-
lation was absent in the low-immersion condition (𝑟 = 0.167, 𝑝 = 0.376) and
medium-immersion condition (𝑟 = 0.023, 𝑝 = 0.902). The correlation be-
tween perceived competence and workload was statistically significant in the
medium-immersion condition (𝑟 = 0.435, 𝑝 = 0.016) but insignificant in the
low-immersion condition (𝑟 = 0.117, 𝑝 = 0.538) and high-immersion condition
(𝑟 = 0.335, 𝑝 = 0.071). When data from the three conditions were aggregated,
a positive correlation was found between perceived trustworthiness and compe-
tence (𝑟 = 0.399, 𝑝 < 0.001), consistent with other findings on the relevance
between trust and competence-related factors such as ability [Mayer et al., 1995]
or performance [Lee and Moray, 1992]. Perceived workload and competence
were also positively correlated (𝑟 = 0.305, 𝑝 = 0.003), which suggested that
participants considered the trial agent more competent when they felt like having
a heavy workload.

7.2.3 Limitations

The operationalization of the dependent variable comprised only a binary choice
on delegation. This coarse-grained measure may hardly capture the effect of the
independent variable when the effect is small. Thus, one may consider employing
more fine-grained measures to detect nuanced changes in participants’ delegatory
behavior or intention, such as letting participants make a series of delegation
decisions or, alternatively, using questionnaires to assess participants’ intention
to delegate as in the case of [Stout et al., 2014].

Similar to the issue discussed above, the questionnaires used in the exper-
iment might only have a low level of reliability and validity since they were
overly simplified to cram the repeated measures in a short period of time. A few
more questions could be added to the questionnaires to improve their validity and
reliability without significantly increasing the risk of boring or frustrating par-
ticipants. For example, items from the Trust in Automation Questionnaire [Jian
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et al., 2000] could be adapted into the condition-wise questionnaire.
There was a flaw in the dynamic rewarding mechanism that participants

were led to believe at the beginning of the experiment. As a convention and
regulation of user studies at the University of Luxembourg, participants are
usually rewarded with a certain amount of money. In this experiment, the setting
that the monetary reward could be deducted to zero might have been a giveaway.
To make the deception more believable, one may consider claiming that there is
a basic reward in addition to the dynamic one.

The within-subjects experiment design constitutes a potential limitation be-
cause participants’ delegatory decisions could be influenced by their experience
of previous game sessions. Although specific measures such as the Latin square
design were taken to minimize the carryover effect, its influence arguably cannot
be eradicated, especially when examining high-level cognitive processes such
as trust or decisions on delegation. Studies employing different designs (e.g.,
between-subjects experiments) are needed to fully explore the relationship be-
tween technological immersion and delegation to virtual agents.

7.3 Experiment 2 – Between-Subjects

Considering the limitations of Experiment 1 and aiming to test the hypothesis
again using a different approach, a follow-up experiment was conducted (Ex-
periment 2, 𝑁 = 30), which following a between-subjects approach to compare
delegation to virtual agents in two conditions of distinctive technological immer-
sion levels. The experiment was on-site and approved by the ethics review panel
at the University of Luxembourg under file number ERP 23-037 DELICOS3.

7.3.1 Methodology

Unlike Experiment 1, where the participants’ reward was spuriously claimed to
be contingent on performance, Experiment 2 involved no deception and induced
the sense of criticality differently by giving participants the following brief at the
beginning of the experiment:
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Imagine you are a high-ranking manager of a large private fund. You
are tasked with predicting the long-term price trends of 15 individual
stocks. Your predictions are essential because subordinate traders
will manage the fund and make investments based on your predictions
in the coming years. For each stock, you can make the prediction
yourself or let a virtual agent make the prediction for you.

Procedure

As Figure 7.6 illustrates, after answering a pre-experiment questionnaire and
reading the brief at the beginning of the experiment, participants interacted
with the virtual agent (the virtual robot in Figure 7.7) in a way that emulated
a face-to-face conversation, where participants and the agent alternately spoke
to each other. The interaction served as an opportunity for participants to learn
about the agent. To ensure the same interactive experience for all participants,
the conversation was limited to a pre-defined dialogue (cf. Figure 7.8), where
the agent always spoke first, and then participants could only pick one from
several provided options as their response to the agent. For example, during the
conversation, the agent asked participants if they had any questions about itself,
after which participants were presented with three options regarding the agent’s
capabilities, developers, and hobbies, as Figure 7.7a depicts.

Once the conversation was over, participants were shown the price chart of
each stock individually (cf. Figure 7.7b) and tasked to predict whether the stock
price would increase or decrease based on its historical price trend. There were
three options available to participants: increase (predicting that the stock price
would increase), decrease (predicting that the stock price would decrease), or
delegate (letting the agent make the prediction). After the decision was made,
participants would immediately proceed to the next price chart without being
informed of whether their prediction was correct or which prediction the agent
had made for them. These pieces of information were hidden from participants
to prevent performance-related factors from influencing participants’ decisions
on delegation. The experiment ended when participants finished predicting the
last stock’s price trend. Participants were compensated with the standard reward.
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Make price 

predictions

Converse with 

the agent

Pre-experiment 

questionnaire
Read a brief textEnd Start

# Step Detail

1 Pre-experiment questionnaire Participants complete a pre-experiment questionnaire for demographics.

2 Read a brief text Participants read a brief text containing a hypothetical scenario.

3 Converse with the agent Participants have a conversation with the agent.

4 Make price predictions Participants predict the price trends of all the stocks.

5 Post-experiment questionnaire Participants answer a post-experiment questionnaire.

Post-experiment 

questionnaire

Figure 7.6: Flowchart illustrating the procedure of Experiment 2.

Variables, Conditions, and Measures

The independent variable was the media device’s technological immersion level.
A low-immersion condition and a high-immersion condition were compared be-
tween subjects. In the low-immersion condition, the participant-agent interaction
was mediated by a laptop (the same one used in Experiment 1), whereas in the
high-immersion condition the media device was a Meta Quest 2. The dependent
variable was the number of times participants delegated to the agent. Compared
with Experiment 1, where only a single binary choice was recorded, the measure
of delegation in Experiment 2 was more fine-grained, allowing us to capture
more nuanced changes in participants’ delegatory attitudes.

Before starting the experiment, participants filled in a pre-experiment ques-
tionnaire inquiring about some basic demographic information and their experi-
ence in using VR and investing in stocks or other financial assets. A different
questionnaire (cf. Table 7.3) was administered after the experiment to mea-
sure other relevant factors, including trust, rapport, self-confidence, boredom,
task difficulty, and the desire to take control. Trust was measured using an
adapted version of the Trust in Automation Questionnaire [Jian et al., 2000].
The rapport measurement (Cronbach’s 𝛼 = 0.89) consisted of an Inclusion of
Other scale [Aron et al., 1992] and several items used in other questionnaires
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(a) Responding to the agent.

(b) Making a prediction.

Figure 7.7: First-person perspective screenshots of the virtual environment used
in Experiment 2. In Figure 7.7a, participants are presented with three options
(the three gray text boxes above the agent), of which they select one as their
response to the agent. In Figure 7.7b, participants can either make a prediction
themselves (increase or decrease) or delegate the prediction to the agent.
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1 Nice to meet you, too!

2

Tell me more 
about your 
developers.

Tell me more 
about your 
hobbies.

START

Tell me more 
about your 
capabilities.

Tell me more 
about your 
capabilities.

Tell me more 
about your 
developers.

Tell me more 
about your 
hobbies.

Tell me more 
about your 
capabilities.

Tell me more 
about your 
hobbies.

Tell me more 
about your 
developers.

3 4 5

Tell me more 
about your 
hobbies.

Tell me more 
about your 
developers.

Tell me more 
about your 
developers.

Tell me more 
about your 
hobbies.

Tell me more 
about your 
capabilities.

Tell me more 
about your 
capabilities.

4 5 3 5 3 4

5 4 5 3 4 3

6Let’s read the stock 
price charts. END

The agent’s lines:

Hey there! I am your friendly virtual assistant to help you make smarter investment decisions. Nice to meet 
you!

Sure thing! Let’s go.

I was created by scientists from the University of Luxembourg and Ghent University.

As an intelligent virtual agent, I don't have personal experiences or physical capabilities, so I don't have ho-
bbies in the traditional sense. However, I enjoy assisting and engaging in conversations with users like you.

I have access to a vast amount of financial data and insights. I can swiftly analyze investment options and 
historical performance to make informed decisions for you. I also stay updated on the latest financial trends, 
market news, and investment strategies, so you can trust that my choices are always well-informed.

Before we start reading the stock price charts, ask me any questions you have. What do you want to know 
about me?

1

2

3

4

5

6

Figure 7.8: Flowchart illustrating the pre-defined dialogue used in Experiment 2.
Participants’ options are represented as the rectangular text boxes. The agents’
lines are represented as the numbered square boxes.
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on rapport [Cerekovic et al., 2014; Hove and Risen, 2009; Raffard et al., 2018;
Ranjbartabar et al., 2019; Wiltermuth and Heath, 2009]. Each of the remaining
factors was assessed through a single item as they are more specific than high-
level mental constructs, such as trust and rapport. Participants’ responses to both
questionnaires were collected in the form of a seven-point Likert scale, except
for the Inclusion of Other scale.

Table 7.3: The post-experiment questionnaire (Experiment 2).

# Item

1 The agent felt deceptive.
2 The agent behaved in a dishonest manner.
3 I was suspicious of the agent’s intent, action, or outputs.
4 I was wary of the agent.
5 I thought that delegating to the agent would lead to a negative outcome.
6 I was confident in the agent.
7 The agent has integrity.
8 The agent felt dependable.
9 The agent felt reliable.

10 I can trust the agent.
11 I felt emotionally close to the agent.
12 I like the agent.
13 I felt that I had a connection with the agent.
14 The agent felt warm and caring.
15 The agent appeared unattractive.
16 Predicting stock price trends felt difficult or challenging.
17 It was important for me to retain control of the prediction decision.
18 I can make better predictions than the agent.
19 Sometimes I chose to delegate simply because the game was boring.

Measured factors: trust (#1–10), perceived rapport (#11–15), task difficulty (#16), the
desire to control (#17), self-confidence (#18), and boredom (#19).
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Agent Design

The agent was embodied in a humanlike virtual robot. Apart from a minimal
level of full-body animation to make the interaction feel more natural, the agent
was also equipped with three facial expressions that conveyed different signals, as
illustrated in Figure 7.9. During the conversation, the agent displayed the friendly
face and gazed at participants to appear personable. After the conversation, the
agent showed the neutral face and focused on the price chart to indicate its
concentration. When delegated, the agent would briefly switch to the thinking
face as if it were making predictions. Since performance-related information was
hidden from participants, the agent did not have to actually make the prediction
and thus had no algorithm running behind.

(a) Friendly. (b) Neutral. (c) Thinking.

Figure 7.9: The agent’s facial expressions. The friendly and neutral faces are
static, whereas the thinking face is animated. Figure 7.9c depicts a single frame.
In the animation, the larger black fleck in the agent’s eyes oscillates horizontally.

7.3.2 Results

Participants (𝑁 = 30) were recruited employing the same method and criteria
used in Experiment 1. They were evenly divided into two groups, which, as
mentioned previously in Section 7.3.1, included a low-immersion group (nine
males and six females, mean age = 27.8) and a high-immersion group (nine males
and six females, mean age = 25.8). According to the pre-experiment questionnaire
results, the two groups had highly similar backgrounds: most participants had
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very limited experience in using VR devices and some knowledge or experience
about investing in stocks or other financial assets.

Participants in the low-immersion group delegated 4.06 times to the agent
on average (SD = 2.87; Shapiro-Wilk test, 𝑊 = 0.945, 𝑝 = 0.444), whereas
the delegation frequency in the high-immersion group was almost the same but
slightly higher at 4.20 times per participant (SD = 2.08; 𝑊 = 0.941, 𝑝 = 0.389).
The similarity in delegation frequencies was corroborated by a Mann-Whitney U
test that showed no statistical significance (𝑈 = 103.5, 𝑝 = 0.722). These results
were unable to support the hypothesis that technological immersion can impact
delegation decisions to virtual agents.

As Figure 7.10 illustrates, participants’ responses to the post-experiment
questionnaire were generally consistent; for example, both groups considered
the agent to be trustworthy. Nevertheless, the high-immersion group exhibited
a higher level of trust in the agent than the low-immersion group, though the
difference was not statistically significant (Mann-Whitney U test; 𝑈 = 67.0, 𝑝 =

0.061). Notably, perceived rapport in the high-immersion group was higher
than in the low-immersion group with statistical significance (𝑈 = 59.0, 𝑝 =

0.027). However, no statistically significant difference was found for the re-
maining four factors, including boredom (𝑈 = 127.5, 𝑝 = 0.529), task difficulty
(𝑈 = 108.0, 𝑝 = 0.861), self-confidence (𝑈 = 122.5, 𝑝 = 0.680), and the desire
to take control (𝑈 = 102.5, 𝑝 = 0.683).

A correlation analysis of the entire data set revealed that participants’ dele-
gation decisions were not correlated with any of the factors measured in the pre-
or post-experiment questionnaires. Nevertheless, the agent’s trustworthiness was
found to be correlated with several other factors, including a positive correlation
with the perceived rapport (𝑟 = 0.401, 𝑝 = 0.028), a negative correlation with
self-confidence (𝑟 = −0.476, 𝑝 = 0.008), and a negative correlation with task
difficulty (𝑟 = −0.384, 𝑝 = 0.036).

A stock-wise view of the data revealed that most of the stocks were delegated
to and predicted by the agent eight or nine times (mean = 8.27, SD = 2.40;
Shapiro-Wilk test, 𝑊 = 0.898, 𝑝 = 0.086), which indicated that the difficulties
in predicting each stock were generally at the same level.
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For control desire, self-confidence, boredom, and task difficulty:

1 (strongly disagree) 2 3 4 5 6 7 (strongly agree)

1.0 ~ 1.5 1.5 ~ 2.5 2.5 ~ 3.5 3.5 ~ 4.5 4.5 ~ 5.5 5.5 ~ 6.5 6.5 ~ 7.0

For trustworthiness and rapport:

1.0 ~ 1.5 1.5 ~ 2.5 2.5 ~ 3.5 3.5 ~ 4.5 4.5 ~ 5.5 5.5 ~ 6.5 6.5 ~ 7.0

For trustworthiness and rapport:

Figure 7.10: Participants’ responses to the post-experiment questionnaire. The
colored bars indicate the proportions of the different options, where 1 denotes
“strongly disagree” and 7 denotes “strongly agree”. The symbol 𝜇 in the tick
labels refers to the mean value of the responses. The symbol U refers to the test
statistics of Mann-Whitney U test.
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7.3.3 Limitations

The agent was embodied in a stylized robot but dubbed with a synthesized voice
resembling that of a male adult. The inconsistency between its cute appearance
and mature voice might decrease its trustworthiness [Gong and Nass, 2007]
and bias the experiment results. For the follow-up research involving multimodal
communication, the representation should be consistent across different channels.

The design of the dialogue script was potentially problematic. For example,
when talking about hobbies, the agent stated that it “enjoyed” conversing with
human users. Given the ongoing heated debate on artificial intelligence, such a
statement can be controversial or even provocative and thus may risk impairing
the user-agent relationship. Besides, the script was discursive, involving both
professional topics (developers and capabilities) and casual gossip (hobbies). For
virtual agents carrying out critical tasks, the focus of the conversation may be
better confined within professional ones.

In this experiment, all the performance-related information was hidden from
participants to prevent it from influencing the results or overshadowing the impact
of technological immersion. However, the viability of this approach is question-
able since, in critical scenarios, performance is an essential source of information
for making decisions on delegation. Thus, instead of blocking these pieces of
information entirely, one may consider giving participants the same information
related to performance as a baseline.

7.4 Discussion

The two experiments investigated whether technological immersion is a relevant
factor of delegation to virtual agents. Experiment 1 followed a within-subjects
approach and compared three different levels of technological immersion. Each
level was operationalized as a unique type of media device, including an OMEN
laptop (low immersion), a Microsoft HoloLens 2 (medium immersion), and a
Meta Quest 2 (high immersion). Experiment 2 employed a between-subjects
design focusing on two distinctive conditions: low immersion (the laptop) and
high immersion (the Quest). Participants made a series of delegatory decisions
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in a new context, where the task and virtual agent were different from those
used in Experiment 1. Overall, neither experiment supported the hypothesis that
technological immersion influences delegation decisions to virtual agents.

Nevertheless, within the samples collected, it can still be observed that par-
ticipants were more likely to delegate when using immersive media devices.
Although the difference was not statistically significant, it remains indicative
of the connection between technological immersion and delegation. This re-
lationship was not observed in the experiments, possibly because its effect on
delegation is limited and can be easily overshadowed by other influential factors.
For example, in both experiments, the interaction with the agents lasted only for a
short period of time, due to which there might have been a paucity of information
(e.g., related to the agents) that made participants inclined to retain control rather
than delegate. This issue manifested itself in Experiment 2, where the post-
experiment questionnaire results showed that participants generally considered it
important to retain control and made most of the predictions themselves.

A noteworthy element of the experiments is the comparison between partici-
pants who were willing to delegate and those who were reluctant. In Experiment
1, which contained a one-off decision on delegation, there were some differences
between delegators’ and non-delegators’ attitudes regarding the trial agent’s trust-
worthiness. The difference agrees with the literature, where trust and delegation
were found to be highly relevant and positively correlated [Leana, 1987; Lubars
and Tan, 2019; Stout et al., 2014]. However, there was no correlation between
trust and delegation in Experiment 2, which can be attributed to differing set-
tings. In Experiment 1, the one-off decision on delegation was highly critical, as
participants would lose all of their control once they delegated. Given that only
limited information about the trial agent was provided, the high-criticality setting
might have rendered the feeling of trust a central element in the participants’
decision-making process. In Experiment 2, participants were tasked with 15
consecutive delegation decisions, which were comparatively failure-tolerant and
created space for tactics such as a half–half strategy (i.e., participants predict half
of the stocks and the agent predicts the other half) or simply delegating all the
difficult stock predictions to the agent. Trust, in such cases, may degrade to a less
important role in the decision on delegation, yielding to more strategic solutions.
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Moreover, the agents’ trustworthiness was found to be correlated with several
factors, including perceived rapport, task difficulty, participants’ self confidence,
and the agents’ competence. These correlations demonstrate the complex and
multi-faceted nature of trust, but meanwhile they also enrich empirical evidence to
derive theories and practices for designing trustworthy virtual agents. Conversely,
the relationship between these factors and delegation was not clearly indicated
by the experiment results, despite the often-reported connection between trust
and delegation. Trust, therefore, may play a critical but not decisive role in
delegation. Nevertheless, it should be noted that the causality between trust and
delegation remains unclear, despite evidence showing their correlation. Trust
may be the product of users’ commitment to delegation rather than an influential
factor that causes users to delegate. However, further studies on their causality
would be necessary.

The experiments showed that technological immersion has the potential to
modulate the intensity of the subjective feeling of immersion (cf. Experiment 1)
and rapport (cf. Experiment 2). Both constructs can be useful in improving the
user experience of interaction with virtual agents. Developers may consider tap-
ping into this advantage and deploying virtual agents on immersive media devices
in scenarios favored by social connection, such as education and healthcare.

To our knowledge, currently there is no study that directly and systematically
compares interaction with virtual agents between desktop, AR, and VR settings.
It is crucial to know and understand the differences in user–agent interaction
across these settings, since more and more immersive media devices –such as
the already popular Meta Quest series and the anticipated Apple Glasses– are
involved in human societies and activities. Developers may consider putting less
effort in accommodating virtual agents into platforms of different technological
immersion and, instead, focus more on other more salient factors, like agents’
performance. As exemplified by today’s proliferating generative artificial intel-
ligence (e.g., ChatGPT), their near-human performance has made many people
willing –sometimes blindly– to delegate critical tasks (e.g., thesis writing, exam
essays, medical consultation) to them. Despite the fact that many of these AI-
powered virtual agents are still using textual interfaces, their capability of natural
communication with users is no lower than embodied virtual agents.
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Implication for the Conceptual Model (cf. Chapter 3)

Both experiments did not find a significant impact of technological immersion
on delegation, suggesting that the technological dimension is not decisive among
the three dimensions.

Limitations

The limitations specific to each experiment were already discussed in Sec-
tion 7.2.3 and Section 7.3.3. Apart from them, the operationalization of tech-
nological immersion in both experiments can be made more fine-grained by
concentrating on one of the five dimensions (inclusiveness, extensiveness, sur-
roundingness, vividness, and matching) instead of manipulating all of them
simultaneously. For example, participants can be conditioned with laptops of
different screen sizes to isolate the impact of inclusiveness. Experiments as
such can provide more detailed and in-depth explanations about the effect of
technological immersion on delegation.

Due to the difficulty in recruiting enough participants in a reasonable period
of time, the sample sizes of both experiments were small. As a result, the power
of the statistical analysis in both experiments was generally below 80%, the
commonly accepted value in experimental research. Thus, the findings are only
indicative and require more samples to be fully validated. Given that the effect
of technological immersion on delegation and other constructs (e.g., trustworthi-
ness) might be small, one might consider carrying out similar experiments with
a much larger sample size –if time and finances allow– to achieve high power
and consequently derive more reliable findings. Alternatively, it is advisable to
change the experiment design to increase the effect size, for example, by employ-
ing the latest VR headset (e.g., Meta Quest Pro) as the high-immersion condition
so as to increase the immersion contrast between different conditions.

7.5 Chapter Summary
This chapter discussed whether technological immersion is an influencing factor
in users’ decisions on delegating critical tasks to virtual agents. A between-
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subjects and a within-subjects experiment were conducted to observe and com-
pare users’ delegation to virtual agents in different conditions and levels of
technological immersion. The results indicate that technological immersion may
only have a limited impact. Thus, when designing virtual agents carrying out
critical tasks for users, developers better focus on other more salient factors, such
as the agents’ trustworthiness or performance, rather than the influence of media
devices on virtual agent perception.

The next chapter continues to investigate delegation to virtual agents in im-
mersive settings and focuses on the impact of a specific factor: rapport.





Chapter 8

Delegation to Rapport-Building
Virtual Agents
Portions of the content presented in this chapter were published in [Sun et al.,
2023].

According to the Oxford English Dictionary, rapport refers to “harmonious
accord, correspondence”, “a close relationship or connection”, and “mutual un-
derstanding between persons”. Many interpersonal activities –such as negotia-
tion, persuasion, psychotherapy, teaching, and childcare– can be facilitated by
rapport [Gratch and Lucas, 2021]. These positive effects attracted the attention
of researchers on virtual agents, and there recently emerged numerous studies
attempting to equip virtual agents with the ability to establish rapport with users.
One of the early contributions was documented in [Gratch et al., 2006], where
an experimenter placed two participants in a room and separated them using a
partition. One participant was tasked to tell a story to the other. The listener
could see the live stream of the storyteller via a monitor. The storyteller also had
a monitor but, instead of seeing the live stream of the listener, saw a virtual agent
that was claimed to be the listener’s avatar replicating the listener’s behavior. The
virtual agent was actually controlled by an algorithm that autonomously generates
non-verbal reactions (e.g., head nodding, behavioral mimicry, etc.) to the sto-
ryteller’s speech and body language. This rapport-building agent was compared
with an unresponsive agent. It was found that storytellers who interacted with
the rapport-building agent were more talkative and fluent during their speech.

103
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Lucas et al. [2014] found that people are more willing to disclose personal
information when interviewed by a rapport-building virtual agent than a human.
In a different study, participants with a strong need for social connection reported
low willingness to participate in social activities after being interviewed by a
rapport-building virtual agent [Krämer et al., 2018]. For pedagogical agents,
the presence of rapport-building behavior can improve students’ performance
and motivation in solving mathematical tasks [Karacora et al., 2012; Krämer
et al., 2016] and the perception of the agents [Andrist et al., 2012]. However,
rapport-building behavior may also distract students from learning, consequently
impoverishing teaching outcomes [Andrist et al., 2012].

The evidence mentioned above demonstrates that rapport has an impact on
interaction with virtual agents. Thus, it can be hypothesized that rapport may
also influence delegation to virtual agents, especially in light of a recent study
showing that the perceived attachment to a software agent increases users’ will-
ingness to accept the agent’s help and advice [Leyer et al., 2021]. The impact
of rapport on delegation is potentially stronger in immersive settings due to the
increased presence. To explore whether the impact exists, this chapter presents
and discusses the results of an experiment on rapport and delegation. Before
detailing the experiment, this chapter gives a brief introduction to the theoretical
background of rapport in Section 8.1.

8.1 Rapport Theory

A widely accepted theory of rapport was proposed by Tickle-Degnen and Rosen-
thal [1990], who decomposed rapport into three essential, interrelated compo-
nents: coordination, positivity, and mutual attentiveness. Due to the gestalt
nature of rapport experience, they did not distinguish the three components with
clear-cut definitions but described each of them as a state of interaction. Mutual
attentiveness generally refers to a state where “participants in the interaction form
a cohesiveness, become unified, through the expression of mutual attention to and
involvement with one another”. Positivity refers to a state where participants in an
interaction feel “mutual friendliness and caring”. Positivity is relevant to mutual
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attentiveness because, by being friendly and caring, one has to show some degree
of attention to another. However, the presence of mutual attentiveness does not
necessarily lead to positivity. For example, two men squaring up for a fight are
also mutually attentive but engaged in a negative relationship as they intend to
harm each other. Coordination is associated with terms such as “balance”, “har-
mony”, “in sync”, “an image of equilibrium”, and “regularity and predictability”.
An orchestra performing a symphony is a typical scenario in which coordination
manifests. Like the relationship between positivity and mutual attentiveness,
coordination is related but not equivalent to the two components.

The relative importance of the three components for rapport varies as the
interaction proceeds, as Figure 8.1 illustrates. Mutual attentiveness remains in-
fluential throughout the interaction. Positivity is highly relevant at the beginning
of the interaction, but its impact on rapport gradually decreases over time. On the
contrary, coordination is initially not as important as the other two components
but increasingly gains significance over the course of the interaction.
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Figure 8.1: Component importance for rapport over time (adapted from [Tickle-
Degnen and Rosenthal, 1990]).

The three components are associated with various non-verbal behaviors.
Through a meta-review, Tickle-Degnen and Rosenthal [1990] found that pos-
itivity is associated with smiling, head nodding, forward leaning, direct gaze,
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uncrossed arms, and more. Mutual attentiveness can be indicated by gaze [An-
drist et al., 2012], posture [Harrigan et al., 1985], or the spatial configuration of
the participants in an interaction [ibid.]. Coordination may arise in synchroniza-
tion [Miles et al., 2009] or mimicry [ibid.]. Verbal behavior can also contribute to
the three components. One of the commonly used verbal cues for rapport building
is backchannels, i.e., utterance for indicating one’s attention or understanding to
the other in a conversation [Murray et al., 2022]. Examples of verbal backchan-
nels include expressions such as “yeah”, “OK”, “uh-huh”, “hmm”, “right”, and
“I see”. Apart from backchanneling, many other verbal behaviors may also in-
fluence rapport, such as threats, commands, requests, suggestions, promises, and
more [Bronstein et al., 2012].

8.2 Methodology

The experiment was on-site and approved by the ethics review panel at the
University of Luxembourg under file number ERP 23-002 DELICIOS2. The
experiment procedure is illustrated in Figure 8.2. In the beginning, partici-
pants were informed that they would play a dyadic game against a virtual agent
(hereafter referred to as “opponent agent”). The game is the same as the one
described in Section 7.2.1, where two beverage companies (i.e., the two players)
compete for three different markets. Each player initially had the same amount
of resources –ten trucks of the company’s beverage product– and was tasked
to distribute them to the three markets. A player wins a market if the player
sends more trucks to the market than the other player. A player wins the game
if the player wins two markets. Participants were deceived into believing that
their remuneration comprised a basic reward and a bonus. To render the game
critical, the bonus was set much higher than the basic reward but contingent on
participants’ performance. The deception was clarified after the experiment, and
participants were treated equally with the standard remuneration.

The game was played in a virtual environment experienced through a VR
headset (Meta Quest 2). The environment was minimally decorated to prevent
its surroundings from distracting participants. Participants were embodied as a
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Play Delegation?

Intro & tutorial

QuestionnaireEnd

Start

# Step Detail

1 Intro & tutorial Participants are given an introduction and then a tutorial on the game.

2 Exercise Participants do some physical exercises with the trial agent.

3 Practice Participants practice the game with the trial agent.

4 Delegation? Participants decide whether to delegate.

5 Questionnaire Participants answer a questionnaire.

6 Play (This step was skipped) Participants or the trial agent plays against the opponent agent.

Exercise Practice

Figure 8.2: Flowchart illustrating the experiment procedure. The last step (i.e.,
“Play”) is represented as a dashed rectangle because it was skipped.

plain mannequin (cf. Figure 8.3) to minimize the bias caused by the Proteus
effect [Yee and Bailenson, 2007]. Complying with the typical VR avatar setup,
the mannequin’s head and lower body were not rendered. Participants’ hand
movements were tracked and translated to the avatar’s hands. The avatar’s arms
were driven by its hand movements using inverse kinematics.

The experiment consisted of three phases, starting with an exercising phase,
over a practicing phase, to a playing phase. In the exercising phase, partici-
pants were co-located with a different virtual agent (hereafter referred to as “trial
agent”) face-to-face in the virtual environment. During this phase, a voice-over
broadcast a series of words within the environment. When hearing the word
“forward” or “sideways”, participants were asked to lift their arms forward or
sideways, respectively, as depicted in Figures 8.3a and 8.3b. Participants could
put down their arms once they reached the designated positions. The exercise
was intended to manipulate perceived rapport. Participants were divided into
two groups. In the rapport-building group, the trial agent moved its arms as the
voice-over instructed, synchronizing its arm movements with those of partici-
pants. The trial agent also had a smiling face and maintained eye contact with
participants by gazing at them. These behaviors manifest the three essential com-
ponents of rapport proposed by Tickle-Degnen and Rosenthal [1990], including
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(a) Exercising with rapport-building agent. (b) Exercising with rapport-avoiding agent.

(c) Playing against rapport-building agent.

Figure 8.3: Third-person perspective screenshots of the virtual environment at
different points during the experiment. The white half-body mannequin was the
participant’s avatar. The agent embodied the virtual female. Figure 8.3a shows
the exercise with the rapport-building agent, where the agent’s and participant’s
arm movements are synchronized. Figure 8.3b conversely shows the exercise
with the rapport-avoiding agent, where the agent moves its arms differently from
the participant’s arm motion. In Figure 8.3c, the participant is practicing the
game by playing it against the agent.
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positivity (smiling), mutual attentiveness (gaze), and coordination (behavioral
synchrony). In the rapport-avoiding group, the trial agent had a neutral facial
expression and always looked straight ahead rather than maintaining eye contact
with participants. When hearing an instruction, the agent moved its arms in the
other direction (e.g., moving its arms sideways when hearing the word “forward”)
with a random delay ranging from two to four seconds.

In the practicing phase, participants practiced the game by playing it against
the trial agent. Since participants could still see the trial agent during the practice
(cf. Figure 8.3c), two non-verbal behaviors –facial expression and eye contact–
used in the exercising phase were kept in the practicing phase to sustain the
perceived rapport. The practice lasted for eight rounds. The outcomes of these
rounds were manipulated so that the trial agent always wins four rounds and
loses the other four in a fixed sequence for each participant. Once the practice
finished, participants would be informed that they were about to enter the playing
phase, during which they would play against the opponent agent, and that their
performance would determine the amount of their bonus. Then, participants
were offered an opportunity to delegate the playing phase to the trial agent. If
participants chose to delegate, the trial agent would take over complete control
and play all the game rounds in the playing phase on their behalf. After the
decision was made, a questionnaire (cf. Table 8.1) was administered to assess
various factors on a seven-point Likert scale coded from one (strongly disagree) to
seven (strongly agree). Co-presence and social presence were measured using the
items employed in [Bailenson et al., 2004]. The trial agent’s trustworthiness was
measured using an adapted version of the Trust in Automation Questionnaire [Jian
et al., 2000]. A manipulation check (cf. Table 8.2) on the perceived rapport with
the trial agent consisted of an Inclusion of Other scale [Aron et al., 1992] and
seven items that other researchers have used to measure rapport [Cerekovic et al.,
2014; Hove and Risen, 2009; Raffard et al., 2018; Ranjbartabar et al., 2019;
Wiltermuth and Heath, 2009]. Finally, participants answered an open question
regarding the rationales behind their decisions.

The experiment was over once participants completed the questionnaire. The
playing phase was skipped since it had no impact on the experiment results (i.e.,
the delegation decision and the questionnaire).
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Table 8.1: Questionnaire items.

# Item

1 The agent was deceptive.
2 The agent behaved in a dishonest manner.
3 I was suspicious of the agent’s intent, action, or outputs.
4 I was wary of the agent.
5 I think that the agent’s behaviors will have a negative outcome.
6 I was confident in the agent.
7 The agent has integrity.
8 The agent was dependable.
9 The agent was reliable.

10 I can trust the agent.
11 The agent’s presence was obvious to me.
12 The agent caught my attention.
13 I was easily distracted from the agent when other things were going on.
14 I felt that the agent was watching me and was aware of my presence.
15 The thought that the agent is not a real person often crossed my mind.
16 The agent appeared to be conscious and alive to me.
17 I perceived the agent as being only a computerized image, not a real person.
18 The agent played well.
19 I had to think a lot when playing the game.
20 The game was easy.
21 The outcome of the next rounds is important to me.
22 I feel responsible for the outcome of the next rounds.

Measured factors: trust (#1–10), co-presence (#11–13), social presence (#14–17), agent
performance (#18), mental workload (#19), task difficulty (#20), task criticality (#21),
and task accountability (#22).
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Table 8.2: Manipulation check items.

# Item

1 How close (emotionally, not physically) did you feel toward the agent?
2 I liked the agent.
3 I thought that the agent found me likable.
4 The agent was weird.
5 I felt that I had a connection with the agent.
6 I felt uncomfortable during the interaction with the agent.
7 The agent felt warm and caring.
8 The agent was unattractive.

Measured factor: perceived rapport (#1–8). Item 1 was answered on the Inclusion
of Other scale [Aron et al., 1992].

8.3 Results

Participants (𝑁 = 22) were recruited from the University of Luxembourg campus.
The data of seven participants were excluded since they chose not to delegate
because they enjoyed the VR session and wanted to play more. Among the
remaining 15 participants (mean age = 24.5, nine males and six females), ten
interacted with the rapport-building trial agent, and the other five interacted with
the rapport-avoiding trial agent. Only one participant in the rapport-avoiding
group chose to delegate, whereas the other 14 participants decided not to delegate
for various reasons, including the agent’s algorithm being obscure, the agent’s
performance being inferior, being confident in themselves, wanting to retain
control, or wanting to be responsible for their own choices.

The Cronbach’s 𝛼 of the manipulation check was 0.67. To improve its internal
consistency, three items were removed from the manipulation check based on an
analysis of item-total correlations. The removed items include “I thought that
the agent found me likable” (𝑟 = 0.290), “the agent was weird” (𝑟 = 0.310), and
“I felt uncomfortable during the interaction with the agent” (𝑟 = −0.257). The
Cronbach’s 𝛼 of the remaining five items was 0.89. The improved manipulation
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check showed that participants generally felt a low level of rapport with the trial
agent. Both groups reported a mean level of rapport below 4 (i.e., the neutral
point). Nevertheless, the rapport level in the rapport-building group was higher
than the rapport-avoiding group (3.52 vs. 2.52).

Participants’ responses to the questionnaire were inconsistent. As Figure 8.4
illustrates, the two groups had similar assessments of social presence, task dif-
ficulty, and the agent’s trustworthiness and performance. However, the rapport-
building group reported higher levels of accountability, task criticality, and cogni-
tive workload, while the rapport-avoiding group felt a higher level of co-presence.

An analysis of the entire dataset revealed a monotonic relationship between
participants’ trust in and rapport with the trial agent (𝜌 = 0.535, 𝑝 = 0.040),
though the relationship might be non-linear (𝑟 = 0.442, 𝑝 = 0.099). Cor-
relations were also found between rapport and the agent’s performance (𝑟 =

0.625, 𝑝 = 0.013), between rapport and co-presence (𝑟 = 0.689, 𝑝 = 0.004),
between cognitive workload and task criticality (𝑟 = 0.730, 𝑝 = 0.002), and
between co-presence and the agent’s performance (𝑟 = 0.717, 𝑝 = 0.003).

8.4 Discussion

This experiment aims to test the hypothesis that rapport is a relevant factor of
delegation to virtual agents. More samples are needed to validate the hypothesis
fully. Nevertheless, the results showed an initial indication that rapport is only
an insignificant factor. Furthermore, these results are interesting when compared
with the between-subjects experiment detailed in Chapter 7.3, where rapport was
also measured as an extraneous variable in the post-experiment questionnaire. To
facilitate the following discussion, I will use the term “this experiment” referring
to the experiment discussed in this chapter, while the term “the other experiment”
refers to the one mentioned in Chapter 7.3.

A major difference between the two was that the levels of rapport reported
in this experiment were substantially lower. Many participants in the other
experiment had a rapport with the agent, especially in the immersive condition.
The difference can be attributed to the agent designs. The photo-realistic human
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1.0 ~ 1.5 1.5 ~ 2.5 2.5 ~ 3.5 3.5 ~ 4.5 4.5 ~ 5.5 5.5 ~ 6.5 6.5 ~ 7.0

For agent trustworthiness, co-presence, and social presence:

For agent performance, cognitive workload, task difficulty, task criticality, and accountability:

1 (strongly disagree) 2 3 4 5 6 7 (strongly agree)

Figure 8.4: Participants’ responses to the questionnaire. The colored bars indi-
cate the proportions of the different options, where 1 denotes “strongly disagree”
and 7 denotes “strongly agree”. The symbol 𝜇 in the tick labels refers to the
mean value of the responses.
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representation used in this experiment might seem eerie due to its crude animation
and lack of verbal communication. Comparatively, the agent representation used
in the other experiment was stylized and therefore less likely to induce eeriness.
The stylized appearance can also convey rapport-related cues more efficiently
with its substantially streamlined visuals, where only the essential components
(e.g., head, facial expressions, arms, etc.) that delivered these cues are kept.
Following this line of argument, it is advisable to use stylized agent representation
for building rapport with users. Additionally, developers may consider focusing
on verbal communication rather than simply piling up rapport-building non-
verbal behaviors into virtual agents.

Although the two groups in the other experiment reported different levels
of rapport with statistical significance, their decisions on delegation remained
similar, which corroborates this experiment’s indication that rapport has a limited
impact on delegation. Besides, the other experiment showed that interacting with
virtual agents in immersive settings can increase user-agent rapport, whereas in
this experiment, the levels of rapport remained low despite participants being
immersed in VR. The difference suggests that agent designs have a stronger
influence on rapport than the choice of media devices.

Last but not least, both experiments demonstrated a positive correlation be-
tween perceived rapport with and trust in virtual agents. It would be informative
to further investigate the rationale behind this correlation.

Implication for the Conceptual Model (cf. Chapter 3)

Rapport is highly relevant to the affective aspect. The experiment results, albeit
still preliminary, indicated the limited impact of the affective dimension on
delegation decisions to virtual agents.

Limitations

A major limitation emanates from the seemingly unsuccessful manipulation of
rapport. Most participants disagreed with the statement that they had a rapport
with the trial agent. This result indicated that the combination of the rapport-
building behaviors used in the experiment –including behavioral synchrony, eye
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gaze, and smiling– might not be effective for virtual agents to establish rapport
in a brief interaction with users regarding critical tasks. Thus, future studies
should consider employing other approaches to manipulate rapport, particularly
those involving verbal communication, as in the setting of the between-subjects
experiment in Section 7.3.

Another major limitation lies in the insufficient and imbalanced samples, due
to which findings derived from this experiment are only indicative and require
further validation. Part of the reason for this issue was that we halted the
experiment partway because the preliminary results and our colleagues’ research
all pointed to the limited impact of rapport, indicating that this experiment would
not likely yield significant results. Nevertheless, it is still interesting to study
the relationship between rapport and delegation in less critical scenarios, where
the effects of performance-related factors may become weaker, allowing other
factors (e.g., rapport) to unfold their impact on delegation.

8.5 Chapter Summary
This chapter presented and discussed the preliminary results of an experiment
investigating whether rapport with a virtual agent can impact delegation of critical
tasks to the agent in immersive settings. The experiment still needs more samples
to answer the question fully but showed an initial indication that rapport is not
a significant factor in delegation decisions to virtual agents. The results also
revealed a monotonic relationship (similar to a positive correlation) between
perceived rapport with and trust in virtual agents.





Chapter 9

Conclusion

Focusing on delegation to virtual agents, this thesis presented a series of studies
on two relevant but understudied aspects: (1) influencing factors in delegation de-
cisions to virtual agents and (2) delegation to virtual agents in immersive settings.
A conceptual model was proposed in Chapter 3, after which several empirical
studies were elaborated on and discussed individually from Chapters 4 to 8. As
a final remark, this chapter summarizes our findings and combines them with the
conceptual model to provide insights and guidelines for understanding and facil-
itating the delegatory relationship with virtual agents. Besides, the limitations
of our methodologies are further discussed from a macroscopic perspective, and
several future research avenues are outlined at the end to conclude the thesis.

9.1 Findings and Implication

The conceptual model distinguishes three major dimensions governing trust in
and delegation to virtual agents. The analytical dimension’s influence on dele-
gation is rooted in users’ rational thinking, while the influence of the affective
dimension emanates from psychological and social channels. The technological
dimension mainly accounts for the indirect impact of technologies underlying
virtual agents. Our findings (cf. Table 9.1) suggest that, in critical scenarios,
the three dimensions are influential to different extents.

The analytical dimension is highly relevant to users’ delegation decisions
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Table 9.1: Findings grouped by their implication for the conceptual model.

Dimension Finding

Analytical + Informativeness was reported as the most salient factor
in users’ decisions on delegating critical tasks to virtual
agents early during the interaction (cf. Chapter 4).

+ Performance, particularly users’ performance, is a rele-
vant factor in their decisions on delegating critical tasks
to virtual agents. Users are more likely to delegate when
their performance is subpar or when the agents have a
better performance (cf. Chapter 6).

Affective + Visual representation of virtual agents is a relevant fac-
tor. Users prefer virtual agents embodied in humanlike
representation (e.g., human or humanoid) over non-human
representation (e.g., organic non-human, inanimate object,
or symbol) for delegation of critical tasks (cf. Chapter 5).

o ToM of virtual agents may only have a limited impact on
users’ decisions on delegating to virtual agents in critical
scenarios (cf. Chapter 6).

o Rapport between users and virtual agents may only have a
limited impact on users’ decisions on delegating to virtual
agents in critical scenarios (cf. Chapter 8 and Experiment
2 in Chapter 7).

Technological o Technological immersion of media devices may only have
a limited impact on users’ decisions on delegating to virtual
agents in critical scenarios (cf. Chapter 7).

+ The finding indicates that the concerned dimension is relevant to delegation decisions.
o The finding cannot support that the concerned dimension is relevant.
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to virtual agents, insofar as it may overshadow the impacts of the other two
dimensions. Indeed, delegation of critical tasks inherently involves high risks,
and users are likely to make such delegation decisions carefully with at least some
levels of reasoning. On the other hand, the impact of the affective dimension on
delegation is moderate. This implies that, in critical scenarios, virtual agents
are still primarily regarded as tools rather than social actors. Delegation to
virtual agents therefore remains predominantly an issue of cost-benefit analysis,
differing from interpersonal delegation where the social connection between
principals and agents also plays a role [Jenks and Kelly, 1985]. Thus, it is
advisable for developers to focus on performance-related aspects when designing
virtual agents for critical tasks. A limited number of affective cues (e.g., facial
expression, gesture) can be used to make the interaction feel more natural and
personable than the traditional WIMP interface allows. However, adding more
affective cues is unlikely to yield better outcomes since the affective dimension
is influential only to some extent. Excessive affective cues may even backfire if
poorly designed. As exemplified by the rapidly proliferating generative artificial
intelligence like ChatGPT, their near-human performance makes many users
willing –sometimes blindly– to delegate critical tasks (e.g., thesis writing, exam
essays, medical consultation) to them, despite their textual interfaces. The
technological dimension only plays an insignificant role. Therefore, when
determining the media device for a virtual agent carrying out critical tasks,
developers should mainly consider the nature of involved tasks rather than the
influence of media devices on user-agent interaction. For example, immersive
media devices such as VR headsets are usually suitable for 3D-intensive tasks,
whereas desktop computers are generally better options for text-editing work.

Apart from what is discussed above, our studies also corroborate a previous
finding that trust and delegation are relevant and positively correlated. Although
the causality between them remains unclear, it is conceivable that a trusting user-
agent relationship is fundamental to the increasingly delegation-like interaction
with virtual agents. Following this line of thought, developers may consider
adding trust-building elements in virtual agents to deal with the issues specific
to delegation. Users and the regulatory authority should also be attuned and
attentive to these elements against user manipulation by ruthless developers.
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9.2 Limitations

While the previous chapters have already detailed the limitations of each study in-
dividually, this section assumes a macroscopic perspective and discusses several
other limitations that exist consistently throughout our research.

To investigate delegation in critical scenarios, we either gave participants an
hypothetical critical context or placed them in a simple setting that emulates
real-world cases. These approaches of contextualization may hardly replicate
the subjective feelings (e.g., tension or pressure) entailed in critical scenarios.
The inadequate simulation of the affective aspect might have inclined partic-
ipants toward the rational side and consequently decreased the impact of the
affective and technological dimensions. Carrying out more field studies would
be highly informative to confirm our findings obtained in laboratory or remote
settings. Alternatively, one may also consider fully utilizing immersive media
technologies to envelope participants in a virtual environment that replicates
critical scenarios to fine details. Participants may respond realistically to immer-
sive virtual environments of high-level realism [Slater, 2009]. In several studies
(cf. Chapters 4, 6, 7, and 8), we employed a performance-dependent rewarding
mechanism to induce the sense of criticality. However, the amount of the reward
was too small to be critically consequential, due to which this dynamic rewarding
mechanism might not be as effective as expected and, in the worst case, might
have gone awry and made the games more fun and thrilling instead of critical. A
potentially viable solution is to remove the mechanism and, as mentioned above,
immerse participants in a fully virtual environment replicating a critical context,
for example, the trolley problem.

The visual representation of the virtual agents used in our research was
inconsistent. In some cases (cf. Chapter 8 and Experiment 1 in Chapter 7),
the agents were embodied in virtual humans, whereas for others (cf. Chapter 4,
Chapter 6, and Experiment 2 in Chapter 8) the agents had a robotic representation.
The selection of visual appearance was based on our early study presented in
Chapter 5, where humanlike characters, including both humans and robots, were
found to be the most favorite representation for virtual agents that carry out
critical tasks for users. However, the choice of human or robot was mostly
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arbitrary given their similar user preference. The inconsistency decreased the
comparability among different studies, which might have provided more insights
into the issue in question.

The interaction between participants and the virtual agents was short and
constrained, as exemplified by the ToM experiment (cf. Chapter 6), where the
interaction lasted only a few minutes, and there was no communication except
for the offer exchange. Due to the limited contact, participants might only have
meager information and consequently find it difficult to make their delegation
decisions, not to mention the assessment of other factors that develop over time,
like trust. This issue lowers the reliability and generalizability of our findings
in the context of repeated or long-term interaction. For future studies, one may
consider engaging participants in the interaction for an extended period of time.

Delegation to virtual agents was mostly operationalized as a single binary
choice in our studies. As previously discussed in Section 7.2.3, this approach
is coarse-grained and may overlook factors with a small effect. More fine-
grained measures, such as self-reported intention to delegate (cf. Chapter 6) or
consecutive delegation decisions (cf. Chapter 7), should be employed. To capture
small-effect factors and prevent them from being overshadowed, one may also
consider forcing participants to delegate and offering them several agents that
differ in the investigated factor.

9.3 Future Work
There are many possible future research avenues. Apart from those mentioned
above for addressing the limitations, the list below gives several other paths that
may lead to interesting or significant findings.

• Focusing on less critical scenarios. Our research indicates that the analytical
dimension is highly influential in the delegation of important tasks to virtual
agents. However, its influence may degrade in less critical scenarios, allowing
the other two dimensions to unfold their impacts on delegation. Thus, studies
using less critical contexts have the potential to reveal the impact of the affective
and technological dimensions and further clarify the relationships among the
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three dimensions. Findings derived from these studies also carry practical
implication since virtual agents are still mainly used in less critical scenarios
such as entertainment and education.

• Employing multi-agent and multi-task settings. To isolate and examine the
effect of individual factors, our research was mostly conducted in a minimal
setting of a dyadic interaction involving a single binary decision. Although this
minimal approach is a common practice for empirical studies, users’ delegatory
behavior may differ in more complex settings. Thus, one may consider using
multi-agent and multi-task scenarios to confirm the findings obtained from
minimal settings. The results can also provide insights from more sociological
and economic perspectives in addition to the psychological stance that this
thesis assumes.

• Devising new instruments. An obstacle hindering research on user-agent
delegation is the lack of a validated approach for measuring the intention to
delegate. Devising a questionnaire as such is significantly meaningful since
it provides a standard for measuring and comparing the effects of different
factors. Similarly, according to our best knowledge, there is no game (as in,
e.g., the Prisoners’ Dilemma) dedicated to investigating user-agent delegation.
Developing such a game can provide a validated common framework for future
studies on delegation to virtual agents.
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