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STAR-RIS Assisted Cell-Free Massive MIMO
System Under Spatially-Correlated Channels

Anastasios Papazafeiropoulos, Hien Quoc Ngo, Pandelis Kourtessis, Symeon Chatzinotas

Abstract—This paper investigates the performance of downlink
simultaneous transmitting and reflecting reconfigurable intelligent
surface (STAR-RIS)-assisted cell-free (CF) massive multiple-input
multiple-output (mMIMO) systems, where user equipments (UEs)
are located on both sides of the RIS. We account for correlated
Rayleigh fading and multiple antennas per access point (AP), while
the maximum ratio (MR) beamforming is applied for the design
of the active beamforming in terms of instantaneous channel state
information (CSI). Firstly, we rely on an aggregated channel
estimation approach that reduces the overhead required for
channel estimation while providing sufficient information for
data processing. We obtain the normalized mean square error
(NMSE) of the channel estimate per AP, and design the passive
beamforming (PB) of the surface based on the long-time statistical
CSI. Next, we derive the received signal in the asymptotic regime
of numbers of APs and surface elements. Then, we obtain a closed-
form expression of the downlink achievable rate for arbitrary
numbers of APs and STAR-RIS elements under statistical CSI.
Finally, based on the derived expressions, the numerical results
show the feasibility and the advantages of deploying a STAR-
RIS into conventional CF mMIMO systems. In particular, we
theoretically analyze the properties of STAR-RIS-assisted CF
mMIMO systems and reveal explicit insights in terms of the
impact of channel correlation, the number of surface elements,
and the pilot contamination on the achievable rate.

Index Terms—Simultaneously transmitting and reflecting RIS,
cell-free mMIMO, correlated Rayleigh fading, imperfect CSI, 6G
networks.

I. INTRODUCTION

Massive multiple-input multiple-output (mMIMO) has al-
ready been identified as one of the main advancements in
fifth-generation (5G) networks with remarkable improvements
in the rate, latency, reliability, and coverage [1]. MMIMO
can be deployed in not only collocated but also in distributed
setups. The advantage of the collocated mMIMO setup is the
low backhaul requirements. On the other hand, the benefit of a
distributed mMIMO architecture, where the transmit antennas
are scattered across a large area, is the extended coverage by
exploiting diversity against shadow fading. Unfortunately, both
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architectures are cellular-based since each base station (BS)
serves the user equipments (UEs) within the cell boundaries,
i.e., the inter-cell interference is a significant limiting factor.

In this direction, cell-free (CF) mMIMO has appeared
as a promising solution to mitigate the effect of inter-cell
interference with the combination of centralised processing
and CF design [2]–[5]. Basically, CF mMIMO relies on a
distributed mMIMO layout, where a large number of access
points allocated in a given area serve a smaller number of
UEs. All access points (APs) cooperate to serve the UEs in the
same frequency resources by alleviating any cell boundaries.
CF mMIMO presents an enhanced performance by reaping the
benefits of network MIMO and distributed mMIMO together
within the close proximity of UEs to the APs. Note that even
maximum ratio (MR) beamforming and match filtering result
in high spectral efficiency (SE) in the downlink and uplink,
respectively. Hence, CF has been at the centre of attention
in the last few years. However, a large-scale deployment of
APs can result in high costs regarding hardware and power
since even single-antenna APs are accompanied by a radio
frequency (RF) chain. Also, in urban areas, uniform coverage
is not attainable due to the uneven layout of tall buildings
and the blocked areas due to obstacles. The simple solution
of just deploying more APs to improve their coverage is not
affordable since it leads to excessive deployment cost and
energy consumption.

Fortunately, reconfigurable intelligent surface (RIS) has
emerged as a promising technology that can shape the propa-
gation environment without any increase in the transmit power
or the number of APs [6]–[8]. In particular, a RIS consists
of an array of a large number of passive reflective elements
that induce phase shifts on the electromagnetic impinging
waves towards improving the coverage, the SE, and the energy
efficiency without any additional power [8], [9]. Also, not only
a RIS has a low deployment cost and can be installed easily,
but its performance is comparable to mMIMO with a lower
number of antennas and reduced transmit power [8]. Thus, the
integration of RIS is of great practical interest to decrease the
equipment concerning the number of APs, the transmit power,
and improve the quality of service of blocked users.

Although RIS has been suggested for different communica-
tion scenarios due to its numerous advantages [6]–[8], [10]–
[15], most works have assumed that both the transmitter and
receiver are located on the same side of the panel. In practise,
real-world applications require UEs located on both sides of
the RIS. Thanks to recent advancements in programmable
metamaterials, a new technology has appeared known as
simultaneous transmitting and reflecting RIS (STAR-RIS) that
provides full space coverage by adjusting the amplitudes and
the phases of impinging waves [16]–[21]. For example, in
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[17], it was shown that STAR-RIS has better performance
than reflecting only RIS and three protocols were presented
for optimising the panel performance namely energy splitting
(ES), mode switching (MS), and time switching (TS). Recently,
in [21], the achievable rate for STAR-RIS assisted mMIMO
channels was studied while assuming spatially correlated
channels.

Many works have relied on the perfect channel state
information (CSI) assumption, which is unrealistic for practical
RIS-aided systems due to their lack of any radio sources to
receive or send any pilot signals [7], [8]. On this topic, early
papers on channel estimation (CE) protocols proposed ON/OFF
strategies, which have large training overhead [22]. Other works
with lower overheads are based on the ideas of RIS elements
grouping or channel sparsity exploitation [11], [23]. Notably,
additionally to the training overhead the RIS optimization based
on instantaneous CSI, changing at each coherence interval,
increases the complexity and overhead.

To address the burden of RIS optimization based on instan-
taneous CSI, authors have turned their attention to designing
the RIS parameters by exploiting only statistical CSI in terms
of large statistics such as correlation matrices and path-losses,
which are slowly-varying (every several coherence intervals)
[13], [21], [24]–[29]. Especially, in [25], a maximisation of
the achievable sum rate of a RIS-assisted multi-user multi-
input single-output (MU-MISO) system took place by using
a two-timescale transmission protocol, where precoding was
designed in terms of instantaneous CSI, while the RIS phase
shifts were optimised by using statistical CSI. Moreover, the
two-timescale protocol was supplied to study the impact of
hardware impairments on the sum rate and the minimum rate
in [13] and [27], respectively.

Meanwhile most initial works on RIS considered independent
fading, but this is impractical as shown in [30]. In particular,
in [30], it was proved that the Rayleigh fading channel model
is not physically appearing when using an RIS in an isotropic
scattering environment, thus it should not be used. Hence, many
recent works have taken RIS correlation into consideration for
conventional RIS-assisted systems but this consideration for
STAR-RIS systems is limited. Also, the majority of works on
STAR-RIS have only considered a single UE on each side of
the surface, e.g., see [17].

Despite the necessity for introducing RIS into CF mMIMO
systems, the current literature is still in its infancy [31]–
[40]. Most works have formulated optimization problems
for RIS-assisted CF mMIMO with certain communication
objectives but with the impractical assumptions of perfect
CSI. In [31], a hybrid beamforming scheme was proposed
to decompose the original optimization problem into the
digital beamforming subproblem and the RIS-based analog
beamforming subproblem. In [32], an alternate optimization
(AO) algorithm was proposed for the solution of these two
beamforming problems by using the sequential programming
(SP) method and zero-forcing (ZF) beamforming. In [33], the
maximization of the energy efficiency of the worst user in
a wideband RIS-aided cell-free network took place by an
iterative precoding algorithm using Lagrangian transform and
fractional programming. The uplink SE was considered in [34]
for spatially correlated RIS-aided cell-free mMIMO systems

in the case of Rician fading channels. Moreover, in [35], the
aggregated channel, including both the direct and indirect
links, was considered. In [36], it was shown that generalized
maximum ratio combining could double the achievable date rate
over the maximum ratio combining. The joint precoding design
at BSs and RISs took place in [37] in the case of a wideband
RIS-aided cell-free network to maximize the network capacity.
In [38], a generalized superimposed channel estimation scheme
was proposed for an uplink cell-free mMIMO system to
enhance the wireless coverage and SE. In [39] and [40],
the secure communication in a RIS-aided cell-free mMIMO
system under the presence of active eavesdropping and the
beamforming optimization for RIS-aided simultaneous wireless
information and power transfer in cell-free mMIMO networks
were investigated, respectively. In [41], the two-time scale
protocol was considered for optimizing the achievable uplink
rate.

A. Motivation and contributions

Different from [31]–[40], we develop an analytical frame-
work for the study of the downlink of a STAR-RIS-assisted CF
mMIMO system by using statistical CSI, where the aggregate
APs-UEs channels, based on imperfect CSI, are considered
with MR beamforming for information decoding. Also, contrary
to [35], we account for APs with multiple antennas, while
compared to [41], we consider correlated Rayleigh fading.
Although in [21], we have also assumed correlated fading in
STAR-RIS-assisted systems, we have focused on colocated
mMIMO systems, while, in this work, we study CF mMIMO
systems, which is another network architecture based on
a distributed structure with special characteristics such as
enhanced macro-diversity gain.

Thus, we avoid the estimation of all individual channels and
STAR-RIS optimization at each channel realisation. Specifically,
firstly, we describe the channel estimation, where each AP
estimates the cascaded channel by the linear minimum mean
square error (LMMSE) estimation technique. We introduce the
normalized mean square error (NMSE) of the channel estimate,
and we design the passive beamforming of RISs based on the
long-time statistical CSI, where the STAR-RIS parameters, i.e.,
the amplitudes and phase shifts are optimised simultaneously.
Next, the APs apply MR beamforming to send their data. A
closed-form expression of the downlink sum-SE is obtained in
terms of statistical CSI.

Our main contributions are summarised as follows:
• We consider a STAR-RIS-assisted CF mMIMO under

spatially correlated channels. All APs have multiple
antennas and obtain the LMMSE of the instantaneous
cascaded channel in the uplink pilot training phase for
each AP-UE link with lower overhead compared to other
channel estimation methods such as the ON/OFF strategy.
Notably, we account for pilot contamination based on an
arbitrary pilot reuse pattern. This is the only work that
has introduced STAR-RIS on CF mMIMO systems as far
as the authors are aware.

• We introduce the NMSE of the channel estimate for each
AP. Contrary to [35], our work focuses on STAR-RIS
and assumes multiple antennas per AP, which requires
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a different analysis with more complicate manipulations.
Based on the NMSE, we optimize the passive beamform-
ing (PB) of the STAR-RIS, which includes a simultaneous
optimization of the amplitudes and phase shifts of the
surface.

• We show the performance of the system in the large
number of APs and surface elements regime, where the
small-scale fading, the additive noise, and the coherent
interference average out even with MR beamforming,
while the received signal includes only the desired signal
and the coherent interference.

• We derive a closed-form expression for the downlink
achievable sum SE in terms of only statistical CSI.
The analytical expression reveals the impact of spatial
correlation, pilot contamination, numbers of APs and
elements, and phase shifts of the surface.

• Simulation results verify the analytical expressions and
present the superiority of STAR-RIS against conventional
RIS-assisted CF mMIMO systems.

Paper Outline: The remainder of this paper is organized as
follows. Section II introduces the system model of a STAR-RIS-
assisted CF mMIMO system with correlated Rayleigh fading.
Section III presents the channel estimation of the cascaded
channel the design of the passive beamforming based on the
long-time statistical CSI. Section IV presents the downlink data
transmission with the derived downlink sum SE. The numerical
results are provided in Section V, and Section VI concludes
the paper.

Notation: Vectors and matrices are represented by boldface
lower and upper case symbols, respectively. The notations (·)T,
(·)H, and tr(·) denote the transpose, Hermitian transpose, and
trace operators, respectively. Moreover, the notations E [·] and
∇(·) describe the expectation operator and gradient operator,
respectively. The notation diag (A) denotes a vector with
elements equal to the diagonal elements of A, the notation
diag (x) describes a diagonal matrix whose elements are x. O(·)
denotes the limiting behavior of a function when the argument
tends towards infinity, log() denotes the natural logarithm and
⌈·⌉ denotes the smallest integer that is larger than or equal
to the argument Also, b ∼ CN (0,Σ) denotes a circularly
symmetric complex Gaussian vector with zero mean and a
covariance matrix Σ.

II. SYSTEM MODEL

In this section, we present a CF mMIMO system assisted by
a STAR-RIS. For the sake of demonstrating a practical scenario,
we assume that the CF mMIMO system is implemented outdoor
while communication takes place with both indoor and outdoor
UEs through a STAR-RIS deployed on the wall of the building
hosting the indoor UEs as shown in Fig 1. Also, all UEs are
assumed far from the APs or behind obstacles to justify the
implementation of a RIS.

In particular, we consider M multi-antenna APs with L
antennas each, which are connected to a central processing
unit (CPU) and serve simultaneously K edge UEs in total on
the same time and frequency resource.1 The group of UEs

1It would also be very interesting to consider non-edge users, where the
APs can be located at both sides of the surface but this is left for future work.

consists of Kt = {1, . . . ,Kt} UEs located in the transmission
region (t) and Kr = {1, . . . ,Kr} UEs located in the reflection
region (r), respectively. In other words, K = Kt +Kr. For
the sake of a better representation of the analysis below, we
denote as W = {w1, w2, ..., wK} a set that defines the RIS
operation mode for each of K UEs in a unified way. Hence,
if the kth UE is located behind the STAR-RIS (k ∈ Kt), then
wk = t, while wk = r, if the kth UE is found in front of the
STAR-RIS (k ∈ Kr), i.e., the APs and the kth UE are found
at the same side. We assume no direct links exist between the
APs and UEs in both regions due to obstacles.

UEs in front of

the RIS

UE

STAR-RIS

N elements

Transmission

area

Reflection

area

CF mMIMO

CPU

RIS

controller

AP m

UEs behind

the RIS

Fig. 1: A CF mMIMO STAR-RIS-assisted system with
multiple antennas per AP and with multiple UEs at transmission
and reflection regions.

The STAR-RIS, being one of the focal points of the system
model, consists of a uniform planar array (UPA) that can modify
the amplitudes and phases of impinging signals. Each row of
the array includes Nh elements and each column consists of
Nv elements, i.e., the total number of RIS elements is N =
Nh ×Nv and defines a set of N = {1, . . . , N} elements. The
ability of the STAR-RIS is characterized by the simultaneous
configuration of the transmitted (t) and reflected (r) signals
by two independent coefficients. Especially, the transmitted
and reflected signal by the nth RIS element are described by
tn = (βt

ne
jϕt

n)sn and rn = (βr
ne

jϕr
n)sn, respectively, where

sn denotes the impinging signal. We assume that the amplitude
and phase parameters βk

n ∈ [0, 1] and ϕk
n ∈ [0, 2π), where the

kth UE can be in any of the two regions that corresponds
also to the RIS mode, i.e. transmission (t) or reflection (r)
[16], are independent.2 Although ϕt

n and ϕr
n can be chosen

independently, the choice of the amplitudes is based on the
correlation expressed by the law of energy conservation as

(βt
n)

2 + (βr
n)

2 = 1,∀n ∈ N . (1)

Both the amplitudes and the phase shifts are adjusted by a
controller through a backhaul link that enables the exchange
of information between the APs and the STAR-RIS. Below,
we denote θwk

k = ejϕ
wk
k for the sake of better exposition.

A. STAR-RIS model Protocols
A STAR-RIS generally operates in the ES mode, while the

MS mode can also be used, which has lower performance but

2In practice, the phases of the reflecting and transmitting coefficient
are coupled with each other. However, this consideration requires a separate
analysis regarding the optimization, and is left for future work [42].
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also lower complexity. Another option is the TS protocol, but
herein, we will focus on the first two protocols due to limited
space, while the study of the TS protocol is left for future
work.

1) ES protocol: All RIS elements serve simultaneously all
UEs despite their locations. In other words, UEs can be found
in both t and r regions. The PB for UE k is expressed as
ΦES

wk
= diag(βwk

1 θwk
1 , . . . , βwk

N θwk

N ) ∈ CN×N , where βwk
n ≥ 0,

(βt
n)

2 + (βr
n)

2 = 1, and |θwk
i | = 1,∀n ∈ N .

2) MS protocol: This protocol suggests the partitioning of
the RIS elements into two groups of Nt and Nr elements
that serve UEs in the t and r regions, respectively. In other
words, Nt + Nr = N . The PB for k ∈ Kt or k ∈ Kr is
given by ΦMS

wk
= diag(βwk

1 θwk
1 , . . . , βwk

N θwk

N ) ∈ CN×N , where
βwk
n ∈ {0, 1}, (βt

n)
2 + (βr

n)
2 = 1, and |θwk

i | = 1,∀n ∈ N . In
other words, the amplitude coefficients for transmission and
reflection are restricted to binary values, which means that the
MS protocol is a special case of the ES protocol, i.e., it is
inferior.

B. Channel Model

We assume narrowband quasi-static block fading channels
based on the standard time-division-duplex (TDD) protocol,
which is used in CF mMIMO systems and enables channel
reciprocity. Specifically, each block has a duration of τc channel
uses, while τ channel uses are allocated for the uplink training
phase and τc − τ channel uses are allocated for the downlink
data transmission phase.

Let wml ∈ CN×1, and qk ∈ CN×1 be the channel
between the lth antenna of AP m and the RIS, and the
channel between the RIS and UE k, respectively. Note that
Wm = [wm1, . . . ,wmL] ∈ CN×L is the concatenated
downlink channel between AP m and the RIS. Especially,
the links including the RIS underlie unavoidable correlated
Rayleigh fading [30]. Thus, we have

Wm =

√
β̃mRRIS,m

1/2DmRAP,m
1/2, (2)

qk =

√
β̃kRRIS,k

1/2ck, (3)

where RRIS,m,∈ CN×N , RRIS,k,∈ CN×N , and RAP ∈
CL×L express the deterministic Hermitian-symmetric positive
semi-definite correlation matrices at the RIS and the AP
m, which are assumed to be known by the network. Also,
vec(Dm) ∼ CN (0, ILN ) and ck ∼ CN (0, IN ) express
the corresponding fast-fading vectors. Note that, in the case
of isotropic scattering with uniformly distributed multipath
components, RRIS,m and RRIS,k are modeled as in [30].
In particular, we have [R]i,j = dHdVsinc(2∥ui − uj∥/λ),
where λ is the wavelength, sinc(x) = sin(πx)/(πx) is the
sinc function, dHdV is the size of each element of the RIS
with dH and dV being the horizontal width and the vertical
height of each RIS element. Also, the location of the nth
element with respect to the origin is given by un = [0,
mod (n− 1)NhdH, ⌊(n− 1)Nh⌋dV]T. Moreover, β̃m and β̃k

express the path-losses of the mth AP-RIS and RIS-UE k links,
respectively. Note that the channel model in (2) is different from
most related works, which assume that Wm is deterministic
for the sake of analytical tractability [13], [43].

Given the PB, the aggregated channel between AP m and
UE k, consisted of the cascaded channel, is

hmk = WH

mΦwk
qk, (4)

and has a variance Rmk = E{hmkh
H

mk} given by

Rmk = tr
(
R̃mk

)
RAP,m, (5)

where R̃mk = β̃mkRRIS,mΦwk
RRIS,kΦ

H
wk

. We have used
the independence between Wm and qk, β̃mk = β̃mβ̃k,
E{qkq

H

k} = β̃kRRIS,k, E{VBVH} = tr(B)IM with B being
a deterministic square matrix, and V being any matrix with
independent and identically distributed (i.i.d.) entries of zero
mean and unit variance. In the case that RRIS,m = RRIS,k =
IN , Rmk does not depend on the phase shifts but only on the
amplitudes, as also mentioned in [44]. For convenience, we
provide below the lemma in [45, Lem. 1].

Lemma 1: Let A be deterministic matrices, and xmk is a
vector of i.i.d. CN (0, 1) elements. Then, we have

E{|xH

mkAxmk|2} = tr(AAH) + (tr(A))2. (6)

Also, regarding the cascaded channel given by (4), we
observe that it is the product of weighted complex Gaussian
and spatially correlated random variables. Despite the statistical
complexity of (4), the following lemma provides useful
expressions with respect to the expectation of the channel,
which are required in Sec. IV.C.

Lemma 2: Let A and B be deterministic matrices, then we
have (7)-(11) at the top of the next page.

Proof: See Appendix A.

III. CHANNEL ESTIMATION

A STAR-RIS is basically implemented by nearly passive
elements without any RF chains. Thus, it cannot process the
estimated channels, i.e., it cannot obtain the received pilots by
UEs, and it cannot transmit any pilot sequences to the APs for
channel estimation. Given that perfect CSI is unavailable and
based on the TDD protocol, we resort to a channel estimation
method obtaining the estimation of the cascaded channel by
an uplink training phase with pilot symbols [46], while being
indifferent to the individual channels.3

3There are two general approaches for channel estimation. One focuses
on the estimation of the individual channels such as [42], and the other one
obtains the estimated aggregated channel [13], [28]. In particular, in this work,
we employ the second approach, which has lower overhead and provides
the estimated channel in closed form. This method has not been used before
for STAR-RIS CF mMIMO. This approach allows to highlight one of the
advantages of this work, which is making the expression for the channel
estimation "looking" the same for both types of users belonging to different
areas of the RIS. However, the channel estimation is different since Rmk
including the expressions corresponding to the phases shifts is different, for
users in t and r regions. In other words, we have managed in a smart way to
introduce the standard channel estimation for multiple-user SIMO to STAR-
RIS CF mMIMO, which has not taken place before. Also, the treatment of
imperfect CSI via LMMSE seems to be standard but it is not since it concerns
the aggregated channel vector. Note that other papers have not employed this
efficient way for channel estimation on STAR-RIS CF mMIMO.
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E{hH

mkAhmk} = tr(ARmk), (7)

E{hH

mkAhmkh
H

nkBhnk}=tr(RAP,mA)tr(RAP,mB)
(
tr
(
R̃mk

)
tr
(
R̃nk

)
+tr

(
R̃mkR̃nk

))
,m ̸= n (8)

E{hH

mkAhmlh
H

nlBhnk} = tr(RAP,mA) tr(RAP,mB) tr
(
R̃mkR̃nl

)
,m ̸= n (9)

E{|hH

mkAhmk|2} ≈ tr(RAP,mARAP,mAH)
(
tr
(
R̃2

mk

)
+

(
tr
(
R̃mk

))2)
, (10)

E{|hH

mkAhml|2} ≈ tr(RAP,mARAP,mAH) tr
(
R̃ml

)
tr
(
R̃mk

)
, k ̸= l. (11)

A. LMMSE Estimation

We denote as Pk the set of indices of UEs that share the
same pilot sequence as UE k. All UEs in t or r region that
belong to Pk share the same orthogonal pilot sequences as UE
k. Specifically, we denote by xk = [xk,1, . . . , xk,τ ]

T ∈ Cτ×1

the pilot sequence of UE k that can be found in any of the two
regions, where the duration of the uplink training phase is τ
symbols. Note that the pilot sequences are mutually orthogonal,
i.e., xH

kxl = 0, if l ̸∈ Pk and xH

kxl = 1, if l ∈ Pk.4 Moreover,
all UEs use the same normalized signal-to-noise ratio (SNR)
p for transmitting each pilot symbol during the training phase.

Let us assume UE k transmitting the pilot sequence
√
pτxk.

Then, the received signal by the mth AP is written as

Yp,m =

K∑
k=1

√
pτWH

mΦwk
qkx

H

k + Zp,m, (12)

where Zp,m is an L × τ noise matrix whose elements
are independent and identically distributed (i.i.d.) CN (0, 1)
random variables. Next, the received signal in (12) is projected
to xk to estimate the desired channel. Specifically, we obtain

yp,mk = Yp,mxk

=
√
pτWH

mΦwk
qk

+
∑

l∈Pk\{k}

√
pτWH

mΦwl
ql + zp,mk, (13)

where zp,mk = Zp,mxk includes i.i.d. CN (0, 1) random
variables.

Having fixed the phase shifts, we apply the LMMSE method
for estimating hmk at the AP even in the presence of STAR-
RIS, where the cascaded channel is given by the product of
weighted complex Gaussian random variables. Despite the
complicate form of the cascaded channel, the following lemma
provides a closed-form expression of the estimated channel.

4Ideally, pilot sequences assigned to all users should be pairwisely
orthogonal. This requires τ >= K. In many practical scenarios, the number
of users is large or/and the coherence interval is short (i.e. in high mobility
environments), the above condition cannot be fulfilled. Thus, orthogonal pilot
sequences should be re-used among the users. This causes pilot contamination
effect which may reduce the system performance significantly. To reduce the
effect of pilot contamination, many pilot assignment/grouping schemes have
been proposed in cell-free massive MIMO. For examples, in [2], greedy pilot
assignment is proposed, while [47]–[49] proposed to new pilot assignment
schemes based on Hungarian, Tabu-search, and weighted graphics algorithms,
respectively. The pilot assignment for our considered systems is out scope of
our work. It requires a comprehensive study and is left for future work.

Lemma 3: The LMMSE estimate of the cascaded channel
hmk between the mth AP and UE k is given by

ĥmk =
√
pτRmkQmyp,mk, (14)

where Qm=
(
pτ

∑
l∈Pk

Rml + IM
)−1

, and yp,mk is the noisy
channel given by (13). Hence, the estimated channel has zero
mean and variance given by

Ψmk = pτRmkQkRmk. (15)

The estimated channel ĥmk is uncorrelated with the channel
estimation error emk = hmk− ĥmk, which has zero mean and
variance E{|emk|2} given by Rmk −Ψmk.

Proof: See Appendix B.
With the PB fixed, according to Lemma 3, it is shown that the

cascaded channel can be estimated without any further increase
of the pilot training overhead since only τ ≥ K symbols are
required in each coherence interval as in standard CF mMIMO
systems. The closed-form expression of the channel estimate
will be employed below to derive the NMSE of the channel
estimate of UE k at AP m and optimize the PB by minimizing
the NMSE.

Given that channel estimation is crucial in CF mMIMO
systems, herein, we focus on the design of the PB to increase
the quality of the channel estimation. Specifically, we define

NMSEmk =
tr
(
E[(ĥmk − hmk)(ĥmk − hmk)

H]
)

tr (E[hmkhH

mk])
(16)

= 1− tr(Ψmk)

tr(Rmk)
. (17)

The NMSE, lying in the range [0, 1], is suitable for measuring
the channel estimation quality per AP. If orthogonal pilot signals
are employed for every UE and the pilot power tends to infinity,
the NMSE tends to zero. Also, if independent Rayleigh fading
is assumed, the correlation matrices in (17) do no depend on
the phase shifts. Hence, the NMSEmk cannot be optimized.

B. PB Optimization

It is essential to optimize the performance of STAR-RIS-
assisted systems with respect to the PB, which depends on
both amplitudes and phase shifts. As in [35], we propose to
optimize the PB by minimizing the NMSE from all UEs and
APs. In this direction and based on infinite-resolution phase
shifters, we formulate the optimization problem for minimizing
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the NMSEmk of CF mMIMO STAR-RIS-assisted systems
accounting for correlated fading and imperfect CSI as

min
θ,β

NMSE =

M∑
m=1

K∑
k=1

NMSEmk

s.t (βt
n)

2 + (βr
n)

2 = 1,∀n ∈ N
βt
n ≥ 0, βr

n ≥ 0, ∀n ∈ N
|θtn| = |θrn| = 1, ∀n ∈ N

(P1)

where θ = [(θt)T, (θr)T]T and β = [(βt)T, (βr)T]T.
We would like to emphasize that contrary to [35], we

consider multiple antennas per AP, and we are going to optimize
not only the phase shifts but also the amplitudes. Of course, we
differentiate from [35] because we refer to STAR-RIS instead
of conventional RIS. The optimization approach and the result
is different. Hence, the equal phase shift design, demonstrated
in [35], does not take place here, and we rely on the projected
gradient ascent method (PGAM) to obtain a locally-optimal
solution of (P1). The proposed optimization method of the
phase shifts of the RIS, i.e., the minimization of the sum NMSE
focuses on improving the channel estimation quality, which
is a critical objective in mMIMO systems. In particular, an
improvement in the accuracy of channel estimation leads to a
significant enhancement of the downlink net throughput [35].
Note that an alternative solution would be to optimize the PB
based on the maximization of the downlink SE provided below.
However, this approach is challenging, and page limitations
have led us to defer the optimization of the SE in future work.

Remark 1: Under independent Rayleigh fading conditions,
NMSEmk is independent of θ. Hence, its optimization is
performed in terms of β.

The problem (P1) is non-convex while the amplitudes and
the phase shifts for transmission and reflection are coupled.
For the sake of exposition, the feasible set of (P1) is defined
by the sets Θ = {θ | |θti | = |θri | = 1, i = 1, 2, . . . N}, and
B = {β | (βt

i )
2 + (βr

i )
2 = 1, βt

i ≥ 0, βr
i ≥ 0, i = 1, 2, . . . N}.

Since the sets Θ and B the projection operators can be obtained
in closed-form, we apply the PGAM [50, Ch. 2] to optimize
θ and β. The proposed PGAM, which increases the objective
from the current iterate (θn,βn) towards the gradient direction,
consists of the following iterations

θn+1 = PΘ(θ
n + µn∇θNMSEmk(θ

n,βn)), (18a)

βn+1 = PB(β
n + µn∇βNMSEmk(θ

n,βn)), (18b)

where the superscript expresses the iteration count, µn is the
step size for both θ and β while PΘ(·) and PB(·) are the
projections onto Θ and B, respectively.

Although the ideal step size should be inversely proportional
to the Lipschitz constant of the corresponding gradient, it is
difficult to find it for the problem above. Fortunately, Armijo-
Goldstein backtracking line search allows finding the step
size at each iteration. For this reason, we define a quadratic
approximation of NMSEmk(θ,β) as

Qµ(θ,β;x,y) = NMSEmk(θ,β)

+ ⟨∇θNMSEmk(θ,β),x− θ⟩ − 1

µ
∥x− θ∥22

+ ⟨∇βNMSEmk(θ,β),y − β⟩ − 1

µ
∥y − β∥22. (19)

The step size µn in (18) can be obtained as µn = Lnκ
un ,

where we assume that Ln > 0, κ ∈ (0, 1), and un is the
smallest nonnegative integer satisfying

NMSEmk(θ
n+1,βn+1) ≥ QLnκun (θn,βn;θn+1,βn+1),

(20)

which can be performed by an iterative procedure. Note that the
step size at iteration n is used as the initial step size at iteration
n+ 1. The proposed PGAM is summarized in Algorithm 1.

Algorithm 1 Projected Gradient Ascent Algorithm for the RIS
Design

1: Input: θ0,β0, µ1 > 0, κ ∈ (0, 1)
2: n← 1
3: repeat
4: repeat
5: θn+1 = PΘ(θ

n + µn∇θNMSEmk(θ
n,βn))

6: βn+1 = PB(β
n + µn∇βNMSEmk(θ

n,βn))
7: if NMSEmk(θ

n+1,βn+1) ≤
Qµn

(θn,βn;θn+1,βn+1) then
8: µn = µnκ
9: end if

10: until NMSEmk(θ
n+1,βn+1) >

Qµn
(θn,βn;θn+1,βn+1)

11: µn+1 ← µn

12: n← n+ 1
13: until convergence
14: Output: θn+1,βn+1

Proposition 1: The complex gradients ∇θNMSEmk(θ,β)
and ∇βNMSEmk(θ,β) are given in closed-forms by (21),
(22), where

∇θi tr(Rmk) = β̃mk tr(RAP)diag
(
Aidiag(βi)

)
, (23)

∇θi tr(Ψmk) = νmkdiag
(
Aidiag(βi)

)
(24)

with

νmk= β̂mktr
((
QkRmk+RmkQk−pτ

∑
l∈Pk

QkR
2
mkQk

)
RAP

)
.

(25)
Similarly, the gradient ∇βNMSEmk(θ,β) is given by (26),

(27), where

∇βi tr(Rmk)=2β̃mk tr(RAP)Re
{

diag
(
AH

idiag(θi)
}
, (28)

∇βi tr(Ψmk)=2νmkdiag
(
Ai Re

{
diag

(
AH

idiag(θi)
}
. (29)

Proof: Please see Appendix C.

C. Complexity Analysis of Algorithm 1
Herein, we present the complexity analysis for each iteration

of Algorithm 1 using the big-O notation. First, we focus on the
computation of Rmk. We observe that RRIS,mΦwk

requires
N2 complex multiplications because Φwk

is diagonal. Thus,
to compute tr

(
Awk

ΦH
wk

)
, the complexity is O(N2 +N). The

complexity to compute Rmk is O(N2+N+L2) because O(L2)
additional complexity multiplications are required to derive
tr
(
Awk

ΦH
wk

)
RAP,m. Moreover, since Ψmk = RmkQkRmk

with Qk being inverse takes O(L3) to derive it. In summary,
we can conclude that the complexity for each iteration is
NMSEmk(θ,β) is O(KM(N2 + L3)).
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∇θNMSEmk(θ,β) = [∇θtNMSEmk(θ,β)
T,∇θrNMSEmk(θ,β)

T]T, (21)

∇θiNMSEmk(θ,β) =
tr(Ψmk)∇θi tr(Rmk)− tr(Rmk)∇θi tr(Ψmk)

tr2(Rmk)
, i = t, r. (22)

∇βNMSEmk(θ,β) = [∇βtNMSEmk(θ,β)
T,∇βrNMSEmk(θ,β)

T]T, (26)

∇βiNMSEmk(θ,β) =
tr(Ψmk)∇βi tr(Rmk)− tr(Rmk)∇βi tr(Ψmk)

tr2(Rmk)
, i = t, r. (27)

1) Convergence Analysis of Algorithm 1: The guarantee
of the convergence of Algorithm 1 is provided by following
standard arguments for projected gradient methods. First, the
gradients ∇θf(θ,β) and ∇βf(θ,β) are Lipschitz continuous5

over the feasible set as they comprise basic functions as given
above. Let Lθ and Lβ be the Lipschitz constant of ∇θf(θ,β)
and ∇βf(θ,β), respectively. Next, we have that [50, Chapter
2]

f(x,y) ≥ f(θ,β) + ⟨∇θf(θ,β),x− θ⟩ − 1

Lθ
∥x− θ∥22

+ ⟨∇βf(θ,β),y − β⟩ − 1

Lβ
∥y − β∥22

≥ f(θ,β) + ⟨∇θf(θ,β),x− θ⟩ − 1

Lmax
∥x− θ∥22

+ ⟨∇βf(θ,β),y − β⟩ − 1

Lmax
∥y − β∥22

where Lmax = max(Lθ, Lβ). Hence, the line search procedure
of Algorithm 1 (i.e. the loop between Steps 4 – 10) terminates
in finite iterations since the condition in Step 10 must be
satisfied when µn < Lmax. More specifically, given µn−1,
the maximum number of steps in the line search procedure
is

⌈
log(Lmaxµn−1)

log κ

⌉
. Moreover, because of the line search we

automatically have an increasing sequence of objectives, i.e.,
f(θn+1,βn+1) ≥ f(θn,βn). Since the feasible sets Θ and B
are compact, f(θn,βn) must converge. However, we highlight
that Algorithm 1 is only guaranteed to converge to a stationary
point of (P1), which is not necessarily an optimal solution due
to the nonconvexity of (P1). We also note that Lθ and Lβ are
not required to run Algorithm 1.

IV. DOWNLINK DATA TRANSMISSION

This section presents the downlink data transmission phase,
and the study of the received signal when both the numbers
of APs and RIS elements grow to infinity. Also, we provide
a closed-form expression of the achievable downlink SE with
MR precoding for an arbitrary PB.

Based on TDD, we can exploit channel reciprocity, where
the uplink and downlink channels are the same, and write
the received signal by UE k in t or r region. Specifically,
we consider the cooperation among the M APs that jointly
transmit the same data symbol to UE k. In particular, the

5A function h(x) is said to be Lipschitz continuous over the set D if
there exists L > 0 such that ||h(x)− h(y)|| ≤ L||x− y||2

received signal by UE k is described as

rk =

M∑
m=1

hH

mksm + zk, (30)

where sm =
√
ρd

∑K
i=1

√
ηmifili denotes the transmit signal

vector by the mth AP with ρd being the normalized SNR in
the downlink allocated to UE k, and zk ∼ CN (0, 1) being
the complex Gaussian noise at UE k. Also, fk ∈ CL×1 is
the linear precoding vector, and lk is the corresponding data
symbol with E{|li|2} = 1. After accounting for MR precoding,
where fi = ĥmi, (30) can be written as

rk =
√
ρd

M∑
m=1

K∑
i=1

√
ηmih

H

mkĥmili + zk. (31)

Note that ηmk is a power control coefficient at AP m that
satisfies the power constraint E{∥sm∥2} ≤ ρd, which gives

K∑
k=1

ηmk tr(Ψmk) ≤ 1. (32)

A. Asymptotic Analysis (M,N →∞)

To proceed with the analysis in this case, certain assumptions,
concerning the covariance matrices, should be fulfilled [51,
Assump. A1-A3]. These assumptions basically mean that the
sum of the eigenvalues and the largest singular value of the
covariance matrices are finite and positive. As can be seen in
(31), the received signal depends on the channel estimates of
all UEs. To proceed further, this equation is rewritten in terms
of the pilot reuse set as

rk =
√
ρd

∑
i∈Pk

M∑
m=1

√
ηmih

H

mkĥmili

+
√
ρd

∑
i ̸∈Pk

M∑
m=1

√
ηmih

H

mkĥmili + zk. (33)

Elaborating on the first sum of (33), we have

M∑
m=1

√
ηmih

H

mkĥmi

=

M∑
m=1

√
ηmih

H

mk

√
pτRmiQm

(∑
l∈Pk

√
pτhml + zp,mi

)
(34)
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=

M∑
m=1

√
ηmipτh

H

mkRmiQmhmk +
∑

l∈Pk ̸∈{k}

M∑
m=1

√
ηmipτ

× hH

mkRmiQmhml +

M∑
m=1

√
ηmih

H

mkRmiQmzp,mi, (35)

where (34) is derived by substituting the channel estimate
provided by (14), while (35) is obtained after extracting the
channel of UE k from the summation. When M,N →∞, the
asymptotic result is written after dividing each term by MN
as

1

MN

M∑
m=1

√
ηmipτh

H

mkRmiQmhmk

=
1

MN

M∑
m=1

√
ηmipτq

H

kΦ
H

wk
WmRmiQmWH

mΦwk
qk

=
1

N

√
τqH

kΦ
H

wk

( 1

M

M∑
m=1

√
ηmiWmRmiQmWH

m

)
Φwk

qk

P−−−−→
M→∞

√
pτ

× 1

N
qH

kΦ
H

wk

1

M

M∑
m=1

√
ηmiE{WmRmiQmWH

m}Φwk
qk

=
√
pτ

× 1

N
qH

kΦ
H

wk

1

M

M∑
m=1

√
ηmiβ̃mRRIS,k tr(RmiQmRAP,m)Φwk

qk

=
√
pτ

1

N
qH

kAqk, (36)

where A = tr(RmiQmRAP,m) 1
M

∑
i∈Pk

∑M
m=1

√
ηmiβ̃mΦH

wk

RRIS,kΦwk
we have used Tchebyshev’s theorem [52], while

the second and third terms tend to zero due to favorable
propagation conditions, and because the overall channel and
the noise are mutually independent. This result shows that,
for a fixed N , the channels become asymptotically orthogonal.
Thus, the small-scale fading and the additive noise cancel out.
The received signal becomes

1

MN
rk

P−−−−→
M→∞

√
pτ

1

N
qH

kAqk

P−−−−→
M→∞

√
pτ β̃k

1

N
tr(ARRIS,k), (37)

where the contribution of the STAR-RIS appears indirectly in
(37). However, the pilot contamination from UEs using the
same pilot sequence remains, which means that the system
cannot be benefited if we add more APs.

B. Finite Analysis

By taking advantage of the hardening channel capacity
bounding technique, the downlink ergodic spectral efficiency
in bps/Hz can be written as

SEk = (1− τ/τc) log2(1 + γk), (38)

where the pre-log fraction expresses the percentage of samples
per coherence block for downlink data transmission, and the

effective uplink signal-to-interference-plus-noise ratio (SINR)
γk is given by

γk =
Sk

Ik
, (39)

with

Sk = |DSk|2 (40)

Ik = E{|BUk|2}+
K∑

i=1,i̸=k

E{|UIik|2}+ 1. (41)

In (40), DSk is the desired signal, while, in (41), BUk is
the beamforming gain, and UIik is the multi-UE interference.
Specifically, we have

DSk=
√
ρdE

{ M∑
m=1

√
ηmkh

H

mkĥmk

}
, (42)

BUk=
√
ρd

( M∑
m=1

√
ηmkh

H

mkĥmk−E
{ M∑
m=1

√
ηmkh

H

mkĥmk

})
,

(43)

UIik=

M∑
m=1

√
ηmih

H

mkĥmi. (44)

Proposition 2 provides a closed-form representation of (39).
Proposition 2: For a given PB Φwk

and MR precoding being
used, the downlink achievable SINR of UE k in a STAR-RIS-
assisted CF mMIMO system is given by (39), where

Sk = ρd(

M∑
m=1

√
ηmk tr(Ψmk))

2, (45)

Ik = ρd

M∑
m=1

M∑
n=1,n̸=m

√
ηmk
√
ηnk(pτ)

2 tr(RAP,mRmkQm)

× tr(RAP,mQnRnk)
(
tr(Rmk) tr(Rnk) + tr(RmkRnk)

)
+ (pτ)2

∑
l∈Pk\k

tr(RAP,mRmkQm)tr(RAP,mQnRnk)tr
(
R̃mkR̃nl

)
− ρd

√
ηmk
√
ηnk tr(Ψmk) tr(Ψnk)

+ ρd

M∑
m=1

ηmk(pτ)
2 tr(RAP,mRmkQmRAP,mQmRmk)

×
(
tr
(
R̃2

mk

)
+

(
tr
(
R̃mk

))2)
+ (pτ)2

∑
l∈Pk\k

(
tr
(
R̃ml

)
× tr(RAP,mRmkQmRAP,mQmRmk) tr

(
R̃mk

))2

+ pτ tr
(
R2

mkQ
2
m

)
−ρd

M∑
m=1

ηmk tr
2(Ψmk)

+ pτ

K∑
i=1,i̸=k

( M∑
m=1

ηmi tr
(
RmiQ

2
mRmiRmk

)
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+ (pτ)2



tr(RAP,mRmiQmRAP,mQmRmi) tr
(
R̃ml

)
tr
(
R̃mk

)
+
∑M

m=1

∑M
n ̸=m

√
ηmiηni

∑
l∈Pi

tr(RAP,mRmiQm)

× tr(RAP,mQnRni) tr
(
R̃mkR̃nl

))
i ̸∈ Pk

tr(RAP,mRmiQmRAP,mQmRmi)

×
(
tr
(
R̃2

mk

)
+
(
tr
(
R̃mk

))2)
+
∑

l∈Pk\k tr(RAP,mRmiQmRAP,mQmRmi)

× tr
(
R̃ml

)
tr
(
R̃mk

)
+tr(RAP,mRmiQm) tr(RAP,mQnRni)

×
(
tr(Rmk) tr(Rnk) + tr(RmkRnk)

)
+
∑

l∈Pk\k tr(RAP,mRmiQm)

× tr(RAP,mQnRni) tr
(
R̃mkR̃nl

))
. i ̸∈ Pk\k

.

Proof: See Appendix D.
The achievable sum SE is obtained as

SE =
τc − τ

τc

K∑
k=1

log2 (1 + γk), (46)

where γk is given by Proposition 2.
Remark 2: According to Proposition 2, the downlink achiev-

able SINR is given in closed-form and depends only on
statistical CSI in terms of path losses and covariance matrices.
We have chosen to optimize the amplitudes and the phase
shifts of the STAR-RIS by minimizing the total NMSE as
mentioned in Section III. The optimization of the STAR-RIS
by maximizing the achievable sum SE is omitted due to limited
space but will be the topic of future work.

V. NUMERICAL RESULTS

In this section, we present the numerical results of the sum
SE in STAR-RIS-aided CF mMIMO systems, which include
analytical results and Monte-Carlo (MC) simulations with 103

independent channel realizations.
The setup assumes a geographic area of size 1.5 × 1.5

km2, where the locations of all nodes are given in terms
of (x, y) coordinates. In particular, we consider a STAR-RIS
with a UPA of N = 64 elements deployed on the wall of
a building. The STAR-RIS aids the communication between
M = 64 randomly located APs antennas with L = 4 each
that serve Kt = 4 indoor UEs and Kr = 3 outdoor UEs.
Specifically, the xy−coordinates of the APs are uniformly
distributed around (x0, y0) = (0, 0) , while the STAR-RIS is
located at (xR, yR) = (50, 10), all in meter units. Also, UEs in
r region are located on a straight line between (xR− 1

2d1, yR−
1
2d1) and (xR+ 1

2d1, yR−
1
2d1) with equal distances between

each two adjacent users, and d1 = 20 m in our simulations.
In a similar way, UEs in the t region are located between
(xR− 1

2d2, yR+
1
2d2) and (xR+

1
2d2, yR+

1
2d2) with d2 = 1 m.

We assume that the size of each RIS element is dH=dV=λ/4.
Distance-based path-loss is considered in our work, such that
the channel gain of a given link j is β̃j = Ad

−αj

j , where

A = dH× dV is the area of each reflecting element at the RIS,
dj is the distance of the corresponding link, and αj = 2.5 is the
path-loss exponent. Note that dH = dV = λ/4 unless otherwise
stated. The correlation matrices RBS and RRIS,m, RRIS,k are
computed according to [51] and [30], respectively. The carrier
frequency and the system bandwidth are 1.9 GHz and 20 MHz,
respectively. Each coherence interval consists of τc = 200
symbols, which correspond to a coherence bandwidth equal to
Bc = 200 KHz and a coherence time equal to Tc = 1 ms. We
consider τ = 5 orthonormal pilot sequences that are shared
by all UEs. We would like to mention that we consider equal
power allocation as commonly assumed in mMIMO systems.
Hence, we have assumed ηmk = (

∑K
k′=1 tr(Ψmk′))−1,∀m, k

from (32) Optimal power control such as max-min power
control will take place in a future work.

For the evaluation of the advantages of RIS-assisted CF
mMIMO systems, we consider the following scenarios for
comparison:

• A conventional RIS : This is a baseline scheme, which
consists of transmitting-only or reflecting-only elements,
each with Nt and Nr elements, such that Nt +Nr = N .
We denote it “cRIS”.

• We apply an ON/OFF scheme for channel estimation
based on [22], where the cascaded links are estimated
with one element turned on at transmission/reflection mode
sequentially. We denote it “ON/OFF scheme”.

• A random PB, where the phase shifts and the amplitudes
are chosen based on the Uniform distribution. “random
PB”.

• A conventional CF mMIMO without any surface. We
denote it “cCF mMIMO”.

• An active STAR-RIS as provided in [53].
Fig. (2) illustrates the total relative estimation error, i.e.,

the normalized mean square error (NMSE) with respect to
the uplink SNR for different PB matrices. We show that the
results decrease without bound. Moreover, it is shown that
the error goes with the ON/OFF scheme in [22] and the
scenario of equal phase shifts. In addition, we have provided
a comparison between the ES and the MS protocols, where
the former presents lower error while the gap increases with
increasing SNR. The reason for this observation is that at
low SNR, under our considered setup, it is more beneficial to
focus on the UEs in the reflection region as they are closer to
the APs. This is confirmed by the fact that, after running the
proposed algorithm, βr

n ≈ 1,∀n ∈ N . For high SNR, instead
of pouring all the power to the users in the reflection region,
some power can be directed to the users in the transmission
region to improve the total NMSE. Notably, MC simulations
verify the analytical results.

In Fig. 3, we illustrate the achievable data rate as a function
of the number of STAR-RIS elements N . It can be seen that an
increase in the number of surface elements brings a significant
performance to cRIS, which motivates the deployment of a
surface in CF mMIMO systems. However, the rate enhancement
is smaller in the case of random PB. Moreover, we show the
impact of spatial correlation at the STAR-RIS. It is shown that
the performance increases as the correlation decreases. Also,
the ES protocol exhibits a better performance than the MS
protocol since the latter is a special case of the ES protocol.
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Fig. 2: Total NMSE versus the SNR of a STAR-RIS assisted CF
mMIMO system with imperfect CSI (M = 64, L = 4, K = 4)
in the case of uncorrelated fading at the RIS (Analytical results
and MC simulations).

Specifically, the lines coincide for low N . Given that the ES
protocol is a full-dimension transmission and reflection scheme,
the gap between the ES and the MS protocols increases with
increasing N . Regarding cRIS, the comparison reveals that its
performance is lower since fewer degrees of freedom can be
taken into advantage. Notably, we have added a comparison
with active STAR-RIS [53], and have used it as a benchmark.
As expected, active STAR-RIS performs better, but at the cost
of higher energy consumption.

Fig. 3: Downlink achievable sum SE versus the number of RIS
elements antennas N of a STAR-RIS assisted MIMO system
with imperfect CSI (M = 64, L = 4, K = 4) for varying
conditions (Analytical results and MC simulations).

In Fig. 4, we depict the achievable rate versus the transmit
SNR. We show that even the choice of a simple MR precoder
can enhance the performance in STAR-RIS CF mMIMO
systems in the low SNR regime, but as SNR increases, cCF
mMIMO will perform better in terms of the rate in the case of
random PB. As SNR increases further CF mMIMO can perform
better even from the optimal STAR-RIS CF mMIMO system.
The reason is the additional multi-user interference coming

from the surface. This observation indicates that the RIS is
more beneficial in the low SNR regime. Also, we observe
that the ES protocol performs better than the MS protocol.
In particular, at low SNR, the performances of the ES and
MS protocols is nearly the same. In this region, it is more
advantageous to focus on UEs in the reflection region as they
are closer to the APs. This fact is confirmed by noticing that
after running the proposed algorithm, βr

n ≈ 1,∀n ∈ N . As
SNR increases, the increase in the sum SE is small, if we keep
focusing on the reflection region. At high SNR, the sum SE is
improved since some power can be directed to the UEs in the
transmission region.

Fig. 4: Downlink achievable sum SE versus the SNR of a
STAR-RIS assisted CF mMIMO system with imperfect CSI
(M = 64, N = 64, L = 4, K = 4) for varying conditions
(Analytical results).

Fig. 5 depicts the achievable rate versus the number of APs
M . As shown, the rate increases with M but saturates at a
large M because of the multi-user interference. The STAR-
RIS outperforms the cRIS because it exploits more degrees of
freedom due to the simultaneous transmission and reception.
Concerning the RIS correlation, a low correlation increases
the performance due to increased diversity gains among the
surface elements. Despite its higher complexity, the ES protocol
achieves better performance than the MS protocol. Under the
setting of no surface correlation, the performance is not good
because of the lower capability for optimization in terms of
only the amplitudes. Also, the scenario corresponding to the
ON/OFF scheme presents a higher achievable rate since our
case, based on statistical CSI, includes loss of information.
Moreover, the scenario with random PB performs better than
the case of no RIS correlation.

VI. CONCLUSION

In this paper, we studied the NMSE and the achievable
rate performance in the downlink of STAR-RIS-assisted CF
mMIMO systems in terms of statistical CSI. We accounted
for correlated Rayleigh fading and introduced a STAR-RIS
to provide additional channels to the UEs located on both
sides of the surface of a standard CF mMIMO system.
We have introduced an efficient channel estimation scheme
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Fig. 5: Downlink achievable sum SE versus the number of
BS antennas M of an STAR-RIS assisted MIMO system with
imperfect CSI (N = 64, L = 4, K = 4) under varying
conditions (Analytical results).

to overcome the high overhead obtained by estimating the
individual channels of the RIS elements. We have employed
MR beamforming to design the active beamforming in terms
of instantaneous CSI, while the analytical expressions are in
terms of statistical CSI. To this end, we have derived the closed-
form expressions of the received signal when the number of
APs and surface elements increases, and we have obtained the
downlink achievable rate while providing analytical insights.
Finally, we have illustrated the numerical results to demonstrate
the benefits of integrating a STAR-RIS into conventional CF
mMIMO systems. Our results have shed light on the impact
of spatial correlation and other fundamental parameters on a
CF network.

APPENDIX A
PROOF OF LEMMA 2

The computation of the expectation in (7) is straightforward
based on the property xHy = tr(yxH) for any vectors x, y. In
the case of the expectation in (8), it is written as

E{hH

mkAhmkh
H

nkBhnk}
= E{qH

kΦ
H

wk
WmAWH

mΦwk
qkq

H

kΦ
H

wk
WmBWH

mΦwk
qk},

(47)

where, in (47), we have substituted the cascaded channel. Note
that we have

WmAWH

m = E{β̃mR
1/2
RIS,mDmR

1/2
AP,mAR

1/2
AP,mDH

mR
1/2
RIS,m}

= β̃mR
1/2
RIS,m tr(RAP,mA)R

1/2
RIS,m

= β̃m tr(RAP,mA)RRIS,m, (48)

where, in (48), we have taken into account the property
E{VCVH} = tr(C)IM , which holds for any holds V ∈
CM×N with i.i.d entries of zero mean and unit variance, and
C being a deterministic square matrix with per-dimension size
of N . Similarly, we have

WnBWH

n = β̃nR
1/2
RIS,n tr(RAP,mB)R

1/2
RIS,n. (49)

By inserting (48) and (49) in (47), we result in

E{hH

mkAhmkh
H

nkBhnk} = β̃mβ̃n tr(RAP,mA) tr(RAP,mB)

× E{qH

kΦ
H

wk
RRIS,kΦwk

qkq
H

kΦ
H

wk
RRIS,kΦwk

qk}, (50)

= β̃mβ̃n tr(RAP,kA) tr(RAP,mB)E{|qH

kΦ
H

wk
RRIS,kΦwk

qk|2},
(51)

= β̃mβ̃n tr(RAP,kA) tr(RAP,mB)

× E{β̃2
k|cH

kR
1/2
RIS,kΦ

H

wk
RRIS,kΦwk

R
1/2
RIS,kck|

2}, (52)

= β̃mkβ̃nk tr(RAP,mA) tr(RAP,mB)

×
((
tr
(
RRIS,kΦ

H

wk
RRIS,kΦwk

))2
+ tr

(
RRIS,kΦ

H

wk
RRIS,kΦwk

RRIS,kΦ
H

wk
RRIS,kΦwk

))
,

(53)

= tr(RAP,mA) tr(RAP,mB)
(
tr
(
R̃mkR̃nk

)
+ tr

(
R̃mkR̃nk

))
,

(54)

where we have used (48) and (49) in (50). Moreover, we have
applied Lemma 1 in (53).

Next, (9) is obtained as

E{hH

mkAhmlh
H

nlBhnk}
= E{qH

kΦ
H

wk
WmAWH

mΦwk
qlq

H

lΦ
H

wl
WnBWH

nΦwk
qk}

(55)

= β̃mkβ̃nk tr(RAP,mA) tr(RAP,mB)

× E{qH

kΦ
H

wk
RRIS,mΦwl

qlq
H

lΦ
H

wl
RRIS,mΦwk

qk} (56)

= β̃mkβ̃nk tr(RAP,mA) tr(RAP,mB)

× tr
(
RRIS,mΦH

wk
RRIS,mΦwl

qlq
H

lΦ
H

wl
RRIS,mΦwk

)
= tr(RAP,mA) tr(RAP,mB) tr

(
R̃mkR̃nl

)
, (57)

where, in (61), we have used (48) and (49). The expectation
in (10) is written as

E{|hH

mkAhmk|2} = E{|qH

kΦ
H

wk
WmAWH

mΦwk
qk|2}

= E{qH

kΦ
H

wk
WmAWH

mΦwk
qkq

H

kΦ
H

wk
WmAHWH

mΦwk
qk}.
(58)

Since N is asymptotically large, WH
mΦwk

qkq
H

kΦ
H
wk

Wm in
(58) can be approximated by the law of large numbers as

WH

mΦwk
qkq

H

kΦ
H

wk
Wm

= β̃mR
1/2
AP,mDH

mR
1/2
RIS,mΦwk

qkq
H

kΦ
H

wk
R

1/2
RIS,mDmR

1/2
AP,m

≈ β̃mRAP,m tr
(
RRIS,mΦwk

qkq
H

kΦ
H

wk

)
. (59)

Thus, we insert (60) in (58), and we obtain (10) as

E{|hH

mkAhmk|2} = β̃m tr
(
RRIS,mΦwk

qkq
H

kΦ
H

wk

)
× E{qH

kΦ
H

wk
WmARAP,mAHWH

mΦwk
qk}

= β̃2
m tr(RAP,mARAP,mAH)

× E{qH

kΦ
H

wk
RRIS,mΦwk

qkq
H

kΦ
H

wk
RRIS,mΦwk

qk} (60)

= β̃2
m tr(RAP,mARAP,mAH)E{|qH

kΦ
H

wk
RRIS,mΦwk

qk|2}
= β̃2

mk tr(RAP,mARAP,mAH)

× E{|cH

kR
1/2
RIS,kΦ

H

wk
RRIS,kΦwk

R
1/2
RIS,kck|

2}
= β̃2

mk tr(RAP,mARAP,mAH)

×
(
tr
(
ΦH

wk
RRIS,kΦwk

RRIS,kΦ
H

wk
RRIS,k

)
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+ tr
(
ΦH

wk
RRIS,kΦ

H

wk
RRIS,k

))
(61)

= tr(RAP,mARAP,mAH)
(
tr
(
R̃2

mk

)
+
(
tr
(
R̃mk

))2)
, (62)

where we have used (48) in (60), and Lemma 1 in (61).
Finally, the expectation in (11) is written as

E{|hH

mkAhml|2} = E{|qH

kΦ
H

wk
WmAWH

mΦwl
ql|2}

= E{qH

kΦ
H

wk
WmAWH

mΦwl
qlq

H

lΦ
H

wl
WmAHWH

mΦwk
qk}

= β̃lE{qH

kΦ
H

wk
WmAWH

mΦwl
RRIS,kΦ

H

wl
WmAHWH

mΦwk
qk}

= β̃lβ̃kE{tr ( RRIS,kΦ
H

wk
WmAWH

mΦwl
RRIS,kΦ

H

wl

×WmAHWH

mΦwk
)}. (63)

Using the fact that N is asymptotically large,
WmAWH

mΦwl
RRIS,kΦ

H
wl
Wm can be approximated by

the law of large numbers as

WmAWH

mΦwl
RRIS,kΦ

H

wl
Wm

= β̃mR
1/2
AP,mDH

mR
1/2
RIS,kΦwl

RRIS,kΦ
H

wl
R

1/2
RIS,kDmR

1/2
AP,m

≈ β̃mRAP,m tr
(
Φwl

RRIS,kΦ
H

wl
RRIS,k

)
=

1

β̃l

RAP,m tr
(
R̃ml

)
. (64)

By substituting (64) in (63), we compute (11) as

E{|hH

mkAhml|2} ≈ β̃k tr
(
R̃ml

)
× E{tr

(
RRIS,kΦ

H

wk
WmARAP,mAHWH

mΦwk

)
}

= β̃mk tr
(
R̃ml

)
tr
(
RRIS,kΦ

H

wk
RRIS,kΦwk

)
tr(RAP,mARAP,mAH)

= tr
(
R̃mk

)
tr
(
R̃ml

)
tr(RAP,mARAP,mAH). (65)

APPENDIX B
PROOF OF LEMMA 3

We follow similar steps to [54]. In particular, the LMMSE
estimator of hmk is derived by minimizing tr

(
E
{
(ĥmk −

hmk)(ĥmk − hmk)
H
})

as

ĥmk = E{yp,mkh
H

mk}
(
E
{
yp,mky

H

p,mk

})−1
yp,mk. (66)

Given that the channel and the receiver noise are uncorrelated,
we obtain

E {yp,mkh
H

mk} = E {hmkh
H

mk}
=
√
pτRmk. (67)

The second term in (66) is written as

Qm = E
{
yp,mky

H

p,mk

}
= pτ

∑
l∈Pk

Rml + IM . (68)

The LMMSE estimate in (14) is derived by substituting (67)
and (68) into (66). Also, the covariance matrix of the estimated
channel is

E
{
ĥmkĥ

H

mk

}
= RmkQmRmk. (69)

APPENDIX C
PROOF OF PROPOSITION 1

First, we focus on the derivation of ∇θtNMSEmk(θ,β).
According to (17), we have

∇θtNMSEmk(θ,β)

=
tr(Ψmk)∇θt tr(Rmk)− tr(Rmk)∇θt tr(Ψmk)

tr2(Rmk)
. (70)

Based on Rmk and Ψmk, we observe that ∇θrNMSEmk = 0,
when UE k is in the reflection region, i.e., if wk = r. Hence,
we focus on finding ∇θtNMSEmk when wk = t. For this
reason, we write Rmk as

Rmk = β̃mk tr(RRIS,kΦtRRIS,kΦ
H

t )RAP,m

= β̃mk tr(AtΦ
H

t )RAP,m, (71)

where At = RRIS,kΦtRRIS,k. In the case wk = r, we define
Ar = RRIS,kΦrRRIS,k. Next, we focus on the differentials
d(Rmk) and d(Ψk) that are derived as follows. Regarding
d(Rmk), we have

d(Rmk) = β̃mkRAP tr
(
AH

td(Φt) +Atd
(
ΦH

t

))
= β̃mkRAP

((
diag

(
AH

tdiag(βt)
))T

d(θt)

+
(
diag

(
Atdiag(βt)

))T
d(θt∗)

)
, (72)

where (72) is obtained because Φt is diagonal. Based on (72),
we can conclude that for wk = t, we obtain

∇θt tr(Rmk) =
∂

∂θt∗ tr(Rmk)

= β̃mk tr(RAP)diag
(
Atdiag(βt)

)
(73)

for wk = t, which indeed proves (23). Similarly, we can easily
obtain ∇θr tr(Rmk) but we omit the details for brevity.

Regarding d(Ψmk), after application of [55, Eq. (3.35)], we
obtain

d(Ψmk) = pτd(RmkQkRmk)

= pτ(d(Rmk)QkRmk +Rmkd(Qk)Rmk +RmkQkd(Rmk)).
(74)

The next step includes the use of [55, eqn. (3.40)], which gives

d(Qk) = d
(
pτ

∑
l∈Pk

Rml + IM
)−1

= −
(
pτ

∑
l∈Pk

Rml + IM
)−1

d
(
pτ

∑
l∈Pk

Rml + IM
)

×
(
pτ

∑
l∈Pk

Rml + IM
)−1

= −pτ
∑
l∈Pk

Qkd(Rml)Qk. (75)

The combination of (74) and (75) results in

d(Ψmk) = d(Rmk)QkRmk−pτ
∑
l∈Pk

RmkQkd(Rml)QkRmk

+RmkQkdRmk. (76)

Thus, for wk = t, we obtain

∇θt tr(Ψmk) = νmkdiag
(
Atdiag(βt)

)
(77)

This article has been accepted for publication in IEEE Transactions on Vehicular Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVT.2023.3327768

© 2023 Crown Copyright. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
Authorized licensed use limited to: National Technical University of Athens (NTUA). Downloaded on November 30,2023 at 10:51:52 UTC from IEEE Xplore.  Restrictions apply. 



with

νmk= β̂mktr
((
QkRmk+RmkQk−pτ

∑
l∈Pk

QkR
2
mkQk

)
RAP

)
.

(78)
Similarly, we can easily obtain ∇θr tr(Ψmk).

For the derivation of ∇βiNMSEmk(θ,β), we have

∇βiNMSEmk(θ,β)

=
tr(Ψmk)∇βi tr(Rmk)− tr(Rmk)∇βi tr(Ψmk)

tr2(Rmk)
, i = t, r.

(79)

For ∇βi tr(Rmk), we can write

d(Rk) = β̂kRBS tr
(
AH

td(Φt) +Atd
(
ΦH

t

))
= β̂kRBS

(
diag

(
AH

tdiag(θt)
)T
d(βt)

+ diag
(
Atdiag(θt∗)

)T
d(βt)

)
= 2β̂kRBS Re

{
diag

(
AH

tdiag(θt)
}T
d(βt). (80a)

Hence, we have

∇βi tr(Rmk) = 2β̃mk tr(RAP)Re
{

diag
(
AH

idiag(θi)
}
.

(80b)

In a similar way, we obtain

∇θi tr(Ψmk) = 2νmkdiag
(
At Re

{
diag

(
AH

idiag(θi)
}
,

(80c)

which concludes the proof.

APPENDIX D
PROOF OF PROPOSITION 2

We start with the derivation of the desired signal part by
exploiting that the channel estimate and the channel estimation
error are uncorrelated. We have

DSk =
√
ρdE

{ M∑
m=1

√
ηmk(ĥmk + emk)

Hĥmk

}
(81)

=
√
ρd

M∑
m=1

√
ηmkE{ĥH

mkĥmk} (82)

=
√
ρd

M∑
m=1

√
ηmk tr(Ψmk), (83)

where (81) results by replacing the channel with the channel
estimate and the channel estimation error. Next, (82) takes into
account that the channel estimate and the error are uncorrelated.
In (45), we have used the property xHy = tr(yxH) for any
vectors x, y.

In the case of the beamforming uncertainty term in the
denominator of (39), we have

E{|BUk|2} = ρdE
{∣∣∣ M∑

m=1

gmk

∣∣∣2}
= ρd

M∑
m=1

M∑
n=1,n̸=m

E{gmkg
∗
nk}+ ρd

M∑
m=1

E{|gmk|2}

= I1 + I2, (84)

where gmk =
√
ηmkh

H

mkĥmk −
√
ηmkE

{
hH

mkĥmk

}
. Next, I1

can be written as

I1 = ρd

M∑
m=1

M∑
n=1,n̸=m

√
ηmk
√
ηnkE{hH

mkĥmkĥ
H

nkhnk}

− ρd
√
ηmk
√
ηnk tr(Ψmk) tr(Ψnk), (85)

where we have used the identities E{(X − E{X})}E{(Y −
E{Y })} = E{XY } − E{X}E{Y } and E{|X − E{X}|2} =
E{|X|2} − |E{X}|2. The first part of I1 is obtained as

E{hH

mkĥmkĥ
H

nkhnk}
= pτE{hH

mkRmkQmyp,mky
H

p,nkQnRnkhnk} (86)

= pτE{hH

mkRmkQm(
√
pτ

∑
l∈Pk

hml + zp,mk)

× (
√
pτ

∑
l∈Pk

hnl + zp,nk)
HQnRnkhnk} (87)

= (pτ)2E{hH

mkRmkQm

( ∑
l∈Pk

hml

)( ∑
l∈Pk

hnl

)H

QnRnkhnk}

(88)

= (pτ)2E{hH

mkRmkQm

( ∑
l∈Pk

hmlh
H

nl

)
QnRnkhnk} (89)

= (pτ)2E{hH

mkRmkQmhmkh
H

nkQnRnkhnk}
+ (pτ)2

∑
l∈Pk\k

E{hH

mkRmkQmhmkh
H

nkQnRnkhnk} (90)

= (pτ)2 tr(RAP,mRmkQm) tr(RAP,mQnRnk)

×
(
tr
(
R̃mk

)
tr
(
R̃nk

)
+ tr

(
R̃mkR̃nk

))
+ (pτ)2

∑
l∈Pk\k

tr(RAP,mRmkQm) tr(RAP,mQnRnk) tr
(
R̃mkR̃nl

)
,

(91)

where, in (91), we have used (8) and (9) from Lemma 2. By
inserting (91) into (85), we obtain I1.

Moreover, I2 can be rewritten as

I2 = ρd

M∑
m=1

ηmkE
{
|hH

mkĥmk|2
}
− ρd

M∑
m=1

ηmk|E
{
∥ĥmk∥2}|2

=ρd

M∑
m=1

ηmkE
{
|hH

mkĥmk|2
}
−ρd

M∑
m=1

ηmk tr
2(Ψmk), (92)

where we have applied the properties E{|X − E{X}|2} =
E{|X|2}− |E{X}|2 and E{|X+Y |2} = E{|X|2}+E{|Y |2}
in the case of zero-mean uncorrelated random variables. Now,
we focus on the first part of (92). We substitute (14), and we
obtain

E
{
|hH

mkĥmk|2
}
= pτE

{
|hH

mkRmkQmyp,mk|2
}

(93)

= pτE
{
|hH

mkRmkQm(
√
pτ

∑
l∈Pk

hml + zp,mk)|2
}

(94)

= pτE
{
|√pτhH

mkRmkQmhmk

+
√
pτhH

mkRmkQm

∑
l∈Pk\k

hml + hH

mkRmkQmzp,mk|2
}
(95)

= (pτ)2 tr(RAP,mRmkQmRAP,mQmRmk)
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×
(
tr
(
R̃2

mk

)
+
(
tr
(
R̃mk

))2)
+ (pτ)2

∑
l∈Pk\k

(
tr
(
R̃ml

)
tr(RAP,mRmkQmRAP,mQmRmk)

× tr
(
R̃mk

))2

}+ pτE{|hH

mkRmkQmzp,mk|2}, (96)

where, in (96), we have used (10) and (11) from Lemma 2.
Regarding the last term in (96), we have

E{|hH

mkRmkQmzp,mk|2}
= E{hH

mkRmkQmzp,mkz
H

p,mkQmRmkhmk}
= E{hH

mkRmkQmQmRmkhmk}
= tr

(
R2

mkQ
2
m

)
, (97)

where we have used (7) of Lemma 2. Hence, we substitute
(97) in (96), and we obtain

E
{
|hH

mkĥmk|2
}
= (pτ)2 tr(RAP,mRmkQmRAP,mQmRmk)

×
(
tr
(
R̃2

mk

)
+
(
tr
(
R̃mk

))2)
+ (pτ)2

∑
l∈Pk\k

| tr
(
R̃ml

)
× tr(RAP,mRmkQmRAP,mQmRmk) tr

(
R̃mk

)
|2

+ pτ tr
(
R2

mkQ
2
m

)
. (98)

By substituting (98) in (92), we obtain I2. Having obtained
I1 and I2, we result in E{|BUk|2}.

Regarding the interference term, we have

E{|UIik|2}=E{|
M∑

m=1

√
ηmih

H

mkĥmi|2}

= pτE{|
M∑

m=1

√
ηmih

H

mkRmiQm(
√
pτ

∑
l∈Pi

hml + zp,mi)|2}

= (pτ)2E{|
M∑

m=1

√
ηmih

H

mkRmiQm(
∑
l∈Pi

hml)|2

+ pτE{||
M∑

m=1

√
ηmih

H

mkRmiQmzp,mi)|2}

= (pτ)2E{|
M∑

m=1

√
ηmih

H

mkRmiQm(
∑
l∈Pi

hml)|2

+ pτ

M∑
m=1

ηmi tr(RmiQmQmRmiRmk)}, (99)

where

E{|
M∑

m=1

√
ηmih

H

mkRmiQm(
∑
l∈Pi

hml)|2

=

M∑
m=1

M∑
n=1

√
ηmiηni

× E{hH

mkRmiQm(
∑
l∈Pi

hml)(
∑
l∈Pi

hml)
HQnRnihnk}

=

M∑
m=1

M∑
n=1

√
ηmiηni

∑
l∈Pi

E{hH

mkRmiQmhmlh
H

nlQnRnihnk}

=

M∑
m=1

√
ηmiηni

∑
l∈Pi

E{hH

mkRmiQmhmlh
H

mlQnRnihnk}

+

M∑
m=1

M∑
n ̸=m

√
ηmiηni

∑
l∈Pi

E{hH

mkRmiQmhmlh
H

nlQnRnihnk}

= I3 + I4. (100)

Now, we select cases. If i ̸∈ Pk, then Pi ∩ Pk = ∅ or l ̸= k.
In this case, we have

I3 = E{|hH

mkRmiQmhml|2} (101)

= tr(RAP,mRmiQmRAP,mQmRmi) tr
(
R̃ml

)
tr
(
R̃mk

)
,

(102)

where we have used (11) of Lemma 2. Also, we have

I4 =

M∑
m=1

M∑
n ̸=m

√
ηmiηni

∑
l∈Pi

tr(RAP,mRmiQm)

× tr(RAP,mQnRni) tr
(
R̃mkR̃nl

)
, (103)

where we have used (9) of Lemma 2.
If i ̸∈ Pk\k, then Pi = Pk. In this case, we obtain∑

l∈Pi

I3 =
∑
l∈Pk

I3

= E{|hH

mkRmiQmhmk|2}+
∑

l∈Pk\k

E{|hH

mkRmiQmhml|2}

= tr(RAP,mRmiQmRAP,mQmRmi)
(
tr
(
R̃2

mk

)
+

(
tr
(
R̃mk

))2)
+

∑
l∈Pk\k

tr(RAP,mRmiQmRAP,mQmRmi) tr
(
R̃ml

)
tr
(
R̃mk

)
,

(104)

where we have used (10) and (11) of Lemma 2.
Also, we have∑

l∈Pi

I4 =
∑
l∈Pk

I4

= E{hH

mkRmiQmhmkh
H

nkQnRnihnk}
+

∑
l∈Pk\k

E{hH

mkRmiQmhmlh
H

nlQnRnih
H

nk}

= tr(RAP,mRmiQm) tr(RAP,mQnRni)

×
(
tr(Rmk) tr(Rnk) + tr(RmkRnk)

)
+

∑
l∈Pk\k

tr(RAP,mRmiQm) tr(RAP,mQnRni) tr
(
R̃mkR̃nl

)
,

(105)

where we have used (8) and (9) of Lemma 2. Substitution of
the corresponding I3 and I4 into (99) concludes the proof of
E{|UIik|2}.
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