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Abstract—This paper proposes a robust beamforming algorithm for massive multiple-input multiple-output (MIMO) low earth-orbit (LEO) satellite communications under uncertain channel conditions. Specifically, a risk-aware optimization problem is formulated to optimize the hybrid digital and analog precoding aiming at maximizing the energy efficiency of the LEO satellite while considering the required quality-of-service (QoS) by each ground user. The Conditional Value at Risk (CVaR) is used as a risk measure of the downlink data rate to capture the high dynamic and random channel variations due to satellite movement, achieving the required QoS under the worst-case scenario. A deep reinforcement learning (DRL) based framework is developed to solve the formulated stochastic problem over time slots. Considering the limited computation capabilities of the LEO satellite, the training process of the proposed learning algorithm is performed offline at a central terrestrial server. The trained models are then sent periodically to the LEO satellite through ground stations to provide online executions on the transmit precoding based on the current network state. Simulation results demonstrate the efficacy of the proposed approach in achieving the QoS requirements under uncertain wireless channel conditions.
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I. INTRODUCTION

Future wireless networks are expected to provide ubiquitous uninterrupted connectivity to everyone, everywhere, and everything with extremely high reliability, ultrahigh data rate, and low latency. However, deploying terrestrial base stations (BSs) with wired backhaul infrastructure in remote areas with sparse users is expensive and unprofitable. These limitations in terrestrial wireless systems drive the vision towards non-terrestrial networks (NTNs) as an enabler technology in next-generation wireless communications [1], [2]. In particular, NTNs can overcome several limitations in traditional terrestrial networks, such as coverage holes and the surge in throughput demands. In this regard, the 3rd generation partnership project (3GPP) Release 15 and Release 16 have included several fundamental challenges in how to design reliable precoding in terrestrial wireless systems. This work has been supported by the project TRANTOR, which has received funding from the European Union’s Horizon Europe research and innovation program under grant agreement No. 101081983. The working time of E. Lagunas has been supported by the Luxembourg National Research Fund (FNR) under the project SmartSpace (C21/IS/16193290).

NTNs technologies, Low earth orbit (LEO) satellite systems are a promising candidate to satisfy future wireless network requirements in terms of global coverage and ubiquitous connectivity. In particular, LEO satellites are typically deployed at 500–2000 km from Earth, allowing more focused beams and achieving faster communications and less signal attenuation than the conventional geostationary (GSO) satellite systems. Several LEO satellite constellations, including Starlink, Telesat, and OneWeb, have been launched recently to provide seamless and high-capacity wireless services.

Multiple terrestrial communication technologies have been developed in recent years to enhance wireless connectivity. Massive multiple-input multiple-output (MIMO) transmission is a promising 5G technology that can provide high-performance gains and enhanced coverage. Numerous studies on massive MIMO in terrestrial wireless networks have been recently conducted [5]. However, massive MIMO in satellite communication systems is still in the relatively early stages of research. In this work, we exploit massive MIMO technology for LEO satellite wireless communication systems by equipping the LEO satellite with large antenna arrays. In particular, most LEO satellite systems are envisaged to operate in the Ku and Ka bands, i.e., the mmWave band in the terrestrial networks. Such high frequencies allow reducing antenna size significantly, packing more antennas in a small space.

The massive MIMO technique can provide high spectral efficiency due to the availability of multiple degrees of freedom in the spatial domain, making it an optimistic approach for future satellite communication systems [6]–[9]. However, the performance of the massive MIMO depends on the availability of up-to-date channel state information (CSI), which is hard and even infeasible to obtain in LEO satellite systems [10]. In practice, the fast movement of LEO satellites relative to ground users causes outdated CSI estimations. Therefore, the inclusion of massive MIMO in LEO communication systems is a challenging research direction. More specifically, the fundamental challenge is how to design reliable precoding that can ensure link quality in uncertain and dynamic wireless environments with outdated CSI estimations.

The massive MIMO technique can provide high spectral efficiency due to the availability of multiple degrees of freedom in the spatial domain, making it an optimistic approach for future satellite communication systems [6]–[9]. However, the performance of the massive MIMO depends on the availability of up-to-date channel state information (CSI), which is hard and even infeasible to obtain in LEO satellite systems [10]. In practice, the fast movement of LEO satellites relative to ground users causes outdated CSI estimations. Therefore, the inclusion of massive MIMO in LEO communication systems is a challenging research direction. More specifically, the fundamental challenge is how to design reliable precoding that can ensure link quality in uncertain and dynamic wireless environments with outdated CSI estimations.
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The conventional digital precoding approach leads to high power consumption as many radio frequency chains are required due to the numerous antennas in the massive MIMO design. To reduce power consumption in massive MIMO, the hybrid precoding architecture has been proposed by leveraging the low-dimension digital precoding and analog precoding technology [12]. The hybrid precoding design in terrestrial networks has been well investigated in several recent studies [13]–[16]. For instance, the work in [13] studied the hybrid beamforming design in millimeter wave communication systems. The authors in [14] proposed a hybrid beamforming framework for massive MIMO wireless systems considering accurate channel state information estimation. Another study in [15] proposed a hybrid beamforming and user-beam selection approach in massive MIMO networks based on machine learning aiming at improving the system’s energy efficiency. The work in [16] studies the hybrid precoding in a mixed design of fully and partially connected architectures. Specifically, the authors proposed a sorted successive interference cancellation-based method for analog beamforming. Furthermore, a modified baseband block-diagonalization approach is proposed for digital beamforming to reduce information loss. In [17], the authors studied the hybrid beamforming in multi-user massive MIMO mmWave communication systems. The Zero-forcing (ZF) technique is used to design the transmit hyper-beamforming considering both fully and partially connected approaches. Another work in [18] proposed a two-stage hybrid analog-digital precoding approach for massive MIMO networks aiming to maximize energy efficiency and spectral efficiency.

Some recent works have studied the transmit design of massive MIMO LEO satellite communications [6]–[8], [19]–[21]. The work in [6] exploits statistical CSI for massive MIMO LEO satellite communications. Based on the statistical CSI, the authors developed a low-complexity uplink receiver and downlink precoder closed-form. In [8], the authors proposed different network architectures for distributed massive MIMO LEO satellite systems. A joint power and handover management approach was proposed to optimize the joint power allocation and handover. Furthermore, artificial intelligence technology was leveraged to solve the joint power allocation and handover optimization problem. The work in [9] analyzed the throughput of multi-user MIMO multibeam LEO satellite systems with four-color frequency reuse. A deterministic model was used for the spacecraft motion and channel state information generation. The study in [19] proposed a long short-term memory (LSTM) based approach to predict the CSI in massive MIMO LEO satellite systems by exploiting channel change correlation. Another work in [20] formulated an energy efficiency maximization problem to optimize the hybrid analog and digital precoding in massive LEO satellite communication systems. The authors used the iteratively weighted minimum mean-square error technique and the Dinkelbach approach to obtain the digital precoding, while an alternating optimization approach was used to calculate the hybrid precoders. In [21], the authors formulated an energy efficiency optimization problem to optimize the hybrid precoding, i.e., analog/digital, in massive MIMO LEO satellites. A closed-form tight upper-bound approach is applied to obtain an approximate data rate. The authors then proposed an algorithm to calculate the hybrid precoding considering fully and partially connected architecture scenarios.

The work in [22] focused on developing secrecy-energy efficient hybrid beamforming strategies for integrated satellite-terrestrial networks. The primary objective was the simultaneous formulation of hybrid beamforming at the BS and digital beamformers at the satellite, aiming to enhance secrecy-energy efficiency. Meanwhile, the study in [23] concentrated on elevating transmission security and lowering energy usage by optimizing system secrecy energy efficiency within the limits of a total transmit power budget. The authors introduced an alternating optimization approach to address the inherent non-convexity of the problem. In [24], the focus was on physical layer security within a satellite network that shares downlink spectral resources with a terrestrial cellular network. This study presented two beamforming techniques, namely hybrid zero-forcing and partial zero-forcing, to address the optimization challenge and ascertain the beamforming weight vectors. Additionally, the study evaluated the secrecy performance of the satellite network in two different scenarios, each based on varying assumptions about the eavesdroppers’ channel state information. The authors of [25] examined the application of Reconfigurable Intelligent Surfaces (RIS) in creating a flexible radio environment and enhancing the received signal power through intelligent coordination of the phase shifts of passive elements at the RIS. The paper revolved around collaborative design and optimization of beamforming in RIS-assisted satellite-terrestrial relay networks, addressing scenarios where the connections from the satellite and BS to users are obstructed.

Unlike the previous works, this paper proposes a risk-aware robust precoding approach for massive MIMO LEO communication systems that considers the random and dynamic behavior of wireless channels. Specifically, we formulate a stochastic optimization problem based on the Conditional Value at Risk (CVaR) to optimize the digital and analog precoding at the LEO satellite side. The formulated problem aims to improve the energy efficiency of the LEO satellite considering the required transmission reliability. In other words, the provided CVaR-based optimization problem can ensure achieving the required data rate by each ground user under the worst-case scenario of the wireless channels. To solve the formulated problem, we propose a practical online learning framework that considers the limited computation capability of the LEO satellite by providing an offline training process at a terrestrial cloud server. The central server broadcasts the trained models to the associated ground stations, which forward them to the LEO satellite to perform online decisions based on the current network states. To our knowledge, this work is the first to propose a risk-aware two-stage online learning framework based on the CVaR and DRL for massive MIMO LEO satellite communication. To sum up, the main contributions of this work are summarized as follows:

- We formulate a risk-aware stochastic optimization problem to obtain robust beamforming for massive MIMO LEO satellite communications under dynamic wireless
variations and outdated CSI estimations. The formulated
problem aims to maximize the energy efficiency of the
LEO satellite while meeting the transmission reliability
required by ground users. The CVaR is used as a
risk measure to ensure meeting the minimum data rate
requirements in the worst-case conditions of wireless
channels. Unlike the average-based formulation, CVaR
can quantify the potential loss in the tail of a distribution
of possible data rate returns.

- We design a two-stage learning framework based on the
DRL technique to obtain dynamic solutions over time
slots to the optimization problem according to the instan-
taneous network states. The proposed learning framework
composes of a training stage and an execution stage. The
training process is performed offline at a central terrestrial
server due to the limited processing capability of the
LEO satellite. The central server periodically transmits
the trained models to the LEO satellite through ground
stations located in different geographical areas. The LEO
satellite observes the current network information and
makes online decisions on the digital and analog precod-
ing matrices based on the received trained models. Then,
the LEO satellite sends the network information to the
ground server to improve learning accuracy further.

- We conduct extensive simulation and computation com-
plexity analysis to evaluate the performance of the pro-
posed scheme. The obtained results verify the ability of
the proposed algorithm to provide online decisions on
the digital and analog beamforming while ensuring the
required QoS by the ground users in the presence of
uncertain channel changes.

A. Structure of the Paper

The subsequent sections of this paper are structured as fol-
lows: Section II outlines the system model under consider-
ation and the formulation of the problem, focusing on the introduced
CVaR-based risk-aware methodology. Section III details the
proposed two-stage learning framework and presents the com-
putational complexity of the algorithm. Section V delves into
assessing the performance of the proposed methodology and
conducts comparative evaluations with analogous methods.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a LEO satellite serving a set \( \mathcal{K} = \{1, 2, \ldots, K\} \) of ground users over the Ka-band, as depicted
in Fig. 1. The LEO satellite connects with a central terrestrial
data server via ground gateway stations distributed in different
locations due to satellite movement. The satellite covers a
region of interest using a set of potential beams following the
scenarios in the 3GPP technical reports on solutions for NR
to support non-terrestrial networks [3]. Uniform planar arrays
(UPAs) of active digital antennas are installed at the satellite
and ground users, where the phase of each antenna element can be
digitally controlled [26]. Specifically, the LEO satellite is
equipped with a large-scale UPA composed of \( N_x^x \times N_y^y \)
antenna elements where \( N_x^x \) is the number of elements on
the x-axis, and \( N_y^y \) is the number of elements on the y-axis.

Table I: Summary of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEO</td>
<td>Low Earth-Orbit.</td>
</tr>
<tr>
<td>DRL</td>
<td>Deep Reinforcement Learning.</td>
</tr>
<tr>
<td>NTN</td>
<td>Non-Terrestrial Networks.</td>
</tr>
<tr>
<td>3GPP</td>
<td>3rd Generation Partnership Project.</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output.</td>
</tr>
<tr>
<td>UPA</td>
<td>Uniform Planar Array.</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information.</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality-of-Service.</td>
</tr>
<tr>
<td>GSO</td>
<td>Geostationary.</td>
</tr>
<tr>
<td>BS</td>
<td>Base Station.</td>
</tr>
<tr>
<td>VaR</td>
<td>Value-at-Risk.</td>
</tr>
<tr>
<td>CVaR</td>
<td>Conditional Value-at-Risk.</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Distribution Function.</td>
</tr>
<tr>
<td>PG-DRL</td>
<td>Policy Gradient DRL.</td>
</tr>
<tr>
<td>DNN</td>
<td>Deep Neural Network.</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero-Forcing.</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short-Term Memory.</td>
</tr>
</tbody>
</table>

Table II: Summary of Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{K} )</td>
<td>Set of ground users.</td>
</tr>
<tr>
<td>( N_x^x, N_y^y )</td>
<td>Number of antenna elements in x-axis and y-axis at the satellite, respectively.</td>
</tr>
<tr>
<td>( N_x^u, N_y^u )</td>
<td>Number of antenna elements in x'-axis and y'-axis at users side, respectively.</td>
</tr>
<tr>
<td>( H_k(t, f) )</td>
<td>Channel model between satellite and user ( k ) at time slot ( t ) over frequency ( f ).</td>
</tr>
<tr>
<td>( g_k(t) )</td>
<td>Channel gain between the satellite and user ( k ).</td>
</tr>
<tr>
<td>( y_k(t) )</td>
<td>Received signal at user ( k ) at time slot ( t ).</td>
</tr>
<tr>
<td>( \gamma_k(t) )</td>
<td>Data rate of user ( k ) at time slot ( t ).</td>
</tr>
<tr>
<td>( \eta(t) )</td>
<td>Energy efficiency of the LEO satellite.</td>
</tr>
<tr>
<td>( s(t) )</td>
<td>State set at time slot ( t ).</td>
</tr>
<tr>
<td>( a(t) )</td>
<td>Action set at time slot ( t ).</td>
</tr>
<tr>
<td>( Q(s, a) )</td>
<td>State-action function.</td>
</tr>
<tr>
<td>( \mu_{k,t} )</td>
<td>Array response vector of user ( k ).</td>
</tr>
<tr>
<td>( M )</td>
<td>Number of RF chains in the LEO satellite.</td>
</tr>
<tr>
<td>( x_k )</td>
<td>Transmit symbols to user ( k ).</td>
</tr>
<tr>
<td>( W )</td>
<td>Digital precoding matrix.</td>
</tr>
<tr>
<td>( V )</td>
<td>Analog precoding matrix.</td>
</tr>
<tr>
<td>( B )</td>
<td>Downlink bandwidth.</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Outdated CSI period.</td>
</tr>
<tr>
<td>( \nu_k^{\min} )</td>
<td>Minimum required data rate by user ( k ).</td>
</tr>
<tr>
<td>( P_{\max} )</td>
<td>Maximum transmit power by the satellite.</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Weighting parameter.</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>Discount factor.</td>
</tr>
<tr>
<td>( \pi )</td>
<td>Beamforming policy.</td>
</tr>
</tbody>
</table>

In the considered scenario, the x-axis is the direction of the
satellite movement, while the y-axis is the orthogonal direction
of the movement. A UPA consists of \( N_u^x \times N_u^y \)
onomidirectional elements is installed at each ground user in the
x'-axis and y'-axis. Table I and Table II summarize the
key abbreviations and notations used in this paper.

A. Communication Model

We adopt the multi-path channel model for the downlink
LEO communication system. Using the ray-tracing approach,
the downlink channel response \( \mathbf{H}_k(t, f) \) between the satellite
and the $k^{th}$ ground user at time $t$ and frequency $f$ can be defined as [6], [27]

$$H_k(t, f) = \sum_{l=0}^{L_k-1} g_{k,l}(t, f) \cdot \exp \{j2\pi [\nu_{k,l} - f \tau_{k,l}] \} \cdot \mu_{k,l},$$  

(1)

where $L_k$ denotes the number of propagation paths of the ground user $k$, and $g_{k,l}$ denotes the channel gain between user $k$ and the LEO satellite. $\nu_{k,l}$ and $\tau_{k,l}$ are the Doppler shift and the propagation delay, respectively. $\mu_{k,l}$ represents the array response vector associated with the $l^{th}$ path of the $k^{th}$ user which is expressed as follows:

$$\mu_k = \mu_k^x \otimes \mu_k^y = \mu_x(\phi_k^x) \otimes \mu_y(\phi_k^y),$$  

(2)

where $\mu_k^x$ and $\mu_k^y$ denote the response vector with angles measured from the $x$-axis and $y$-axis, respectively.

$$\mu_k^x = \frac{1}{\sqrt{N_x}} [1 \exp \{-j\pi \phi_k^x\} \cdots \exp \{-j\pi (N_x^y - 1) \phi_k^x\}]^T,$$

$$\mu_k^y = \frac{1}{\sqrt{N_y}} [1 \exp \{-j\pi \phi_k^y\} \cdots \exp \{-j\pi (N_y^y - 1) \phi_k^y\}]^T,$$

(3)

(4)

In the spatial domain, the wireless channel’s propagation characteristics hinge on the parameters $\phi_k^x$ and $\phi_k^y$, defined as $\phi_k^x = \sin \theta_k^x \cos \theta_k^y$ and $\phi_k^y = \cos \theta_k^x$, where $\theta_k^x$ and $\theta_k^y$ represent the angles relative to the $x$-axis and $y$-axis for the propagation paths of user $k$, respectively. It is important to note that, due to the significantly higher altitude of LEO satellites compared to the scatterers near the ground users, the propagation paths from the satellite to an individual user can be assumed to be parallel. This assumption allows for the simplification that all propagation paths for a given user have the same physical angles, i.e., $\theta_{k,l}^x = \theta_k^x$ and $\theta_{k,l}^y = \theta_k^y$ [6]. Additionally, LEO satellite systems predominantly operate under Line-of-Sight (LoS) conditions [28]. Therefore, the term $g_{k}(t, f)$ in this context can be modeled using a Rician fading distribution, characterized by the factor $\nu_k$ and power $E\{|g_{k}(t, f)|^2\}$. In this work, we consider the network dynamic, i.e., the movement of the LEO satellite. Therefore, the channel parameters in (1) will be updated over time. Additionally, we assume that an effective synchronization mechanism is in place. This is often achieved using synchronization signals or pilots transmitted by the satellite, allowing the ground users to estimate the time delay and frequency offset [29]. Note that the proposed DRL-based method is able to learn and build knowledge about the wireless channels without knowing the channel model by observing the rewards and finding solutions to the optimization problem.

In the considered network model, the transmitter of the LEO satellite employs the hybrid beamforming architecture with $M$ RF chains, such that $K \leq M \leq N$. Let the vector $x = [x_1, x_2, \ldots, x_K]^T \in \mathbb{C}^{K \times 1}$ be the transmit symbols. The vector $x$ is first precoded with a digital precoder and then processed by an analog precoder. Let $W \in \mathbb{C}^{M \times K}$ be the digital precoding matrix and $V \in \mathbb{C}^{N \times M}$ denote the analog precoding matrix. We consider that the analog precoder is designed with phase shifters that adjust the signal phase to the discrete set of values of the analog precoder $V$ satisfy

$$\mathcal{V} = \left\{ V \mid V_{n,m} = \exp \left\{ j \left( \frac{2\pi}{2^c} - \frac{n \pi}{2^c} \right) \right\} \right\},$$

$$\forall n, m, \ell = 0, 1, \ldots, 2^c - 1$$

(5)

Accordingly, the received signal at the ground user $k$ at time
slot $t$ can be modeled as
\[ y_k(t) = \mathbf{H}_k^H(t) \sum_{k \in \mathcal{K}} \mathbf{V}(t) \mathbf{w}_k(t) x_k(t) + \zeta_k(t) \]
\[ = \mathbf{H}_k^H(t) \mathbf{V}(t) \mathbf{w}_k(t) x_k(t) + \mathbf{H}_k^H(t) \sum_{k' \neq k} \mathbf{V} \mathbf{w}_{k'} x_{k'} + \zeta_k, \]
where $\zeta_k \sim \mathcal{CN}(0, \sigma^2)$ is the additive Gaussian white noise variable of the $k$th ground user with a zero mean and variance $\sigma^2$. In this paper, we opted for a fully connected architecture, resulting in a higher degree of freedom for beamforming, potentially improving system performance. While this architecture could be more power-intensive compared to the partially connected architectures approaches due to the presence of more phase shifters, it can be managed efficiently by optimizing the LEO satellite energy efficiency. Thus, the SINR of the $k$th user can be given by
\[ \text{SINR}_k(t) = \frac{|\mathbf{V}(t) \mathbf{w}_k^H(t) \mathbf{H}_k(t)|^2}{\sum_{k' \neq k} |\mathbf{V}(t) \mathbf{w}_{k'}^H(t) \mathbf{H}_k(t)|^2 + \sigma^2}, \]
and the obtained downlink data rate of the user $k$ is defined as $\gamma_k(t) = B \log (1 + \text{SINR}_k(t))$, where $B$ is the downlink bandwidth. Considering the outdated CSIs, the data rate at time slot $t$ is obtained based on the estimated channel $\mathbf{H}(t)$, which is, in practice, the experienced wireless channel at $t-\tau$, i.e., $\mathbf{H}(t-\tau)$, where $\tau$ is the outdated period. The estimated channel may no longer accurately reflect the current state of the wireless channel if the outdated period is long, impacting network performance. In the next section, we discuss how the proposed approach can reduce the impact of outdated CSIs by learning dependencies between the estimated channels over time.

B. Problem Formulation

The objective is to design a robust precoding technique considering the dynamic channel variations and energy consumption of the LEO satellite. To achieve that, we formulate an optimization problem that maximizes the energy efficiency of the LEO satellite while considering transmission reliability. In this work, we define transmission reliability in terms of the minimum data rate satisfaction of ground users. In particular, uncertainty in channel variations due to the dynamic nature of wireless systems exacerbates the obtained throughput by each user over time slots, impacting transmission reliability. In such a case, formulating an optimization problem based on the average quantity of data rate without considering the uncertainty of channel conditions over time may violate the minimum required data rate by each user over time slots. Thus, the LEO satellite needs to construct appropriate beamforming preferences for users with bad channel conditions. In other words, if some users are experiencing poor channel conditions, the satellite might have to "invest" more resources (beam direction and power) to maintain a good connection. To this end, in this work, we use the CVaR as a risk measure to capture the dynamic characteristics of wireless channels, as it efficiently characterizes risk on investments in modern portfolio theory [30]. In such a case, incorporating CVaR in the data rate constraint during beamforming optimization effectively characterizes the potential loss in data rate due to poor channel conditions, as CVaR captures the risk in the tail distribution of the data rate by defining the average potential loss that exceeds the Value-at-Risk (VaR), allowing the system to prepare for extreme conditions and enhancing transmission reliability. In general, the CVaR of a random variable $Z$ is defined as [31]
\[ \text{CVaR}_\alpha(Z) := \inf_{\delta \in \mathbb{R}} \left[ \delta + \frac{1}{1-\alpha} \mathbb{E} \left[ (Z - \delta)^+ \right] \right], \]
where $\alpha \in (0, 1)$. Thus, the data rate constraint of each ground user can be formulated based on the CVaR as follows
\[ \text{CVaR}_\alpha[\gamma_k(t)] \geq \gamma_k^{\min}, \quad \forall k \in \mathcal{K}, \]
where $\gamma_k^{\min}$ is the minimum required data rate by the ground use $k$.

Lemma 1. Constraint (9) can guarantee the minimum required data rate with a probability higher than $1 - \alpha$.

Proof. The $\alpha$-percentile (Value at Risk) of a random variable, i.e., the value for which the likelihood of a random variable is less than or equal to it is at least $\alpha$, is given by [31]:
\[ \text{VaR}_\alpha(Z) = \arg \inf_{\delta \in \mathbb{R}} \{ \text{Pr}(Z > \delta) \leq \alpha \}, \]
where $\text{Pr}(-)$ defines the probability. Thus, $\text{VaR}_\alpha[\gamma_k(t)]$ is equivalent to following probability constraint:
\[ \text{Pr}(|\gamma_k(t) - \gamma_k^{\min}| \geq 1 - \alpha). \]

Since the VaR of distribution of $\gamma$ is a minimizer of the right-hand side in (8), $\text{CVaR}_\alpha[\gamma_k(t)] \geq \text{VaR}_\alpha[\gamma_k(t)]$ always holds. Therefore, the constraint (9) defines an approximation of the chance constraint (11).

The energy efficiency of the LEO satellite at time slot $t$ is given by
\[ \eta(t) = \frac{\sum_{k \in \mathcal{K}} \gamma_k(t)}{\sum_{k \in \mathcal{K}} \|\mathbf{V} \mathbf{w}_k\|^2 + P_0}, \]
where the term $\sum_{k \in \mathcal{K}} \|\mathbf{V} \mathbf{w}_k\|^2$ is the total transmit power of the LEO satellite and $P_0$ is the power consumption of the circuit hardware. In general, the hardware power consumption of the LEO satellite transmitter can be approximated as [32]:
\[ P_0 = M \times N_s \times P_{\text{ps}} + M \times P_{\text{RFC}} + P_{\text{LO}} + P_{\text{BB}}, \]
where $P_{\text{ps}}$ denotes the power consumption of the phase shifter, while $P_{\text{LO}}$ and $P_{\text{BB}}$ indicate the power consumption of the local oscillator and the baseband digital precoder, respectively. The power utilized by each RF chain, represented as $P_{\text{RFC}}$, is calculated as $P_{\text{RFC}} = P_{\text{DAC}} + P_{\text{mixer}} + P_{\text{LPF}} + P_{\text{BBA}}$. Here, $P_{\text{DAC}}$ refers to the power consumption of the digital-to-analog converter, $P_{\text{mixer}}$ is the power consumed by the mixer, $P_{\text{LPF}}$ pertains to the low pass filter’s power consumption, and $P_{\text{BBA}}$ signifies the power used by the baseband amplifier.
Accordingly, we formulate the following stochastic optimization problem

\[
\max_{\mathbf{V}, \mathbf{W}} \frac{1}{T} \sum_{t=1}^{T} \eta(t) \quad (14a)
\]

subject to

\[
\text{CVaR}_{\rho} \left[ \gamma_k(t) \right] \geq \gamma_k^{\text{min}}, \quad \forall k \in \mathcal{K}, \quad (14b)
\]

\[
\sum_{k \in \mathcal{K}} ||\mathbf{V}_k||^2 \leq P_{\text{max}}, \quad (14c)
\]

\[
\mathbf{V}_{m,n} = \exp \left\{ j \left( \frac{2\pi}{2^c} t + \frac{\pi}{2^c} \right) \right\}, \quad \forall n \in \mathcal{N}, m \in \mathcal{M}, \quad (14d)
\]

where \( P_{\text{max}} \) represents the upper limit of the transmission power permissible for the LEO satellite. The objective of Problem (14) is to determine the optimal analog and digital precoding matrices, denoted as \( \mathbf{V}^* \) and \( \mathbf{W}^* \) respectively, in order to maximize the LEO satellite’s energy efficiency while maintaining the required transmission reliability. The constraint (14b) is set to achieve the data rate required by each ground user regardless of the channel variations. Constraints (14c) and (14d) define the feasibility regions of the optimization variables. We reformulate problem (14) by using the CVaR definition in (8) as follows

\[
\max_{\mathbf{V}, \mathbf{W}, \delta} \frac{1}{T} \sum_{t=1}^{T} \eta(t) \quad (15a)
\]

subject to

\[
\delta + \frac{\mathbb{E}[(\gamma_k(t) - \delta)^+]}{(1 - \alpha)} \leq \gamma_k^{\text{min}}, \quad \forall k \in \mathcal{K}, \quad (15b)
\]

\[
\sum_{k \in \mathcal{K}} ||\mathbf{V}_k||^2 \leq P_{\text{max}}, \quad (15c)
\]

\[
\mathbf{V}_{m,n} = \exp \left\{ j \left( \frac{2\pi}{2^c} t + \frac{\pi}{2^c} \right) \right\}, \quad \forall n \in \mathcal{N}, m \in \mathcal{M}. \quad (15d)
\]

The formulated risk-aware stochastic problem (15) is a mixed-integer and non-convex optimization problem making obtaining a closed-form solution using the classical optimization techniques infeasible. Therefore, we propose in the following section a dynamic online learning framework to solve the formulated problem.

III. PROPOSED LEARNING-BASED SOLUTION

The random time-varying nature of wireless channels in satellite networks increases the complexity of solving problem (15). In particular, the fast movement of LEO satellites may lead to outdated CSI estimations, making obtaining an optimal solution more challenging. Classical optimization methods are deterministic and mathematically rigorous and can provide a guaranteed optimal solution if the optimization problem is well-defined and convex. However, classical optimization methods can be computationally expensive and require knowledge of the exact network dynamics, which may not be available in the presence of outdated channel estimations. In contrast, DRL-based approaches are model-free and can learn directly from experience without the need for explicit knowledge of the system dynamics [33]. Specifically, DRL algorithms can update decision policies to reach optimal system performance through feedback based on previously performed actions, even without up-to-date information.

To this end, we propose a DRL-based approach that can learn and build knowledge about wireless channels by observing the rewards from the wireless environment and finding out solutions to (15). The proposed DRL-based approach can learn nonlinear dependencies between past and present channel values, i.e., dependencies between CSI estimations over time, and adapt to statistics channel changes. Precisely, the proposed algorithm uses the recent CSI estimations as an input to obtain the optimal beamforming instead of considering only the instantaneous CSI at each time step. In the following subsections, we first model the formulated optimization problem as a Markov process and present a sliding window-based mechanism to store the recent CSI estimations and incorporate them in the state space to reduce the impact of outdated channel estimations. Then, we propose a two-stage policy gradient-based learning algorithm to solve the problem.

A. Markov Process Model

The Markov model is characterized by state set \( \mathcal{S} \), action set \( \mathcal{A} \), and instantaneous reward \( R(t) \). The network state \( \mathcal{S} \) contains all possible network configurations, including channel information of all ground users. At a time slot \( t \), the agent observes the network state \( s(t) \) which belongs to the state space \( \mathcal{S} \), and selects an action \( a(t) \) from the action space \( \mathcal{A} \) based on the policy \( \pi(t) \), where \( \pi(t) \) is a function mapping from \( \mathcal{S} \) to \( \mathcal{A} \). In the proposed model, the four fundamental components: agents, states, actions, and reward, are characterized as follows:

**Agent:** The LEO satellite is regarded as an agent. The agent can get network states that include the information of all ground users within its coverage and acts as an action selection policy. Thus, the agent observes the states and then chooses an action from the action space. After that, the agent receives a reward from the environment and moves to the next state.

**Action Space:** The action space contains all possible values of the decision variables in (14). Therefore, we define the action space as \( \mathcal{A} = \{ \mathbf{V}, \mathbf{W} \} \). Specifically, the action set at time slot \( t \) contains the analog and digital beamforming matrices.

**State Space:** We consider the state space as tuples of the channel state of each ground user and the selected actions during the previous time slot \( t - 1 \). Furthermore, we consider the dependencies between past and present channel information to mitigate the impact of outdated CSI by incorporating historical channel measurements into the state representation. We use a fixed-sized buffer to store the most recent CSIs and update it at each time slot. At time step \( t \), the CSI buffer stores the latest received channel information and discards the oldest one in the buffer, creating a rolling window of the most recent CSIs and ensuring that the state set is always up-to-date with the latest available channel information. This sliding window mechanism provides a snapshot of the most recent states of
the channel, allowing the DRL algorithm to base its decisions on the most relevant data. Specifically, this approach enables the agent to learn dependencies between CSIs and provides more effective beamforming strategies that can adapt to the changing channel conditions in real-time.

Therefore, the state set at time slot $t$ can be defined as $s(t) = \{\hat{h}(t), V(t-1), W(t-1)\}$, where $\hat{h}(t) = \{h(t-\kappa), h(t-\kappa+1), \ldots, h(t-1), h(t)\}$, $\kappa$ is the size of the CSI buffer.

**Reward:** The reward function is a measure of the selected action at a given network state. The agent updates the policy $\pi$ towards an optimal one, i.e., the policy with higher rewards. To this end, the reward function must meet the objective of the optimization problem without violating its constraints. Our problem aims to improve the energy efficiency of the LEO satellite while keeping the QoS constraints of all ground users. Thus, we formulate a reward function as a tradeoff of two main parts, including the energy efficiency and the minimum data rate constraint, as follows

$$R(t) = \eta(t) + \beta(t) \left[ \delta + \frac{\mathbb{E}[(\gamma(t) - \delta)^+]}{(1 - \alpha)} - \gamma_k^{\min} \right]. \tag{16}$$

where $\beta(t)$ represents a weighting parameter that varies with time. Note that the values of $\beta(t)$ change across different time slots. This variation is to ensure fulfilling the minimum QoS requirements while simultaneously enhancing the energy efficiency of the system.

**B. Proposed Two-Stage Learning Architecture**

As depicted in Fig 2, the proposed framework consists of a training unit located at a central terrestrial server and an online execution unit installed at the LEO satellite. The training unit is designed as an Actor-Critic with evaluation and target networks to improve the training performance. At each training epoch, the training engine gets a mini-batch of training data from the experience pool. After convergence, the trained parameters of the actor unit are sent to the execution unit for beamforming executions. The LEO satellite feeds the network states as an input to the execution neural network and receives the output, which is the decision on the hybrid beamforming. The LEO satellite obtains the reward and forwards all information, including the reward, selected action,
and the network state, to the experience pool at the central data server through ground stations to use as training data for the next training epoch.

The $\epsilon$-greedy mechanism is used to balance the exploration and exploitation of action selection during the training process. In practice, the agent chooses random actions with $1 - \epsilon$ probability during training, which may lead to entering unpredictable system states. To avoid this, the digital-twins technology [34] can be leveraged to evaluate the selected actions during the training phase. Furthermore, pre-trained neural network models can be used by the execution unit at the initial stage to ensure providing real-time decisions. Then, the training unit will train new network models at each training epoch based on the collected data during the execution process over time, adapting to network dynamics and improving action selection accuracy. Note that during the training process and transmission through ground stations in each training epoch, the execution unit continues performing action selection based on the received model in the previous training epoch. Algorithms 1 and 2 illustrate step-by-step the training and execution processes, respectively.

### C. Policy Gradient DRL Algorithm

In the Policy Gradient DRL (PG-DRL) approach, the agent aims to obtain the optimal action selection policy $\pi$ that maximizes the long-term cumulative reward. In this paper, we consider a PG-DRL algorithm in the form of actor-critic networks and deploy it at the ground station for the training process while another actor network is located at the LEO satellite to perform online executions. The actor network performs the action selection process, while the purpose of the critic network is to evaluate the selected action based on the network observations and the obtained reward during the training process. We use the experience replay technology and target networks to accelerate training time and enhance the stabilization of the algorithm. The network observations, the selected action, and the obtained reward are stored in the replay memory at each time step. Then, the training unit samples data from the replay memory (mini-batch) at each training epoch to train both the actor network and critic network, improving the action selection accuracy.

#### 1) Critic Deep Neural Networks Design:
The critic network assesses the selected actions using the state-action function defined as [35]

$$Q^\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t R(t + \tau) \mid s(t) = s, a(t) = a \right],$$  \hfill (17)

where $\gamma^t$, which lies within the range (0, 1], serves as a discount factor. The critic network employs two Deep Neural Networks (DNNs), designated as the target and evaluation networks. The parameters of the critic evaluation and target networks are denoted by $\theta^c$ and $\theta^c_t$, respectively. The critic network acquires the parameter $\theta^c$ through the minimization of the state-action function loss, represented as $L(\theta^c)$, which is defined as follows:

$$L(\theta^c) = \mathbb{E} \left[ (Q(s(t), a(t)) - (R(t + \xi) + Q'(s, a)))^2 \right]$$  \hfill (18)

The loss function $Q'(\cdot)$ defines the target network state-action function. The loss function $L(\theta^c)$ is typically based on the Temporal Difference (TD) error [36]. The square of the difference between these two terms forms the TD error, which is the loss function for the critic network. Through the minimization of this loss, the training of the critic network converges towards a more precise approximation of the actual Q-value function. As a result, this leads to enhanced accuracy in the estimation of action-values, thereby enabling the DRL agent to make more effective decisions. The adjustment of the parameters $\theta^c$ is accomplished by employing the gradient of the loss function $L(\theta^c)$. The parameters of the target network are updated as

$$\theta^c_t = \zeta \theta^c + (1 - \zeta^c) \theta^c.$$  \hfill (19)

where $\zeta^c$ is typically set to a small value $\zeta^c \ll 1$, so the target network parameters change slowly over time [37].

#### 2) Actor Deep Neural Networks Design: As the objective of the actor network is to perform action selection for each network state with the aim of maximizing the cumulative reward, the parameters of the evaluation network at the actor are adjusted by maximizing the following

$$J(\theta^a) = \mathbb{E} \left[ Q(s, a) \mid a = \varphi(s) \right],$$  \hfill (20)

where $\varphi(\cdot)$ is the actor’s evaluation network function and $\theta^a$ is the parameters of the actor evaluation network. In particular, the function $\varphi(\cdot)$ represents the policy $\pi : s \mapsto a$. Using the gradient of (20), the parameter $\theta^a$ can be updated in the direction $\nabla_{\theta^a} J(\theta^a)$ as follows

$$\theta^a(t + 1) = \theta^a(t) + \rho_a \nabla_{\theta^a} J(\theta^a),$$  \hfill (21)

where $\rho_a$ is the learning rate. The parameters of the target network are updated as follows

$$\theta^a_t = \zeta^a \theta^a + (1 - \zeta^a) \theta^a,$$  \hfill (22)

where $\zeta^a \ll 1$. 

---

**Algorithm 2 : Online Execution Algorithm.**

1. Initialize the execution network parameters according to the received trained model from the training unit;
2. for each time step:
3. Observe the current network state $s(t)$;
4. Choose an action from the action space according to the policy $\pi$;
5. Execute the selected action and receive the reward $R(t)$;
6. Observe the new network state $s(t + 1)$;
7. Send the $a(t), s(t), R(t), s(t + 1)$ to the experience memory at the ground station;
8. if New trained model received
9. Update the execution network parameters;
10. end if
11. Start new time step;
12. end for
D. Complexity and Convergence Analysis

1) Computation Complexity Analysis: Let $L$, $Z_0$, and $Z_1$ denote the training layers, the size of the input layer and the number of neurons in the $l^{th}$ layer of the DNN, respectively. Thus, at each time step, the computational complexity of the agent is $O(Z_0Z_1 + \sum_{l=1}^{L-1} Z_lZ_{l+1})$. Let $\eta_{epi}$ be the number of episodes of each mini-batch with $T$ time steps in each episode. Thus, the total computation complexity of the DNN is $O(\eta_{epi}T(Z_0Z_1 + \sum_{l=1}^{L-1} Z_lZ_{l+1}))$. In particular, due to the high computation complexity, the training phase of the DNN is performed offline at the ground station.

The complexity of choosing an action $a \in A$ at the agent depends on the dimensions of the action and state spaces. Thus, the computation complexity can be defined as $O(|S|^2 \times |A|)$. Accordingly, the total complexity of the proposed DRL-based algorithm is $O(\eta_{epi}T(Z_0Z_1 + \sum_{l=1}^{L-1} Z_lZ_{l+1}) + |S|^2 \times |A|)$.

2) Convergence Analysis: We conclude the convergence of the proposed algorithm in the following proposition:

**Proposition 1.** The convergence of the proposed two-stage DRL-based algorithm depends on the gradient-based learning procedure at the training unit.

**Proof.** The proposed two-stage learning framework trains a DRL agent at the central ground server based on the policy gradient approach. At the LEO satellite, the DRL agent performs decisions according to the received network information using the trained parameters at the ground server. Thus, the convergence of the proposed algorithm depends on the convergence of the training of the gradient-based DRL at the training engine.

The convergence of gradient-based DRL can be proven by showing the convergence of the objective function in a mean-square sense using the stochastic approximation theory, which can be found in [38].

IV. PERFORMANCE EVALUATION

A. Simulation Settings

We provide simulation analysis in this section to evaluate the proposed approach. In the simulation environment, we consider a LEO satellite orbiting at 1300 km and operating at the Ka-band with a carrier frequency of 20 GHz. At the LEO satellite side, a UPA antenna is installed composed of $N^x_s$ antenna elements in the $x$-axis and $N^y_s$ antennas in the $y$-axis. Unless stated otherwise, the values of $N^x_s$ and $N^y_s$ are set as $N^x_s = N^y_s = 20$. Thus, the total number of antenna elements at the satellite is $N_s = N^x_s \times N^y_s = 400$. To consider the network dynamics, the ground users within the satellite coverage area are generated at each time slot following the Poisson process with a time-varying arrival rate $\lambda(t)$. We generate synthetic data for training by adjusting channel parameters over time slots. The Rician factor values are generated randomly within the interval $[0.1, 3]$ to capture the dynamic nature of the wireless environment. During training, the agent selects actions randomly from the action space or samples actions based on its policy. The $\epsilon$-greedy method is used to balance exploration and exploitation during action selection. The $\epsilon$ value is initialized to 0.99 at the beginning of the training process to encourage exploration. Then, the epsilon value is gradually decreased over time slots as the agent becomes more confident in its action decisions.

We use a DNN model with three hidden layers, where the first hidden layer contains 600 neurons, the second hidden layer consists of 300 neurons, and the third hidden layer has 250 neurons. The number of neurons in the input and output layers is set as the same as the number of network states and actions, respectively. The ReLU activation function is used in the hidden layers while the Softmax function is used as an activation function for the output layer to get the probability distribution of the actions and the sampled action. Fig. 3 demonstrates the used DNN architecture. Furthermore, the discount factor and learning rate are adjusted at 0.95 and 0.001, respectively. The size of the experience buffer memory and the size of each mini-batch are 2000 and 32, respectively. We generate synthetic data to simulate a massive MIMO LEO satellite communication system. Specifically, the data is generated using Python based on the provided channel models relevant to LEO satellite communication. We simulate different environmental conditions, including various distances between users and the LEO satellite and the number of users. The dataset was generated over 10000 time steps under various configurations to encapsulate a realistic and dynamic network environment. During each time step, the generated data was represented as a matrix. The dimensions of this matrix correspond to the number of users and the number of antennas at the LEO satellite. For each user and the corresponding antenna element, the dataset includes various state variables, including channel gain, transmit power, and phase shift values. The parameters for the LEO satellite operation, such as altitude, speed, and orbital inclination, were chosen based on typical values used in real-world LEO satellite systems [39]. While we start with initial channel estimations, our scheme continuously updates these estimations based on the system’s dynamic behavior. This represents a more realistic scenario in LEO satellite networks, where perfect CSI is typically not available due to the inherent dynamic nature of the system.

The effectiveness of the proposed algorithm is evaluated through comparative analysis with the following baseline methodologies:

1) Classical-Average: [32]: This approach focuses on maximizing energy efficiency while considering the minimum
average SINR (without using the CVaR). The proposed DRL-based algorithm is used to solve this problem.

2) Alternating-Optimization [20]: An alternative optimization-based algorithm is used to obtain the hybrid precoding in massive MIMO LEO satellite systems.

3) Random: Where analog and digital precoding are set randomly regardless of the channel state of the users.

B. Results Discussion

We first show the convergence of the energy efficiency during the training process in Fig. 4. During the training time steps, the critic and actor update the parameters of the target and evaluation networks to obtain the optimal selection policies and the corresponding state-action function, achieving higher and more stable reward values over time steps. We can notice that the obtained energy efficiency values improve over training steps and convergences to optimal values of around 2 Mbits/Joule. As shown in Fig. 4, the proposed algorithm converges within 10000 time steps. During each training epoch, the execution unit performs decisions based on the received neural network models in the previous training epoch, ensuring real-time executions.

Fig. 5 presents the cumulative distribution function (CDF) for the aggregate data rate experienced by all ground users over various time slots. The results indicate that our proposed method achieves a higher data rate compared to the Random baseline. As depicted in Fig. 5, the range of the sum data rate for our method fluctuates from 80 to 110 bps/Hz, averaging around 100 bps/Hz. In contrast, the sum data rate for the Random approach spans from 10 bps/Hz to 65 bps/Hz, with an average data rate of 45 Mbps/Hz. This is because the proposed algorithm adjusts the analog and digital precoding matrices over time to improve the channel quality of each ground user, while in the Random method, the beamforming is set randomly without considering the network data rate. In Fig. 6, we discuss the average per-user data rate to show the achieved data rate at each ground user. Specifically, we plot the average over-time data rate of 10 randomly chosen ground users. As demonstrated in Fig. 6, the proposed algorithm gives a better data rate as it ensures that the data rate of each user is higher than a minimum threshold. Furthermore, Fig. 6 shows that the Random method has a lower data rate than the proposed algorithm. In fact, the Random approach sets the beamforming randomly without considering the channel state, resulting in a poor data rate.

In Fig. 7, the performance of the proposed algorithm is evaluated in terms of the probability of violating the minimum data rate requirement ($\gamma_{\text{min}}$) across various time slots and settings of $\gamma_{\text{min}}$. Additionally, we benchmark the outcomes achieved by our approach against the Classic-Average and Alternating-Optimization baselines. This comparison is vital.
Figure 8: CDF of energy efficiency for a different number of RF chains.

to ascertain the efficacy of the proposed risk-aware strategy in enhancing the reliability of the system. The findings reveal that the highest violation probability for the proposed risk-aware method is 0.065, with an average probability of 0.05, observed when $\gamma_{\text{min}}$ is set to 2. However, the violation probability of the Classic-Average and Alternating-Optimization methods are 0.11 and 0.13, respectively. When setting $\gamma_{\text{min}} = 4$, the violation probability of the proposed mechanism is 0.12 on average and 0.135 at worst, while the QoS average violation probability of the Classic-Average and Alternating-Optimization baselines are 0.2 and 0.225, respectively. Finally, setting the minimum data rate threshold at 6 increases the violation probability of the proposed approach, Classic-Average, and Alternating-Optimization to 0.2, 0.31, and 0.35, respectively. We can conclude that the proposed risk-aware method enhances transmission reliability by reducing the QoS violation probability with a dynamic wireless environment over time. Specifically, the obtained results illustrate that the proposed risk-aware algorithm performs better than other baselines. In particular, the proposed CVaR-based approach considers the variance of the data rate over time slots in addition to the average data rate, improving transmission reliability.

Finally, we study the relation between energy efficiency and the number of RF chains in Fig. 8. Specifically, we plot the CDF of energy efficiency across configurations with 8, 16, and 24 RF chains. Notably, a reduced number of RF chains yields better energy efficiency. However, increasing the RF chains (higher phase shift resolution) leads to a noticeable deterioration in energy efficiency performance. Specifically, the obtained results show that we can achieve energy efficiency up to 2.4 when setting the number of the RF chains to 8. However, increasing the number of RF chains to 24 reduces energy efficiency to around 1.4. This is because the increase in the number of RF chains, i.e., increase in the phase shift resolution, results in a significant increase in power consumption while providing a small improvement in the data rate. This consequently leads to a drop in energy efficiency. Conversely, with fewer RF chains, the rate becomes the dominant factor influencing energy efficiency, leading to better energy efficiency.

V. Conclusion

This paper has discussed the precoding optimization in massive MIMO LEO satellite communication systems. A risk-sensitive stochastic optimization problem has been formulated to optimize the hybrid digital/analog beamforming aiming at maximizing the energy efficiency of the satellite while considering the QoS requirements of all ground users. The CVaR has been proposed as a risk measure to guarantee the required data rate by each ground user under uncertain channel variations. To solve the formulated problem, we have proposed a two-stage learning framework based on the PG-DRL technique, which can provide real-time decisions on digital and analog beamforming. The obtained results show the efficacy of the proposed approach in improving the energy efficiency of the system while keeping the QoS requirements under dynamic channel variations. The proposed algorithm can be extended beyond the scope of a single LEO satellite to a more realistic scenario of a constellation of LEO satellites. In such a scenario, a multi-agent DRL-based approach is a promising approach that allows each satellite to act as an individual agent, learning and evolving with its peers. Inter-Satellite Links (ISL) can be leveraged to provide a platform for cooperative learning among satellites.
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