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ABSTRACT Onboard satellite communication systems generate and manage coverage beams over the
Earth. Depending on data traffic requirements, the number of beams, side lobe levels, nulls, and EIRP, their
beamwidth must be efficiently generated and managed. Therefore, this paper describes an approach for beam
pattern synthesis applied to geostationary satellite communication systems. The beam pattern synthesis can
generate beams with a beamwidth variation from 0.45◦ to 1.5◦, which can be controlled independently for
the two principal cuts. In addition, other requirements have been considered, e.g., latitude, and longitude,
required EIRP, minimum and maximum side love levels for the two principal cuts, and nulling direction.
The output of the synthesizer is a weight matrix with beamforming coefficients of the required beam. The
direct radiating array in this contribution utilizes an open-ended waveguide antenna as unit cell elements
with a period of 0.875λ0 designed to work in left-hand circular polarization in the frequency band from
17.7 to 20.1 GHz. Since this design is intended for high-data rates applications, the minimum beamwidth
requirements are very narrow. Therefore, 36×36 sub-arrays of 4×4 unit cells with a period of 3.5λ are
considered to accomplish the beamwidth requirements while maintaining reduced computational and time
resources for the weight matrix calculation compared to the conventional counterpart of 144×144 unit cells.
The results show that the algorithm, which uses the surrogate optimizer, can compute the weight matrix and
synthesize the beam with a slight deviation from the input data.

INDEX TERMS Antennas, beamforming, direct radiating array, satellite communications

I. INTRODUCTION

SATELLITE Communications is one of the most essential
and robust communication services that allow connect-

ing multiple users, with a line of sight towards the sky, to dif-
ferent internet services. Compared to other communications
systems, satellite communications have some critical advan-
tages, e.g., connection in remote areas, emergency services,
Internet of things (IoT) for on-ground sensors, and secure
communications, to mention the most relevant.

However, since the increasingly high data rates for differ-
ent internet applications like video streaming, gaming, and
telemedicine, new techniques that allow high data rates are a
trending research topic [1]. One of the most straightforward
but compelling techniques that enable controlling the data
rate for users in a specific area is increasing or decreasing the
effective isotropic radiated power (EIRP) for a beam, which
implies having higher gain antennas. This has led to advances
in antenna on-board technology design, manufacturing, and
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control; e.g., magnified phase arrays [2], [3], Direct Radiating
Arrays (DRA) [4], and inflatable array antennas [5].
On the other hand, rather than having high-gain antennas
with a single beam per feed to cover a determined area
with a maximum data rate, nowadays, applications and user
requirements have different paradigms where the users are
distributed in different locations, with different data rates
depending on the day and schedule. Therefore, to amend the
previous, beamforming is an essential part of the onboard
satellite antenna design, giving control over the beam’s po-
sition, directivity, power delivered per element, interference
control, side lobe levels (SLLs) inside and outside the field
of view (FoV), and nulling. Significant advances in beam
pattern synthesis over the last 30 years have been made
in satellite communication systems. These advances can be
classified into two groups. The first group uses deterministic
approaches for the beam pattern synthesis, where a mathe-
matical formulation makes the synthesis of the beam, while
the second uses optimization or hybrid approaches, combin-
ing the deterministic with an optimization tool. Both groups
can be subdivided according to the amplitude control over
the antenna elements in non-isophoric and isophoric arrays.
Isophoric arrays have fixed amplitude in regular and non-
regular array elements meaning that the solid-state power
amplifiers work at their maximum efficiency while non-
isophoric use variable amplitude for each antenna element
[6].
Coming back to the first classification group and employing
non-isophoric regular arrays, authors have proposed Fourier
series [7], amplitude weights [8]–[12], polynomial repre-
sentation [13], and Discrete Fourier Transform (DFT) [14]
for beam synthesis. Moreover, combined deterministic ap-
proaches for uniform amplitude sparse arrays have been
presented in [15].

On the other hand, in the second classification group,
plenty of research has been done for non-deterministic array
synthesis. For the subdivision of isophoric arrays, authors
have synthesized beams using genetic algorithm (GA) for
thinned arrays [16] and sparse arrays [17]–[20], particle
swarm for sparse arrays [21], and mayfly also for sparse
arrays [22]. Meanwhile, for the non-isophoric arrays, authors
have used genetic algorithms for regular arrays [23], sparse
arrays [24], and thinned arrays [25]. In beam synthesis for
satellite communication, the first classification has a sig-
nificant advantage: the reduced time required to produce
the required beam. Nevertheless, it is complicated to find a
deterministic approach if a beam simultaneously has SLL,
beamwidth, nulling, and EIRP constraints. Furthermore, the
previous becomes even more complicated when the array
uses high-gain sub-arrays associated with it during beam
steering. In the state of art, authors have addressed different
DRA beam syntheses for satellite communications scenarios.
However, they have yet to employ a hybrid approach that con-
siders a DRA with sub-arrays to produce a beam synthesized
with the following input data: SLL and beamwidth in both
principal cuts, EIRP, scanning angle, and nulling.

Therefore, this paper presents the following contributions
to DRA antenna beam synthesis. First, we consider the ef-
fects of using sub-arrays in a beam pattern synthesis and how
to compensate for the induced scanning losses, which are
much higher than in the not-subarray case. For this purpose,
we select a Geostationary Orbit (GEO) study case due to
the high antenna gain needed and the convenience of using
sub-arrays. Second, we thoroughly present an algorithm that
allows synthesizing a radiation pattern considering as input
data the beamwidth in two cuts (θ−3dBAz , θ−3dBEl

), side lobe
levels in two cuts (SLLAz, SLLEl), effective isotropic radi-
ated power (EIRP), scanning direction (Λ,Φ), and nulling
in a certain direction (θNull). A comprehensive block diagram
of the inputs and outputs of the presented contribution is pre-
sented in Figure 1. An interesting approach of this algorithm
is combining the tapering approach and deactivating antenna
elements to control the desired beamwidth efficiently. Fi-
nally, we also present the entire design of a circular polarized
open-ended waveguide radiating element from scratch and its
integration in the beam pattern synthesis.

This paper is organized as follows. Section II describes the
design of the circular polarized radiating element and its co-
and cross-polarized radiation pattern, reflection coefficient,
and axial ratio simulation results. Section III details the array
dimensioning to cover a specific area and the advantages and
drawbacks of using sub-array elements as the unit cell of a
DRA. Next, a detailed description used for controlling the
beamwidth, side lobe levels, and nulling is presented in Sec-
tion IV. The algorithm and simulation results are described in
Section V and Section VI, respectively. The multi-beam sce-
nario is introduced, and an approach is presented in Section
VII. Finally, Section VIII presents a set of conclusions and
future work derived from this research.

II. ANTENNA DESIGN
In the literature, multiple options exist when selecting an
antenna for satellite communications. The antenna type goes
in hand with the satellite type, available power, application,
frequency, polarization, and expected gain. For instance, and
not considering typical solutions like conventional reflector
antennas, authors propose using patch antennas [26]–[29],
reflect array antennas [30], and a combination of both ap-
proaches [31]. Other systems consider an improvement in
terms of multibeam management by using magnified phase
arrays [32]. Nevertheless, nowadays, satellite applications
require a high number of beams and directivity with antennas
that provide high efficiency; therefore, authors have proposed
using horn antennas as radiating elements [33], or open-
ended waveguide [34], [35] in a DRA configuration. Hence
for this contribution, we select an open-ended waveguide
that allows high efficiency and low inter-element separation.
The antenna requirements for this contribution were set to
an operational band from 17.7 to 20.1 GHz and Left-hand
Circular Polarization (LHCP). Following, we will describe
the design of the unit cell antenna.
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FIGURE 1: Block diagram of the proposed algorithm.

A. TRANSITION AND GROOVE - POLARIZER
Most antennas are fed using a coaxial to rectangular waveg-
uide transition, which gives us an inherently linear polar-
ization (LP). Therefore, a polarization conversion has to be
applied to obtain a circular polarization (CP). In our case, and
to make our design as realistic as possible, we have designed
a rectangular to circular transition and then applied a double-
grooved LP-CP mode converter to finally be connected to the
antenna, as illustrated in Figure 2.
The rectangular-to-circular waveguide transition will trans-

FIGURE 2: Proposed antenna that includes the open-ended
waveguide, groove polarizer, and rectangular to circular
waveguide transition.

form the rectangular modes into cylindrical modes by gradu-
ally changing the shape of the waveguide from rectangular to
circular. The next sections comprise a double grooved mode
converter that receives a linear polarized E-Field and gen-
erates a 90◦ phase shifting between two orthogonal modes
by placing the grooves at +/- 45◦ offset from the diagonal
alignment [36].

B. OPEN-ENDED WAVEGUIDE
The final component of this chain comprises the circular
open-ended waveguide (COEW), one of the most straight-
forward and power-efficient radiating elements. One of the

essential features of the COEW is the ability to give us a sym-
metric beam pattern and allow us to place multiple radiating
elements close to each other when working with DRA. Of
course, these antennas have some drawbacks, which include
the generation of grating lobes in an array configuration,
high manufacturing costs, and high profile. Nevertheless,
this solution is still worth the drawbacks in terms of power
efficiency when working for in-orbit satellite applications.
Figure 3 show the dimensions of the optimized antenna, in-
cluding a rectangular to circular waveguide, double-grooved
LP-CP, and an open-ended waveguide.

The antenna was simulated with CST microwave studio
using the time domain solver, carefully considering the mesh-
ing in the grooves. In addition, we have validated the results
by comparing them with another electromagnetic simulator
software called high-frequency structure simulator (HFSS).
The reflection coefficient, axial ratio, and radiation pattern of
the designed antenna are presented in Figure 4. The results
show that the antenna maintains an axial ratio below -3 dB
and a reflection coefficient below -10 dB in the entire desired
bandwidth. Moreover, the radiation pattern obtained has low
cross-polarization levels, shown in the RHCP pattern.

Furthermore, the mutual coupling was also analyzed con-
sidering two radiating elements placed next to each other at
the designed period. The results presented in Figure 5, shows
that the coupling between radiating elements is less than -30
dB in the bandwidth of interest.

III. ANTENNA ARRAY DIMENSIONING
The number of DRA elements is tightly related to the re-
quired gain, which, in turn, depends on the beam’s solid
angle, the satellite’s altitude, position, and coverage area.
In this study, we will consider a minimum coverage area
of 200000 km2, and the satellite is located in the geosta-
tionary orbit with an orbital position of 13◦ E. Then, the
beamwidth required is 0.45◦, which will determine the total
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(a)

(b)

(c)

FIGURE 3: Designed antenna dimensions. a) Lateral view.
b) Front view. c) Lateral, rotated 45◦ view.

number of radiating elements in the DRA. Then, considering
that the array is symmetric and rectangular, the number of
radiating elements in one dimension to provide the required
beamwidth is calculated by (1)

N =
asinc( 1√

2
)λ0

η θ−3dB2d
(1)

where d is the inter-element spacing, λ0 is the operating
wavelength, θ−3dB is the beamwidth and η is the antenna
efficiency. For this study case, we will consider an inter-
element separation of 7/8λ0 to have a mutual coupling below
-30 dB for a central frequency f0 = 19 GHz. To estimate the
efficiency of this array, one approach would be to use full-
wave simulations, but this can be computationally intensive
and resource-consuming. Alternatively, we can estimate the
array efficiency by considering the efficiency of each unit
cell. In this case, the simulated efficiency of the unit cell
was found to be approximately 97% in the frequency band
of interest. However, to account for other potential factors
that could impact the overall efficiency of the array, it is
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FIGURE 4: Designed antenna simulation results. a) Reflec-
tion coefficient and axial ratio. b) LHCP and RHCP realized
gain.

recommended to use a conservative estimate of 90% for
future calculations. Finally, and using the previous values, the
number of elements for the proposed DRA is 144× 144.
The large number of required elements in our design would
make practical implementation prohibitively expensive, sig-
nificantly increase power requirements, and necessitate a
larger physical footprint. One way to reduce the total number
of elements and keep a high gain and beamwidth characteris-
tics is using sub-arrays. In our case, we can highly reduce
the total number of RF chains, to 36×36, by using 4×4
elements sub-arrays. Therefore, considering the new unit cell
dimension, the new inter-element space in the array is 3.5λ0.
If we simulate both scenarios, with and without sub-arrays,
we can find some interesting results that should be considered
in beamforming optimization. First, the normalized radiation
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FIGURE 5: Calculated Mutual coupling considering two
radiating elements presented in Figure 3, separated 7/8λ.

pattern with a scanning angle (0◦, 0◦) is illustrated in Figure
6. In this simulation, we can see that the main beam, in both
scenarios, is quite similar, with a slight reduction in the sub-
array case due to the grating lobes generated by the new
period of the array unit cell.

FIGURE 6: Normalized radiation pattern of an array of
144×144 unit cells and an array of 36×36 sub-arrays. Only
8×8 out of 144×144 elements are represented for the array
scenario (left), and 2×2 out of 36×36 elements are repre-
sented for the sub-array scenario (right).

Second, lets us consider the scenario where the scanning
angle is (0◦, 8◦) illustrated in Figure 7. We can see two
differences in the radiation pattern results: reduced gain and
marked grating lobes in the sub-array case. Considering the
first effect, we must address this reduction when working
with the EIRP values since it depends on the antenna gain.
The second, for our application, grating lobes will not affect
the illumination over the earth since it is outside the field of
view, validating the correct dimensioning of the DRA.
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FIGURE 7: Normalized radiation pattern of an array of
144×144 unit cells and an array of 36×36 sub-arrays scan-
ning to an angle (0◦, 8◦). The normalization uses the refer-
ence of the open-ended waveguide case.

IV. BEAMWIDTH, SLL, NULLING, AND EIRP CONTROL
Next, a short description of the main parameters we want
to control in the optimization process is presented. It is
worth mentioning that the progressive phase shift and nulling
are not directly optimized parameters since their calculation
is straightforward. Still, they must be considered essential
elements since the scanning losses, and a null will modify
the EIRP and SLL, respectively.

A. SCANNING ANGLES
Steering a beam is a straightforward process that involves
modifying the complex component of the weight matrix. One
of the most used approaches to beam steering is generating a
progressive phase shift in each DRA element. Other options
use an N-point FFT [37], [38] or codebook-based beam-
forming [39]; both are used for fixed multi-beam scenarios.
For instance, if we need to place the main beam in the
position corresponding to latitude 40.41◦, longitude 3.70◦

and the satellite is located at 13◦E, applying the coordinate
transformation from latitude and longitude to azimuth and
elevation, the antenna needs to point to an azimuth -1.8◦ and
elevation 5.3◦, as illustrated in Figure 8a. Then if we use the
incremental phase shift formula (2)

Θmn = k(mdx sin(θ0) cos(ϕ0)+ndy sin(θ0) sin(ϕ0)), (2)

where k is the wave number, m and n are the positions of
the elements in the x and y-axis, respectively, dx and dy are
the corresponding periods, and θ0 and ϕ0 are the scanning
angles; we can calculate incremental phase shift to steer the
main beam, which is 0.6908◦ and 2.0313◦ in the x- and y-
axis, respectively. The designed beam can be easily projected
over the earth by doing the same coordinate transformation
starting from the azimuth - elevation coordinates, Figure 8a,
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changing it to U-V coordinates, Figure 8b, and, finally, to
latitude and longitude, Figure 8c.

B. BEAMWIDTH AND SLL CONTROL
Different techniques control the beamwidth and SLL of the
main beam. Tapering controls the SLL by modifying the
amplitude weight of each element, and usually, it is a function
of the position of the unit cell and decreases with length. In
our case, we will control both using a Chebyshev amplitude
tapering due to its high narrowing of the beam character-
istics compared to other tapering options. Chebyshev am-
plitude tapering uses Chebyshev’s polynomials to calculate
the amplitude weight of the DRA; detailed information on
Chebyshev’s amplitude tapering can be found in [40]. An
example of a Chebyshev taper with a reduction of SLL to
60 dB and their effects over the previously analyzed DRA
radiation pattern is illustrated in Figure 9.

Analyzing Figure 9, we can see that as we increase
the desired SLL, the antenna’s gain decreases, and the
beamwidth increases. Therefore, tapering allows for control-
ling beamwidth and SLL levels in azimuth and elevation of
the radiation pattern. Finally, addressing an exact beamwidth
involves an optimization process, especially if we deactivate
entire rows and columns at the edges to easily and efficiently
address the desired beamwidth and the EIRP when compen-
sating for losses in a beam scanning scenario. This process
will be explained in the next section.

C. NULLING CONTROL
Placing one or multiple nulls can be controlled easily by
modifying the antenna progressive phase shift by generating
a null beam in the desired direction and subtracting it from
the original radiation pattern. This concept in a mathematical
expression can be written as

WT = Wθ0ϕ0
−Wnull

(
W ′

nullWθ0ϕ0

W ′
nullWnull

)
, (3)

where Wθ0ϕ0 is the weight matrix with the progressive phase
shift to the steering direction and Wnull is the weight matrix
with the progressive phase shift towards the desired nulling
angle. To picture this concept, let us consider the previous
case where the antenna needs to point at the broadside and
place a null at (0◦, 5◦). The result of applying (3) to obtain
the final weight matrix is illustrated in Figure 10.

D. EIRP CONTROL
The EIRP control of the DRA is a function of the beamwidth,
scanning angle, and the power radiated by each antenna
element. Considering the beamwidth, as explained before, it
can be optimized by the SLL control if a tapering function
is applied or by variating the number of active rows and
columns. Furthermore, in a beam scanning scenario that uses
subarrays as radiating elements, the main beam will follow
the contour of the unit cell element pattern, in our case, the
radiation pattern of a 4 × 4 elements sub-array. This will

(a)

(b)

(c)

FIGURE 8: Main beam radiation pattern at -3 dB of a DRA
of 36×36 elements presented in Figure 7, at different coor-
dinate systems. a) Azimuth - Elevation. b) U-V. c) Latitude -
Longitude.

6 VOLUME 4, 2016



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

FIGURE 9: Tapered and un-tapered radiation pattern of a
32×32 sub-array elements radiating at broadside.
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FIGURE 10: Normalized radiation pattern of an array of
36×36 sub-arrays with a null at (0◦, 5◦). The graphic also
includes the step-by-step generation of the null.

induce an important reduction in the main beam directivity
when the scanning angle differs from the broadside. For in-
stance, let us consider the example presented in Figure 7. The
array is scanning at (0◦, 8◦), giving scanning losses around
2.4 dB compared to the non-subarray case. If we desired an
EIRP equal to the case (0◦, 0◦), the losses associated with
these scanning angles must be compensated by dynamically
increasing the power per element.
On the other hand, there is another scenario where the re-
quired beamwidth is very narrow, leading to a higher gain
resulting in a bigger EIRP than the desired. In this case,
the algorithm will reduce the power per element to address
the required EIRP. It is worth mentioning that the proposed
algorithm not just compensates for the scanning losses by
increasing the power per element, but it also compensates it
based on the active antenna elements, which are associated

with the desired beamwidth and SLLs. The previous also
applies to the case where narrow beamwidths generate bigger
EIRP than the desired ones.

V. BEAMFORMING ALGORITHM

In the previous sections, we have addressed the basic con-
cepts and techniques to control beam scanning, beamwidth,
SLL, EIRP, and nulling of a DRA radiation pattern. Working
with all this together requires the help of an optimization tool.
For instance, let us consider the scenario presented in Section
II. The antenna must provide a symmetric beam pointing to
latitude 51.6627◦, longitude -0.13363◦, with θ−3dB = 1◦.
To avoid interference with other beams, the SLL has to be
in the range 16 ≥ SLL ≤ 25. Nulling must be placed in
the adjacent beam located in latitude 28.3105◦, longitude
4.1379◦. Finally, the EIRP required for this beam is 53 dBW.
Analyzing the requirements, we can control the beamwidth
by tapering and deactivating rows and columns. In addition,
there are constraints in SLL that also can be addressed
by proper tapering with a fair number of active elements.
Moreover, when applying nulling, the SLL of the nearest
secondary lobe is increased, as described in the previous
section. Finally, even though generating the correct scanning
angle is a straightforward process, we have to consider that
in the case of sub-arrays, the antenna gain is reduced as the
scanning angle increases. Therefore, that reduction has to
be compensated to address the required EIRP. Concretely, to
address the previous requirements, a beamforming algorithm
has been implemented, and the most suitable optimizer for
this work is the surrogate optimizer. The optimizer will mini-
mize the cost function F(Z1+Z2+Z3), where each element
is described in (4), by variating the number of active rows
and columns in the array, selecting the adequate SLL in both
planes using tapering to generate the required θ−3dB, and
computing the required power per element to address the nec-
essary EIRP. The cost function is composed of a sum of three
sub-objectives. The first will describe the error between both
cuts desired θ−3dBB

Elo
, θ−3dBB

Azo
and calculated θ−3dBB

Elc
,

θ−3dBB
Azc

beamwidth per beam. The second will calculate in
both cuts the error between the minimum SLLb

Azo
,SLLb

Elo
and the calculated SLLb

Azc
,SLLb

Elc
. Finally, the last term

calculates the error between the desired EIRPb
o and the

calculated EIRPb
c . Each of those terms has a weighting factor

k1, k2, k3 that will add additional weight to their calculation.
The beamforming algorithm used is described in Algorithm
(1), and the algorithm thinking process is given below.

• Coordinate transformation: The latitude and longi-
tude positions are transformed into azimuth and eleva-
tion coordinates visible to the antenna.

• Initial weight matrix: The progressive phase shift,
nulling, and tapering based on Chebyshev amplitude
control are calculated to generate an initial weight ma-
trix WB

o that includes all active elements, and an initial
power per element PPE.
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Algorithm 1: Beam Forming Algorithm.

Input: (ΛB ,ΦB), center of the beam in Latitude and
longitude coordinates per beam,
θ−3dBB

Az
, beamwidth cut in azimuth per beam,

θ−3dBB
El

, beamwidth cut in elevation per beam,
EIRPB, EIRP per beam,
SLLB

min, SLL minimum per beam,
SLLB

max, SLL maximum per beam,
(θBNull, ϕ

B
Null), Null position per beam

Output: WB
p×q , Weight matrix based on previous

inputs
Data: Set of possible configurations on Satellite

considering system constraints
1 Initiate: Surrogate Optimizer
2 if counter < countermax then
3 Calculate: WB

o

4 Calculate: radiation pattern, θ−3dBB
El

, θ−3dBB
Az

,
SLLB

min, and EIRPB

5 Calculate: F(Z1 + Z2 + Z3)
6 if F < Fmin then
7 WB

p×q = WB
o

8 saves the optimal matrix
9 break

10 else
11 counter← counter + 1;

12 Optimize: p, q, SLLAz, SLLEl, and PPE

• Radiation pattern extraction: The algorithm calcu-
lates the radiation pattern principal cuts for each beam
in each iteration and extracts the beamwidth, side lobe
level, nulling, and EIRP for both cuts.

• Cost function calculation: Based on the extracted pa-
rameters, the algorithm calculates the cost function F. If
the cost function is lower than the minimum threshold,
the algorithm stops, and the optimum weight matrix
WB

p×q is output as the result.
• Optimization: If the cost function is above the thresh-

old, the algorithm increases the counter and searches
for a suitable active number of rows p, columns q, a
Chebyshev taper based on the allowable side lobe level
range, and power per element PPE. The previous steps
and calculations are repeated until the optimal weight
matrix is found.

min
WB

p×q

Z1(W
B
p×q) + Z2(W

B
p×q) + Z3(W

B
p×q), (4)

where



Z1 =

(
|θb−3dBAzc

(WB
p×q)− θb−3dBAzo

|
θb−3dBAzo

+

|θb−3dBElc
(WB

p×q)− θb−3dBElo
|

θb−3dBElo

)
k1

Z2 =

(
|SLLb

Azc
(WB

p×q)− SLLb
Azo
|

SLLAzo
b

+

|SLLb
Elc

(WB
p×q)− SLLb

Elo
|

SLLElo
b

)
k2

Z3 =

(
EIRPb

c (W
B
p×q)− EIRPb

o

EIRPb
o

)
k3,

Finally, the computational complexity of the proposed
algorithm is primarily influenced by the number of antenna
elements received as input. This algorithm employs the AF
(Array Factor) formula to estimate the approximate radiation
pattern for subsequent calculations of beamwidth, SLL (Side
Lobe Level), nulls, and EIRP (Effective Isotropic Radiated
Power). As the total number of antenna elements increases,
the algorithm’s runtime also grows due to the need for larger
matrices and more multiplications involved in the array factor
computation. However, the computational complexity is sig-
nificantly reduced when considering the sub-array scenario.
In this case, the algorithm benefits from a smaller set of an-
tenna elements, reducing the size of matrices and the number
of required multiplications. Specifically, the computational
complexity decreases by N2, where N represents the sub-
array size.

VI. RESULTS
A. BEAMFORMING ALGORITHM
The results have been obtained using the unit cell radia-
tion pattern previously obtained in CST Microwave Studio
and exported to Matlab, where the optimization algorithm,
beamwidth, SLL, EIRP, sub-array, and array patterns have
been implemented to obtain the final radiation pattern.
The radiation pattern calculated using the algorithm previ-
ously presented is illustrated in Figure 11, and the principal
cuts result in Figure 12.

As can be seen, after the coordinate transformation, the
radiation pattern main beam is scanning at Az=-1.1459◦,
El=6.3504◦ and a null is located at Az =-1.1459◦, El=4.05◦.
The weight matrix amplitude distribution shows that the
algorithm deactivates 20 rows and columns to address the
required beamwidth and SLL, as illustrated in Figure 13.
Finally, in order to project the optimized radiation pattern,
shown in Figure 11 onto the earth’s surface, a coordinate
transformation was performed from azimuth-elevation to
latitude-longitude. The resulting projection, which only takes
into account up to the half-power points, is shown in Figure
14. This figure clearly demonstrates that the beam is centered
at the intended latitude and longitude, but has a wider and
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FIGURE 11: 3D Radiation pattern results of a beam with
a θ−3dBAz = θ−3dBEl

= 1◦, pointing to latitude 51.66274◦,
longitude -0.13363◦, with a null at latitude 28.3910◦, longi-
tude -4.1302◦, providing an EIRP = 53 dBW.
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FIGURE 12: Principal cut results of a beam with a
θ−3dBAz

= θ−3dBEl
= 1◦, pointing to latitude 51.66274◦,

longitude -0.13363◦, with a null at latitude 28.3910◦, lon-
gitude -4.1302◦, providing an EIRP = 53 dBW.

tilted shape. The deformation is primarily due to the position
of the satellite and the curvature of the earth.

The effectiveness of the algorithm has been tested in multi-
ple scenarios. The three most relevant scenarios are analyzed
in this paper, and the inputs and results are presented in Table
1. For easy calculation, the latitude and longitude values
have been replaced directly with a calculated azimuth and
elevation angle.

1) The first scenario considers the case where the required
beam has to have high directivity, which means a very
narrow beamwidth. In addition, the scanning angle
is set to (8◦,8◦), and the EIRP to 59 dBW. As a
result, the synthesized radiation pattern shows a very

FIGURE 13: DRA amplitude taper corresponding to the
radiation pattern presented in Figure 12.

FIGURE 14: Projection over the earth in latitude and longi-
tude coordinates, corresponding to the radiation pattern pre-
sented in Figure 11. The resulting projection only considers
up to the half-power points of the radiation pattern.

low deviation from the input data, having a maximum
error of around 0.48%. In addition, and this applies to
other cases, there is no error in the scanning direction
between the input and output data. This is due to
the straightforward use of the progressive phase shift
formula.

2) The second case has the same input as the previous
but scanning at broadside. In this case, and as analyzed
previously, the losses are lower, which implies that the
power per element needed will decrease.

3) The last case considers the opposite of case one, be-
ing a beam with the maximum available beamwidth.
Since the algorithm finds power efficiency, it will turn
off rows and columns rather than apply tapering to
the whole structure to address the beamwidth require-
ments. Moreover, since the EIRP requirements are the
same as the previous cases, the power per element
required is greater, reaching 41.75 dBm.

B. ALGORITHM PERFORMANCE
To evaluate the algorithm’s effectiveness, we can use F(Z1+
Z2+Z3) as a figure of merit because the algorithm’s objective
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θ−3dBAz
(◦) θ−3dBEl

(◦) SLLAz (dB) SLLEl (dB) Az (◦) El (◦) EIRP
(dBW)

Power per
element (dBm)

Active
rows

Case 1 Input 0.45 0.45 ————– ————– 8 8 49 ————– ————–
Output 0.44778 0.45178 17.575 18.835 8 8 49.003 6.6 34

Case 2 Input 0.45 0.45 ————– ————– 0 0 49 ————– ————–
Output 0.45038 0.44637 22.398 21.821 0 0 49.008 2.53 34

Case 3 Input 1.5 1.5 ————– ————– -8 -8 49 ————–
Output 1.495 1.4965 24.006 24.885 -8 -8 49.018 41.75 12

TABLE 1: Simulation results using the surrogate optimizer in three different scenarios.

is to minimize it, making it a good performance metric.
For instance, let’s consider testing the effectiveness of the
algorithm as we scan the main beam from (-7◦, 0◦) to (0◦,
0◦), placing a null at (0◦, 0◦), and having a beamwidth of
1◦. In this case, the algorithm’s performance is degraded as
the main beam approaches the nulling region. To illustrate
this, Figure 15 shows the value of each function component
F and how it changes at each iteration. As shown in the
figure, in the range from (-7◦, 0◦) to (0◦, 0◦), the algorithm
does a good job of placing F under 0.08. However, as we go
further to -1◦, the beamwidth error metric worsens due to the
null position. Additionally, as we approach 0◦, the SLL error
metric suddenly increases due to the fake side lobe generated
by the split of the main beam. Finally, it can be seen that the
power, in this case, does not address the requirements in the
region where the beam splits.
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FIGURE 15: Algorithm performance as the scanning angle
approaches a null in the scanning region. y-axis is in loga-
rithmic scale.

VII. MULTI-BEAM SCENARIO
The application of the proposed algorithm can be extended to
a multibeam scenario. For instance, let us consider a 64-beam
scenario of 8x8 equally spaced beams with equal character-
istics in terms of beamwidth, EIRP, SLL, and nulling. The
proposed algorithm can obtain the required weight matrix
that addresses the beamwidth, EIRP, SLL, and nulling, and,
to control the steering, we can use an 8-point FFT to calculate

the additional weight matrix. Finally, the final weight matrix
for each beam can be calculated by multiplying previously
calculated weight matrices. This process is illustrated in
Figure 16. Furthermore, this concept can be extended to
cases where the beams do not necessarily have the same
characteristics. In that case, the algorithm should calculate
the weight matrix for each required beam.

VIII. CONCLUSIONS
A beam synthesize optimization algorithm that computes an
optimized weight matrix receiving as an input: beamwidth,
side lobe levels, nulling, and effective isotropic radiated
power for a DRA for satellite communications has been
proposed, dimensioned, designed, and simulated. The DRA
design takes a Geostationary Orbit satellite as a case study,
delivering a narrow beamwidth with low cross-polarization.
In addition, the DRA is designed using open-ended waveg-
uides that uses a groove polarizer to achieve the required
circular polarization. The proposed DRA uses sub-arrays
to enhance the directivity while reducing the number of
RF chains, which relaxes computational resources and sim-
ulation time. Moreover, using sub-arrays will also highly
reduce cost, mass, and power in a practical implementation.
Furthermore, this algorithm does not limit to one beam, it can
be used for a multi-beam scenario with different requirements
considering an N-point FFT or beamforming codebook.
The amplitude of the weight matrix needed to address the
previous parameters is calculated using the surrogate op-
timizer, which will determine the best suitable number of
active rows and columns, amplitude tapering, and power per
element; meanwhile, the weight matrix phase is computed
based on the beam scanning and nulling, which are calcu-
lated using progressive phase shift and beam suppression,
respectively. Finally, the obtained results can be computed
for different scenarios variating the beamwidth, SLL range,
EIRP, nulling to be used in the future as training data for
machine learning applications.
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