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In this paper, the safe autonomous motion control of a quadrotor Unmanned Aerial Vehicle (UAV) 
is considered, in the presence of disturbance, stationary and moving obstacles. In this regard, we 
directly combine an analytical control design approach, within the backstepping framework, with obstacle 
avoidance to solve the navigation problem. A Barrier Lyapunov Function (BLF) is incorporated into the 
translational control to keep the vehicle out of a safety sphere, constructed around the obstacles, while 
steering it toward a desired position. BLF allows the direct inclusion of the obstacle position in the control 
design. This is achieved for both cases of known and unknown obstacle velocities. Furthermore, the issue 
of arbitrary initial conditions is analytically addressed, with a preassigned exit time from the safety 
sphere. We also consider the case of chance-constrained collision avoidance. The proposed approach 
leads to a computationally efficient design, since a closed-form of the control is obtained with no need 
for real-time optimization. More importantly, the analytical stability of closed-loop system is guaranteed. 
A hierarchical control structure is designed with an adaptive model-free control for unknown attitude 
dynamics in the presence of disturbances. A number of numerical simulations are performed to evaluate 
the effectiveness of the proposed approach.

© 2022 Elsevier Masson SAS. All rights reserved.
1. Introduction

Quadrotor Unmanned Aerial Vehicles (UAVs) have drawn a great 
deal of attention in the last decade, due to their outstanding char-
acteristics, such as, low-cost and easy design, versatility, agile ma-
neuverability and Vertical Take-off and Landing (VTOL) capability 
[1,2]. These make quadrotor UAVs suitable for a large variety of 
applications, e.g., monitoring, inspection, detection, reconnaissance 
and mapping [3,4]. However, efficient UAV applications require au-
tonomous operations with many functions performed only with 
onboard sensors and information processing units such as flight 
control, perception, localization, navigation, and decision making 
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[5]. Herein, UAV autonomous navigation is a very important topic 
and hence widely studied in the related literature [6,7]. In general, 
navigation comprises the task to fly from a start position to the 
desired position (and orientation) in an often-cluttered environ-
ment [8]. For safe navigation, collisions with all stationary as well 
as moving obstacles in the environment have to be avoided. Often, 
the way to the desired position is decomposed into a sequence of 
intermediate waypoints forming a path, leading to the problem of 
path or trajectory planning and tracking [9]. For instance, in [10], 
the hybrid Harris hawk optimization (HHO)–grey wolf optimization 
(GWO) algorithm, to avoid local minima with fast convergence is 
used. In this paper, we do not consider the planning problem but 
focus on the basic navigation task of reaching a desired position 
and orientation from the current position while avoiding obstacles, 
which might, however, also be applied in path tracking.

Among early solutions to the UAV navigation task, the Artifi-
cial Potential Function (APF) approach is a very common one. It 
constructs a potential field in the workspace with an attractive 
force towards the goal and repulsive forces caused by the obsta-
cles [7,8,11]. The limitations of the APF approach are the existence 
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of local minima and the occurrence of an oscillating behavior close 
to obstacles. Alternatively, the Navigation-Function (NF) method 
has been introduced [12,13], where the workspace of the UAV is 
transformed via the navigation transformation. This transformation 
maps the interior of the workspace to a point world (with a spher-
ical boundary), where the UAV and the obstacles are reduced to 
points, and the control law is designed as the negative gradient 
of the NF [13]. The NF-based approach is promising for collision 
avoidance with static obstacles, while some extensions, tackling 
moving obstacles, can be found in, e.g., [14]. However, the exist-
ing works are mostly based on linearized or simplified models of 
the UAV dynamics [15,11].

Another way to tackle the navigation task is to consider it as a 
position control problem with state constraints caused by the ob-
stacles. A very prominent solution to this control problem formu-
lation is Model Predictive Control (MPC) [11]. In MPC the control 
input is obtained by solving an optimal control problem in a reced-
ing horizon. Herein, a dynamic model of the UAV is used to formu-
late the optimal control problem and to predict the effects of the 
control input. The advantage of MPC is that nonlinear systems and 
constraints for the control inputs and the states of the system can 
efficiently be handled. This makes MPC appropriate for navigation, 
where the distance to obstacles is considered as a state constraint 
[16,17]. In [18] a Hammerstein model based MPC controller is de-
signed for real time target tracking of three-axis gimbal system 
applying flight scenarios of UAV to be robust under external distur-
bances. However, the consequent real-time optimization imposes a 
high computational burden [19] and only recent advancements in 
digital processors for small UAVs allow an onboard implementa-
tion of MPC approaches [20]. In addition, the underactuated nature 
of quadrotor UAVs, instability of the open-loop, coupled transla-
tional and attitude dynamics, and wind disturbances, deteriorate 
the performance of these controllers [21]. Because of the complex 
computation, most approaches assume a linear UAV model leading 
to failure when the UAV moves away from operational points for 
which the model is linearized or performs aggressive maneuvers 
[22]. Moreover, most of the MPC approaches lack a mathematical 
stability proof [23].

Other designs for position controllers for UAVs follow a more 
analytical approach, however, they do not include simultaneous 
obstacle avoidance since consideration of state constraints is dif-
ficult. In [24] a hierarchical control architecture is proposed within 
a backstepping framework. In [25,26] a robust control design is 
proposed, taking into account the disturbance on the translational 
dynamics. In [27,28] fractional-order PI control is designed for at-
titude regulation. In [1] a neural network-based fault-tolerant con-
trol scheme is designed for attitude stabilization in the presence 
of disturbances. In [29] an adaptive cooperative control scheme 
for networked UAVs is designed using fractional order PID and 
recurrent neural networks. In [30] metaheuristic optimization algo-
rithm is proposed based on swarm intelligence and Harris Hawks 
optimization, to estimate the parameters of the PID control algo-
rithm for UAV. Antiwindup control design is proposed in [31] to 
deal with saturation and computational efficiency. In [32] a nested 
structure with feedback linearization technique is proposed to be 
implemented in an embedded micro-controller. In these works, the 
UAV attitude dynamics are usually assumed to be known which 
might be a restrictive assumption in practice. This is the case, es-
pecially, when the inertia matrix is not precisely known [6,33]. 
Therefore, it is desirable to have the controller scheme developed 
for unknown attitude dynamics. Furthermore, the stability of the 
closed-loop system is to be analytically guaranteed. Moreover, in 
all these works it is assumed that the obstacle avoidance is already 
foreseen in the desired trajectory, constructed in the planning step. 
However, for moving obstacles, the desired trajectory requires to 
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be replanned iteratively, given the new obstacle information, which 
further increases the real-time computational burden.

Motivated by the aforementioned issues, in this paper we di-
rectly combine an analytical control design approach, within the 
backstepping framework, with obstacle avoidance to solve the nav-
igation problem. We design a robust nonlinear position controller 
and incorporate the Barrier Lyapunov Function (BLF) method as in 
[8], to keep the UAV out of a safety sphere, constructed around 
each obstacle to ensure safety. From a conceptual point of view, 
this approach follows the same idea as the NF approach, since the 
BLF allows a direct inclusion of the obstacles in the control design. 
This leads to a computationally efficient design compared to, e.g., 
MPC designs, since a closed-form of the control is obtained with 
no need for real-time optimization. Also, a low pass filter is in-
corporated into the design, to resolve the issue of the complexity 
explosion, in contrast to [41]. More importantly, the analytical sta-
bility of closed-loop system is guaranteed. In summary, the novel 
contributions of this paper compared to related works are as fol-
lows:

• Compared to APF and NF methods [12,7,34,13], the collision 
avoidance is fulfilled for both stationary and moving obsta-
cles. This is achieved for both cases of known and unknown 
obstacle velocity. The stability of the desired position is analyt-
ically proven. Moreover, we treat the problem of uncertainties 
in the positions of the UAV and the obstacles by formulat-
ing a collision chance constraint. This problem is tackled for 
a user-defined collision avoidance probability, without any on-
line optimization, in contrast to some works, e.g., [35,36].

• In contrast to [8], our BLF approach is applicable to any ini-
tial condition without restrictions, even including cases where 
the UAV starts within a safety sphere of an adjacent obstacle. 
In this case, a user-defined so-called exit time is assigned by 
which the UAV flies out of the safety sphere.

• Compared to [8] and many other navigation solutions, we con-
sider a full nonlinear dynamic model of the quadrotor UAV 
with unknown disturbances and uncertainties in the model 
parameters. A hierarchical structure is designed with an in-
ner attitude stabilizing control for unknown attitude dynamics 
in the presence of disturbance, prevailing some works, e.g., 
[37–40]. For this, we incorporate an Adaptive Model-Free Con-
trol (AMFC) for unknown attitude dynamics, to broaden the 
applicability.

The rest of the paper is organized as follows. In Section 2 the 
quadrotor UAV model is described and some technical preliminar-
ies are given. In Section 3, we present the overall control design 
and the main theoretical contributions to achieving the desired 
objectives. Also, the closed-loop stability is proven. Numerical sim-
ulations are discussed in Section 4. Finally, the concluding remarks 
are given in Section 5.

2. Model description and preliminaries

The quadrotor UAV is maneuvered by regulating the rotor 
speeds of four identical rotors and propellers. This, in turn, im-
poses the thrust, perpendicular to the body frame, as well as three 
rotational torques, along body frame axes. The body frame is rep-
resented by b1, b2 and b3 axes, indicating pitch, roll and yaw 
directions, respectively, as illustrated in Fig. 1.

The rotated angles along the body frame, i.e., Euler angles, are 
denoted by θ , φ and ψ for pitch, roll and yaw angles, respectively. 
The configuration manifold of UAV in the body frame is a special 
Euclidean group SE(3). The thrust f pk and torque τpk of each pro-
peller is proportional to the corresponding rotor speed squared, 
i.e., f p = klω

2 and τp = kdω
2, for kth rotor speed ωk ∈ R≥0, k ∈
k k k k
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Fig. 1. Quadrotor model.

{1, 2, 3, 4}, where kl and kd are propeller lift and drag coefficients, 
respectively. The total thrust of f ∈ R≥0 is f = ∑4

k=1 f pk . It is 
assumed that the first and the third propellers rotate counterclock-
wise, and the second and the fourth propellers rotate clockwise. 
Accordingly, considering the symmetrical structure of a quadrotor 
UAV, the thrust f and torques vector τ = [τb1, τb2, τb3]T ∈ R3, in 
the body frame, can be modeled as⎡
⎢⎢⎣

f (t)
τb1(t)
τb2(t)
τb3(t)

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

kl kl kl kl
−kl L 0 kl L 0

0 −kl L 0 kl L
kd −kd kd −kd

⎤
⎥⎥⎦
⎡
⎢⎢⎣

ω2
1(t)

ω2
2(t)

ω2
3(t)

ω2
4(t)

⎤
⎥⎥⎦ , (1)

where, L is the distance of the rotor center to the UAV center of 
gravity. As the square matrix in (1) is nonsingular, then by de-
signing f and τ , the values of ωk can be uniquely computed. The 
kinematics of the quadrotor UAV is obtained as

ṗ (t) = v (t) , (2a)

v̇(t) = 1

M

(
R(t)F (t) − Kd v(t) − M F g + fd(t)

)
, (2b)

�̇(t) = R−1
q (t)ω(t), (2c)

ω̇(t) = J−1(τ (t) − Kaω(t) − ω(t) × Jω(t) + τd(t)), (2d)

where, p = [x, y, z]T ∈ R3 and v = [vx, v y, vz]T ∈ R3 are position 
and velocity vectors of the center of gravity, respectively, in the in-
ertial frame. ω ∈ R3 is the angular velocity in the body frame. M
is the known mass and J ∈ R3×3 is the unknown mass moment 
inertia matrix. � = [θ, φ, ψ]T ∈ R3 is the Euler angle vector and 
F = [0, 0, f ]T ∈ R3, both in the body frame. F g = [0, 0, g]T ∈ R3

is the vector of gravity force in the inertial frame. Kd and Ka are 
known coefficients of drag force and torque against the transla-
tional and angular motions, respectively. Also, fd ∈R3 and τd ∈R3

are unknown disturbance force and torque, respectively. The rota-
tion matrices R ∈ SE(3) and Rq ∈ SE(3) are defined as [6]

R(t) =
⎡
⎣Cψ Cθ Cψ Sθ Sφ − Sψ Cφ Cψ Sθ Cφ + Sψ Sφ

Sψ Cθ Sψ Sθ Sφ + Cψ Cφ Sψ Sθ Cφ − Cψ Sφ

−Sθ Cθ Sφ Cθ Cφ

⎤
⎦ , (3a)

Rq(t) =
⎡
⎣1 0 −Sθ

0 Cφ Cθ Sφ

0 −Sφ Cθ Cφ

⎤
⎦ , (3b)
3

where, Cα and Sα denote cosine and sine of α, respectively. In 
(2d), it is obvious that the inertia J is affecting the attitude dy-
namics. The value of J might be hard to obtain accurately [6]. 
Accordingly, it is reasonable to assume J is unknown, which in 
turn, makes the attitude dynamics unknown. For the sake of no-
tation simplicity, we present the translational dynamics, i.e., (2a)
and (2b), as

ẋ1(t) = x2(t), (4a)

ẋ2(t) = au(t) + f1(x) + fq(t), (4b)

where, x1 = p, x2 = v , u = R F = [u1, u2, u3]T ∈ R3, a = 1/M , 
f1(x) = a(−Kd v − M F g), fq = af d . It should be mentioned that the 
initial condition vector x̄(0) = [xT

1 (0), xT
2 (0)]T is arbitrary.

Considering the dynamics (2), in this paper we aim to control 
the rotor speeds ωk , k ∈ {1, 2, 3, 4}, such that to steer the position 
p towards the desired position xd ∈ R3, for any initial conditions, 
while keeping the distance from the ith obstacle position xo,i ∈R3, 
i ∈ {1, ..., m}, greater than the user-defined safety bound Ri ∈ R+ . 
m is the number of obstacles. For this, we design u in (4), and 
accordingly, the desired thrust f and orientation � are obtained. 
Consequently, a stabilizing control is designed for the unknown 
attitude dynamics, i.e., (2c)- (2d), and the desired torque τ is ob-
tained. Finally, the desired rotor speed ωk is obtained using (1).

Assumption 1. It is assumed that the desired position xd is known, 
fixed and collision free. Also, the UAV’s states p, v , ω and � are 
available for control design [2]. Moreover, the perception unit shall 
be able to provide the information on the obstacle position and 
velocity [8,42]. Finally, disturbances are bounded, i.e., ‖ fd‖ ≤ f̄d
and ‖τd‖ ≤ τ̄d , where f̄d and τ̄d are unknown positive constants 
[6].

Remark 1. The fixed desired position xd in Assumption 1 stems 
from this fact that usually a higher-level planner exists that sched-
ules the overall task into some waypoints to be followed [43]. 
Therefore, the proposed control can be extended to the cases 
where the desired position is variable, i.e., a sequential set of de-
sired positions. It is assumed that the states can be accurately 
provided, either by on-board sensors such as GPS and inertial mea-
surement unit [44] plus suitable estimators [45–47], or externally 
provided in experimental flights via a motion capture system such 
as Opti Track [43]. We assume that the obstacle states can be 
measured using on-board exteroceptive sensors such as cameras 
or LIDAR, and suitable sensor and image processing [8].

Remark 2. In a cluttered environment, the obstacles within the 
workspace of the UAV are only considered. Moreover, a small 
safety bound can be selected for distant obstacles, to reduce their 
effects on the control. Accordingly, within the UAV workspace, a 
compact set Ao,i := {xo,i ∈R3|‖xo,i‖2 + ‖ẋo,i‖2 ≤ δo,i}, i ∈ {1, ..., m}
is considered with unknown positive constant δo,i , which will be 
only used in the stability analysis [8].

The following definition and lemmas are used in the design and 
stability analysis of the proposed control approach.

Definition 1. [48] x(t) is Uniformly Ultimately Bounded (UUB) if 
there exists a number T ∗ (k, x (t0)), with k > 0 such that for any 
compact set 
 and all x (t0) ∈ 
, x(t) ≤ k, for all t ≥ t0 + T ∗ .

Lemma 1. [49] For any variable γ ∈ R, if |γ | < 1, the inequality 
tan

(
πγ 2/2

)
/πγ 2 ≤ sec2

(
πγ 2/2

)≤ sec4
(
πγ 2/2

)
holds.
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Lemma 2. [50] A scaling function


(t, Ts) =
{

1 − (1 − t
Ts

)3 t < Ts

1 t ≥ Ts
, (5)

has the following features.

i) 
(t, Ts) is continuous for all t≥0 as lim
t→T −

s


(t,Ts) = lim
t→T +

s


(t,Ts)

= 1.
ii) 
(t, Ts) ∈ [0, 1] for all t ≥ 0.

iii) It is easy to obtain that


̇ (t, Ts) =
{

3
Ts

(1 − t
Ts

)2 t < Ts

0 t ≥ Ts
. (6)

Therefore, 
(t, Ts) is a strictly increasing function starting from 
(0, Ts)

= 0 to 
(Ts, Ts) = 1, for 0 ≤ t < Ts, and stays at its maximum 

(t, Ts) = 1 for all t ≥ Ts.

Lemma 3. For any variable χ(t) ∈R and positive constant κ , the in-
equality 0 ≤ |χ | − χ2/

√
χ2 + κ2 < c̄κ holds, where c̄ =√

0.5(5
√

5 − 11) ≈ 0.3.

Proof. Consider the inequality χ4 ≤ χ2κ2 + χ4 and take the 
square root from both sides. Then, after some algebraic manipu-
lations, it proves the left side of the inequality. Also, consider the 
function G(χ) = −|χ | + χ2/

√
χ2 + κ2, which is continuous func-

tion. It can be verified that the global minimum of G(χ) is −c̄κ , 

which occurs at χ = ±κ

√
((

√
5 − 1)/2). Therefore, it can be con-

cluded that −κ c̄ ≤ G(χ), and the right side of the inequality is 
obtained. �
Lemma 4. [51] Minkowski’s Inequality: Let ε > 0, p > 1 and q > 1 be 
real numbers satisfying (p − 1)(q − 1) = 1. Then for any vectors x, y ∈
Rn, the inequality xT y ≤ εp‖x‖p/p + ‖y‖q/qεq holds.

Lemma 5. [35] Consider a linear chance constraint in the form Pr
(
aT x ≤

b
) ≤ δ, where x ∈ Rn is a random variable with a Gaussian distribu-

tion, i.e., x ∼ N (x̂, �), a ∈ Rn and b ∈ R are constants and δ is the 
level of confidence. x̂ ∈ Rn is the mean value vector and � ∈ Rn×n is 
the covariance matrix. Then, Pr(aT x ≤ b) can be transformed into a de-

terministic constraint as Pr
(
aT x ≤ b

)= 0.5 
(

1 + erf
(

b−aT x̂√
2aT �a

))
, where 

erf(z) = 2√
π

∫ z
0 e−t2

dt is the standard error function. Moreover, with 
confidence level δ ∈ (0,0.5), we have Pr

(
aT x ≤ b

)≤ δ ⇐⇒ aT x̂ − b ≥
erf−1(1 − 2δ)

√
2aT �a.

Hereafter, to simplify the subsequent notation, if there is no 
confusion, function arguments sometimes are omitted.

3. Main results

To construct the obstacle avoidance motion control, define the 
vector of relative position between the UAV and the desired posi-
tion, and the distance to the ith obstacle as,

e1(t) = x1(t) − xd, (7a)

di(t) = ‖x1(t) − xo,i(t)‖, (7b)

respectively, for i = 1, . . . , m. Moreover, define

e2(t) = x2(t) − z2(t), (8a)

X2(t) = z2(t) − α1(t), (8b)
4

where, α1 ∈R3 is namely the virtual control vector, designed later, 
in the sense of the backstepping control design framework. In fact, 
α1 is not an actual control, instead, it is used in the design of the 
actual control. In this manner, it is called a virtual control [52]. 
Also, z2 ∈R3 is the state of a low pass filter, designed as

τ2 ż2(t) + z2(t) = α1(t), (9)

with the time constant 0 < τ2 < 1. The low pass filter (9) is used 
to avoid the differentiation of the virtual control α1 [37].

Considering the user-defined safety bound Ri around the ith ob-
stacle, we define the distance ratio as

γi(t) = ηi(t)Ri

di(t)
, (10)

with

ηi(t) =
{

(t, Ts,i) di (0) ≤ Ri

1 di (0) > Ri
, (11)

for some user-defined Ts,i ∈ R≥0. Considering (10) and (11), for 
arbitrary initial position x1(0) of the UAV, it is easy to show that it 
is always guaranteed that γi (0) ∈ [0, 1).

Remark 3. It is obvious that by incorporation of the scaling func-
tion (5), no restrictive assumption on the initial condition is re-
quired, which resolves a long lasting issue within the context of 
BLF control design [50]. In fact, the assumption di (0) > Ri is no 
longer needed and the cases of an initial position inside the sphere 
are automatically handled.

Remark 4. Considering (11), the following points are worth noting.

i) Consider the case that the UAV is initially outside of the safety 
bound around ith obstacle, i.e., di (0) > Ri , we have ηi(t) = 1
and the distance ratio (10) already satisfies γi (0) ∈ [0, 1). 
Then, by guaranteeing γi (t) ∈ [0, 1), this implies that Ri <

di(t) and the obstacle avoidance is always achieved. Therefore, 
the initial conditions satisfy the requirement in the context of 
BLF control design [50].

ii) Consider the case that the initial condition is within the safety 
bound of the ith obstacle, i.e., di (0) ≤ Ri . Even in this case, 
γi (0) = 0 ∈ [0, 1). Then, γi (t) ∈ [0, 1) implies that ηi(t)Ri <

di(t). As ηi(t) = 1 for t ≥ Ts,i , then regardless of the initial 
conditions, one can obtain that di(t) > Ri for t ≥ Ts,i . There-
fore, it can be stated that by guaranteeing γi (t) ∈ [0, 1), via 
the proposed control, there exists a time T ∗

i , i.e., 0 < T ∗
i ≤ Ts,i , 

by which the UAV exits the safety bound Ri around the obsta-
cle. Moreover, Ts,i is an arbitrary preassigned exit time by the 
designer.

Now, we design u in (4b) and the virtual control α1 as

u = 1

a

⎛
⎜⎝− f1 − X2

τ2
− k2e2 − 1

c2
(c1e1 − �1) − f̂qe2√

‖e2‖2 + α2
d

⎞
⎟⎠ ,

(12a)

α1 = −k1e1 +
m∑

i=1

k2,i sec2
(π

2
γ 2

i

)(
x1 − xo,i

)− c1e1

2
+ �1

2
+ �2,

(12b)

with
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�0 =
m∑

i=1

ci,o

(
�0,i + η2

i

d4
i

sec2
(π

2
γ 2

i

)
(x1 − xo,i)

T ẋo,i

)
, (13a)

�0,i = ηiη̇i

d2
i

sec2
(π

2
γ 2

i

)
, (13b)

�1 =
m∑

i=1

ci,o�1,i(x1 − xo,i), (13c)

�1,i = η2
i

d4
i

sec2
(π

2
γ 2

i

)
, (13d)

�2 = − c1e1 − �1

‖c1e1 − �1‖2

(
�0 + c1eT

1

m∑
i=1

k2,i sec2
(π

2
γ 2

i

)
(x1 − xo,i)

+ k1�
T
1 e1 + �3

)
,

(13e)

�3 = −
m∑

i=1

m∑
j=1
j 
=i

ci,ok2, j�1,i sec2
(π

2
γ 2

j

)
(x1 − xo,i)

T (x1 − xo, j),

(13f)

and the adaptive law

˙̂f q = c2‖e2‖2√
‖e2‖2 + α2

d

− kd f̂q, (14)

with the initial condition f̂q(0) ∈ R+ . Also k1, k2, k2,i , kd , c1, c2, 
ci,o and αd are positive design parameters, for i = 1, . . . , m. The 
main properties of the control (12) are summarized in the follow-
ing theorem.

Theorem 1. Consider the UAV translational dynamics (4). Under As-
sumption 1, design the control u and the virtual control α1 as (12), with 
(13), the adaptive law (14) and the low pass filter (9). Then, the following 
objectives are achieved.

(i) All the closed-loop signals are bounded.
(ii) The UAV position is always kept out of the safety bound Ri around 

the ith obstacle for t ≥ 0 when di(0) > Ri . For the other obstacles, 
i.e., di(0) ≤ Ri , there exists a time T ∗

i , i.e., 0 < T ∗
i ≤ Ts,i , by which 

the UAV exits the safety bound, for the preassigned time Ts,i and 
stays out of it for t ≥ T ∗

i .
(iii) The tracking error e1 is UUB and can be made relatively small by 

choosing the design parameters properly.

Proof. Consider the positive definite Lyapunov function

V =
5∑

i=1

V i, (15)

where, V 1 = c1eT
1 e1/2, V 2 = c2eT

2 e2/2, V 3 = ∑m
i=1 ci,o V i,o , V i,o =

tan (πγ 2
i /2)/π R2

i , V 4 = X T
2 X2/2 and V 5 = f̃ 2

q /2, where, f̃q = f̂q −
f̄q and f̄q = a f̄d is an unknown positive constant. Note V i,o is pos-
itive definite in the compact set 
i,o = {x1 ∈R3|γi ∈ [0, 1)} for any 
given xo,i . Accordingly, by taking (4), (7), (8), (10) and (14) into 
account, one can obtain that

V̇ i,o = + ηiη̇i

d2
i

sec2
(π

2
γ 2

i

)
+ η2

i

d4
i

sec2
(π

2
γ 2

i

)(
x1 − xo,i

)T
ẋo,i+

− η2
i

d4
sec2

(π

2
γ 2

i

)(
x1 − xo,i

)T
x2
i

5

= − �1,i
(
x1 − xo,i

)T
x2 + �0,i .

Consequently,

V̇ 1 = c1eT
1 x2, (16a)

V̇ 2 = c2eT
2

(
au + f (x) + fq (t) + X2

τ2

)
, (16b)

V̇ 3 = �0 − �T
1 x2, (16c)

V̇ 4 = − X T
2 X2

τ2
− X T

2 α̇1, (16d)

V̇ 5 = f̃q
c2‖e2‖2√
‖e2‖2 + α2

d

− kd f̃q f̂q. (16e)

Therefore, by using (12) in (16a)-(16c), it is obtained that

V̇ 1 + V̇ 2 + V̇ 3 = − c1eT
1 k1e1 − k2c2eT

2 e2 + (c1e1 − �1)
T X2+

−
m∑

i=1

ci,ok2,i
η2

i

d2
i

sec4
(π

2
γ 2

i

)

− c2 f̂q
‖e2‖2√

‖e2‖2 + α2
d

+

+ c2eT
2 fq (t) − 0.5 (c1e1 − �1)

T (c1e1 − �1).

(17)

Considering Lemmas 1 and 4, it is easy to show that

(c1e1 − �1)
T X2 ≤ ‖c1e1 − �1‖2

2
+ ‖X2‖2

2
, (18a)

−ci,ok2,i
η2

i

d2
i

sec4
(π

2
γ 2

i

)
≤ −ci,ok2,i V i,o, (18b)

−kd f̃q f̂q ≤ −kd

2
f̃ 2
q + kd

2
f̄ 2
q . (18c)

Since α1 is a function of x̄ = [xT
1 , xT

2 ]T , xd , f̂q and xo,i , i ∈ {1, ..., m}, 
it can be shown that

α̇1 = ∂α1

∂ x̄
˙̄x + ∂α1

∂ f̂q

˙̂fq +
m∑

i=1

∂α1

∂xo,i
ẋo,i . (19)

Considering (19), α̇1 is a continuous function and has a maximum 
constant value M1 in the compact set A1 ×∏m

i=1 Ao,i , where, A1 :=
{[e1, e2, f̃q, X2]|V 1 + V 2 + V 4 + V 5 ≤ δ1} [37]. So, using Lemma 4, 
one can obtain

−X T
2 α̇1 ≤ ‖X2‖2

2
+ M2

1

2
. (20)

Using (16d), (16e), (17), (18) and (20), it is easy to show that

V̇ ≤ − c1eT
1 k1e1 − k2c2eT

2 e2 −
m∑

i=1

k2,ici,o V i,o − (
1

τ2
− 1)‖X2‖2

− kd

2
f̃ 2
q + c2 f̃q

‖e2‖2√
‖e2‖2 + α2

d

− c2 f̂q
‖e2‖2√

‖e2‖2 + α2
d

+ c2eT
2 fq (t) + kd

2
f̄ 2
q + M2

1

2
.

(21)

Moreover, taking Lemma 3 into account, it is easy to show that
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c2 f̃q
‖e2‖2√

‖e2‖2 + α2
d

− c2 f̂q
‖e2‖2√

‖e2‖2 + α2
d

+ c2eT
2 fq (t) =

c2eT
2 fq (t) − c2 f̄q

‖e2‖2√
‖e2‖2 + α2

d

≤ c2 f̄q

⎛
⎜⎝‖e2‖ − ‖e2‖2√

‖e2‖2 + α2
d

⎞
⎟⎠≤ c̄c2 f̄qαd.

Therefore, by considering this, (21) yields

V̇ ≤ − k1c1eT
1 e1 − k2c2eT

2 e2 −
m∑

i=1

k2,ici,o V i,o

−
(

1

τ2
− 1

)
X T

2 X2 − kd

2
f̃ 2
q + c̄c2 f̄qαd + kd

2
f̄ 2
q + M2

1

2
.

(22)

Now, by choosing 0 < τ2 < 1, it is readily shown that

V̇ ≤ −β1 V + β2, (23)

where, β1 = mini=1,..,m
{

2k1,2k2,k2,i,2(1/τ2 − 1)
}

and β2 =
c̄c2 f̄qαd + kd f̄ 2

q /2 + M2
1/2, are positive constants. Integration of 

(23) yields

V (t) ≤ β2

β1
+
(

V (0) − β2

β1

)
e−β1t . (24)

From the aforementioned analysis, the objectives (i), (ii) and (iii)
are achieved as follows.

(i) As exp(−β1t) is a positive monotonously decreasing func-
tion, (24) yields

V (t) ≤ β2

β1
+ V (0). (25)

This means V (t) is bounded. Considering (15), this further yields 
that x1, e2, X2 and f̂q are bounded. Also, γi (t) ∈ [0, 1), for i ∈
{1, ..., m}. Accordingly, ˙̂fq , u and α1 are bounded. Finally, z2 and 
x2 are bounded.

(ii) The boundedness of V (t) yields that V i,o is bounded. There-
fore, as γi (0) = 0 ∈ [0, 1), it is readily shown that γi (t) ∈ [0, 1), for 
i ∈ {1, ..., m} and t ≥ 0. Therefore, taking (10) into account, this 
yields ηi(t)Ri < di(t). Also, considering (11), for ith obstacle such 
that di(0) > Ri , ηi(t) = 1. Accordingly, Ri(t) < di(t) for t ≥ 0. On 
the other hand, for other obstacles, i.e., di(0) ≤ Ri , ηi(t) = 1 for 
t ≥ Ts,i , then regardless of the initial conditions, in accordance to 
Remark 4 there exists a time T ∗

i , such that Ri(t) < di(t) for t ≥ T ∗
i .

(iii) Considering (15) and (24), one can obtain that

‖e1‖ <

√
2

c1

(
β2

β1
+
(

V (0) − β2

β1

)
e−β1t

)
. (26)

Therefore, if V (0) = β2/β1, then ‖e1‖ < �1, where �1 =√
2β2/c1β1. Also, for V (0) < β2/β1, ‖e1‖ < �1 is obtained. On the 

other hand, if V (0) > β2/β1, since limt→∞exp(−β1t) = 0, there ex-
ists T such that for any t > T , the tracking error enters ‖e1‖ < �1. 
Considering Definition 1, e1 is UUB. Moreover, �1 can be made 
arbitrarily small as c1 and β1 are based on the design parame-
ters. �
Remark 5. Consider a positive definite Lyapunov function V ∗ =
V 1 + V 3, that accounts for steering the UAV position towards xd
and, avoiding the obstacles. It is easy to show that V̇ ∗ = �0 +
(c1e1 −�1)

T x2, where c1e1 and �1 represent the weighted distance 
6

to the xd , and weighted summation of distance from the obstacles. 
In general, V ∗ might have some local minima, i.e., c1e1 − �1 = 0, 
at points of the UAV workspace that are away from the destina-
tion point. In these cases, V̇ ∗ = �0, and �0 = 0 if the obstacles are 
far away. Therefore, the UAV is stuck at so-called local minima and 
it cannot achieve the objectives. Moreover, since c1e1 − �1 = 0 ⇔
‖c1e1 − �1‖ = 0, there might be a numerical singularity in control 
(12) (see �2 in (13e)). The fine tuning of c1 and ci,o can resolve 
this issue, as recommended in [8]. To do so, we choose random 
large value for c1, such that the UAV is always forced towards xd . 
Also, we select random small values for ci,o . Furthermore, to avoid 
the numerical singularity, we borrow a solution inspired by Slid-
ing Mode Control, that is, we add a very small constant ε1 ∈ R+
to ‖c1e1 − �1‖ in the denominator of �2, such that, �2 ≈ 0 when 
‖c1e1 − �1‖ = 0, and the numerical singularity is avoided. In this 
case, more importantly, in (12), the terms k1e1 and k2e2 still affect 
the dynamics and steer away from the local minima [8].

Practically, imposing the safety region around the obstacles as a 
sphere might be unnecessary and reduce the accessible workspace 
for the UAV, especially for long and slender obstacles. On the other 
hand, there might be measurement uncertainties on the positions 
of the UAV and the obstacles. In this regard, some works, e.g., 
[36,35], have proposed to impose the smallest ellipsoid enclosing 
the bounding box around the obstacles with a safety radius around 
the UAV. Then, the chance of the collision is constrained with a 
predefined probability. In the following proposition, we study the 
applicability of the proposed control (12) for the collision avoid-
ance with chance constraints.

Proposition 1. Consider the UAV translational dynamics (4) with As-
sumption 1. The UAV and obstacles positions measurements follow 
the Gaussian distribution as x1 ∼ N (x̄1, �) and xi,o ∼ N (x̄i,o, �i,o), 
respectively, with mean values x̄1 ∈ R3 and x̄i,o ∈ R3 and covari-
ance matrices � ∈ R3×3 and �i,o ∈ R3×3 , for i ∈ {1, ..., m}. The 
collision geometry is represented as a sphere with radius Rr around 
the UAV, and a smallest ellipsoid enclosing the obstacle bounding 
box parametrized by semi-axis lengths ai,o, bi,o , and ci,o . Consider 
Ci,o = {x1|(x1 − xi,o)

T 
i,o(x1 − xi,o) ≤ 1}, δi,o ∈ (0, 0.5) and 
i,o =
diag( 1

(ai,o+Rr)2 , 1
(bi,o+Rr)2 , 1

(ci,o+Rr )2 ). Design the control u and the vir-

tual control α1 as (12) with di = ‖x̄1 − x̄o,i‖, er f = 2√
π

∫ t
0 e−t2

dt, Ri =
‖
0.5

i,o ‖ 
(√

2λmax(�̃)er f −1(1 − 2δi,o) + 1

)
, �̃ = 
0.5T

i,o (� +�i,o)

0.5
i,o , 

(13a)-(13f), the adaptive law (14), the low pass filter (9). λmax(�̃) de-
notes the maximum eigenvalue of the matrix �̃. Then the probability of 
the collision is constrained as Pr{x1 /∈ Ci,o} ≥ 1 − δi,o .

Proof. Considering the chance constraints linearization technique 
given in Lemma 5, we can approximate Ci,o as C̃i,o =

{
x1

∣∣∣aT
r,o(x1 −

xi,o) ≤ 1
}

, ar,o = 
0.5
i,o (x̄1−x̄o,i)

‖
0.5
i,o (x̄1−x̄o,i)‖ such that Pr{x1 /∈ Ci,o} = Pr{x1 /∈

C̃i,o} [35]. Furthermore, this can be represented as

‖x̄1 − x̄o,i‖
‖
0.5

i,o ‖ ≥ er f −1(1−2δi,o)

√
2aT

r,o

0.5T
i,o (� + �i,o)


0.5
i,o ar,o +1.

This inequality, can be further rewritten as di ≥ ‖
0.5
i,o ‖er f −1(1 −

2δi,o)

√
2aT

r,o�̃ar,o +‖
0.5
i,o ‖, with di = ‖x̄1 − x̄o,i‖ and �̃ = 
0.5T

i,o (� +
�i,o)


0.5
i,o . Moreover, it is easy to show that 

√
2aT

r,o�̃ar,o ≤√
2λmax(�̃). Therefore, it is proven that by satisfying di > Ri , where 

Ri = ‖
0.5
i,o ‖ 

(√
2λmax(�̃)er f −1(1 − 2δi,o) + 1

)
, then, Pr{x1 /∈ C̃i,o}
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is guaranteed, since er f −1(1 − 2δi,o) > 0 for δi,o ∈ (0, 0.5). di > Ri
is achieved by the proposed controller (12), as proven in Theo-
rem 1. �

In the designed control, it is assumed that the obstacle veloc-
ities ẋo,i , i ∈ {1, ..., m} are available (see (13a)). However, these 
velocities might not be always measurable accurately and hence 
could be unknown. Therefore, it is beneficial to analyze the appli-
cability of the proposed control in that situation. In this regard, it 
is practical to assume that the obstacle velocities are bounded, i.e., 
‖ẋo,i‖ ≤ V̄ i,o , i ∈ {1, ..., m}, according to Remark 2, where V̄ i,o ∈R+
is an unknown constant. To this end, the following proposition is 
given.

Proposition 2. Consider the UAV translational dynamics (4). Under As-
sumption 1 and unknown obstacle velocities ẋo,i , i ∈ {1, ..., m}, bounded 
as ‖ẋo,i‖ ≤ V̄ i,o , design the control u and the virtual control α1 as (12), 
with (13b)-(13e), the adaptive law (14), the low pass filter (9) and

�0 =
m∑

i=1

ci,o�0,i, (27a)

�3 = −
m∑

i=1

m∑
j=1
j 
=i

ci,ok2, j�1,i sec2
(π

2
γ 2

j

)
(x1 − xo,i)

T (x1 − xo, j)

+
m∑

i=1

c2
i,o�

2
1,i‖x1 − xo,i‖2

2
.

(27b)

Then, the objectives (i)-(iii) in Theorem 1 are achieved with error bound

‖e1‖ <

√
2

c1

(
β3

β1
+
(

V (0) − β3

β1

)
e−β1t

)
, (28)

where, β3 = β2 + 0.5 
∑m

i=1 V̄ 2
i,o is an unknown positive constant.

Proof. The proof is similar to that of Theorem 1 and therefore 
omitted here for the sake of brevity. �
Remark 6. In Proposition 2, it is obvious that the obstacle ve-
locities ẋo,i , i ∈ {1, ..., m} are not used and the stability of the 
closed-loop system is proven. However, this might lead to a larger 
tracking error bound (see β3). Nevertheless, the obstacle avoidance 
is achieved, satisfying safety constraint Ri . Indeed, this represents 
the safety aspect of the proposed control, i.e., even if the obsta-
cle information is not completely known, the safety and obstacle 
avoidance are not compromised.

Now, based on the designed u in (12a), and considering u =
R F = [u1, u2, u3]T and (3), it is easy to obtain the required thrust 
f as [6]

f =
√

u2
1 + u2

2 + u2
3. (29)

Moreover, for a given yaw angle ψd , the desired roll and pitch an-
gles are obtained as [6]

φd = sin−1
(

Sψd u1 − Cψd u2

f

)
, (30a)

θd = tan−1
(

Cψd u1 + Sψd u2

u3

)
, (30b)

respectively. Now, the torques vector τ is designed to regulate the 
UAV Euler angles � to the desired one, i.e., �d = [θd, φd, ψd]T ∈
7

R3. For this aim, the difference between the desired Euler angles 
and the actual values is multiplied by a proportional controller to 
compute a set of desired rates for the Euler angles, i.e., �̇d . Then, 
the actual rates of Euler angles are computed by multiplying the 
inverse of Rq matrix into the measured vector of angular velocities. 
The difference between the desired and actual rates is considered 
as a tracking error e = �̇d − �̇, where �̇ = R−1

q ω and ω is mea-
sured by the on-board sensors. Then, this error is fed into the 
AMFC [53]. To this end, the attitude dynamics (2d) can be rewrit-
ten as

ω̇(t) = A0ω(t) + τ (t) + G0, (31)

where, A0 ∈ R3×3 is an unknown diagonal system matrix and 
G0 = (

J−1 − I3
)
τ − J−1 Kaω − J−1ω × Jω − J−1τd − A0ω ∈R3 is 

a vector of unknown nonlinear functions. Accordingly, it is readily 
obtained that

�̈(t) = A�̇(t) + τ (t) + G, (32)

where, A ∈ R3×3 is a unknown diagonal system matrix and G =
R−1

q (A0 Rq�̇ + τ + G0 − dRq
dt �̇) − A�̇ − τ ∈ R3 is a vector of un-

known nonlinear functions. Now, the AMFC is designed using the 
following theorem.

Theorem 2. Consider the attitude dynamics (2d), represented as (31). 
Design the torque τ as in (33) where, Â is the estimation of A, ζ = ∫ t

0 edt, 
and σ = e + ζ = [σ1, σ2, σ3]T ∈ R3 . Also, Q ∈ R3×3 is positive defi-
nite design matrix, and γ̄1 ∈ R3×3 and γ̄2 ∈ R3×3 are positive definite 
learning rate matrices. The positive scalars β̄1 and β̄2 are user-defined 
leakage gains of the controller. Moreover, v̂ = [v̂1, ̂v2, ̂v3]T ∈R3 . Then, 
the closed-loop attitude dynamics is stable, all the signals are bounded 
and the tracking errors e and ζ are UUB.

τ = �̈d − Â�̇ − Ĝ − ζ +
(

I3 + 2P−1 Q + Â
)
σ − 1

4
Pσ ,

Ṗ = 2 Â P − P 2 + 2Q ,

˙̂G = −γ̄1 Pσ − β̄1γ̄1Ĝ,

˙̂v = −γ̄2 P Mσ (�̇ − σ) − β̄2γ̄2 v̂,

Â =
⎡
⎣ v̂1 0 0

0 v̂2 0
0 0 v̂3

⎤
⎦ ,

Mσ =
⎡
⎣σ1 0 0

0 σ2 0
0 0 σ3

⎤
⎦ .

(33)

Proof. See Theorem 1 in [6]. �
Remark 7. As motivated earlier, the attitude dynamics (2d) might 
be unknown, due to the presence of unknown J . Accordingly, as in 
the AMFC approach (33), we have not used the attitude dynamics. 
More importantly, there is no need for manual fine-tuning of the 
control parameters, since they are either tuned automatically, or 
designed based on the instruction given in [53]. Note that in (33)
the main controller gain matrix, i.e., P ∈ R3×3, is a diagonal posi-
tive definite matrix whose elements are updated online by solution 
of a dynamic Riccati equation [48].

Remark 8. The setpoint for the yaw angle ψd is commanded by 
an entity outside of the position control loop. In a hierarchical 
approach, this desired orientation could be determined by a path 
planner. This also defines the heading angle of the UAV (and hence 
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Fig. 2. Overall control structure.
the orientation of some sensors fixed with the body) and does not 
affect the translational and attitude tracking performance [6].

Remark 9. It should be noted that the dynamics of a conventional 
quadrotor is underactuated, i.e., there are four control actuators, i.e. 
ωk , k ∈ {1, 2, 3, 4}, to control six degrees of freedom in a 3D space. 
Here, this underactuated issue is resolved by utilizing a cascade 
structure. In this regard, first the translational motion is controlled 
in an outer loop and the setpoints for roll and pitch angles are 
determined in (30) along with the external setpoint for yaw angle. 
Then, in the inner loop, the angular motion is controlled.

Using the thrust f (29) and torque τ (33), the rotor speed ωk
for k ∈ {1, 2, 3, 4} is computed as the inverse of (1). The overall 
control structure is illustrated in Fig. 2. In this control structure 
the Euler angles, position and linear and angular velocity vectors 
of the UAV, and the position of obstacles are fed into the control. 
The translational tracking error e1 and distance to the obstacles di
are computed and (9) and (12b) are solved. Given this, the rates 
of desired and actual Euler angles are computed, using low level 
proportional control. The desired Euler angles are computed using 
the proposed control (12a) and (30). Moreover, (12a) computes the 
required thrust f . The error between the actual and desired Euler 
angle rates is fed into (33) to compute the torque τ . Uiing f and 
τ , the motor speeds are computed using (1) and are commanded 
to the UAV. The stability of the cascade system is analyzed in the 
following theorem.

Theorem 3. Consider the UAV dynamics (2). Under Assumption 1, de-
sign the thrust f and torques vector τ as in (29) and (33). Then, the 
obtained closed-loop system is Input to State Stable (ISS) with respect 
to disturbances fd and τd, tracking errors e1 , e2 , ξ and e are UUB for 
bounded disturbances fd and τd and the objectives (i)-(iii) in Theorem 1
are achieved.

Proof. For given desired Euler angles �d , it is easy to obtain the 
corresponding rotation matrix Rd ∈ SE(3), using (3a). Considering 
(2), (7a) and (8), it is readily obtained that

ė1 = v, (34a)

ė2 = 1

M

(
Rd F +

(
R RT

d − I3

)
Rd F + Kd v − M F g + fd

)
− X2

τ2
.

(34b)

Equations (34) along with the attitude dynamics represent a cas-
cade system, in which Rd affects the translation dynamics. The 
8

coupling term R RT
d − I3 represents the attitude tracking error be-

tween the desired Euler angles �d and the actual one �. In fact, 
R RT

d = I3 if and only if R = RT
d , i.e., � = �d . Considering the Ro-

drigues theorem [54], one can obtain that ‖R RT
d − I3‖ ≤ 2. There-

fore,

‖ė2‖ ≤ ‖W (e2)‖ + ‖F‖
M

(‖Rd‖ + 2) + 1

M
‖ fd‖, (35)

where, W (e2) = Kd v/M − F g − X2/τ2. Moreover, as proven in 
Theorem 1, the translational dynamics is UUB for given R and 
bounded fd , and it is asymptotically stable for fd = 0. Accord-
ingly, for bounded variation �d and fd the dynamics (35) is ISS 
according to Definition 2.6 in [55]. Also, the attitude closed-loop 
dynamics using (33), is UUB for bounded τd , and it is asymptot-
ically stable for τd = 0. Therefore, according to Theorem 3.1 in 
[55], the cascade system (34) along with the attitude tracking er-
ror dynamics, is ISS with respect to input fd and τd . Therefore, 
for bounded fd and τd , the tracking errors e1, e2 and e are UUB. 
Also, according to the proof of Theorem 1, objectives (i)-(iii) are 
achieved. �
Remark 10. In the proposed control, one can use the time variable 
bound Ri(t), to impose time variable safety bounds during the op-
eration. In this case, the proposed approach is still applicable. For 
this aim, the term (�1 − c1e1)

∑m
i=1 ci,o W i/‖c1e1 − �1‖2, where 

W i = Ṙ iη
2
i sec2(0.5πγ 2

i )/Rid2
i − 2Ṙ itan(0.5πγ 2

i )/π R3
i , is added to 

α1 in (12b) and the objectives in Theorem 1 are achieved.

4. Simulation results

In this section, the performance of the proposed scheme is 
evaluated using simulation examples. The parameters of the UAV 
dynamic model (2) are as L = 0.1(m), M = 2(kg), J = 1.24 ×
10−3diag(1, 1, 2)(kgm2), Kd = 0.01(kg/s), Ka = 0.01(kgm2/s),
kl = 10−5(kgm), kd = 10−7(kgm2), g = 9.81(m/s2), fd = sin(t)[0,

0, 1]T (N) and τd = sin(t)[1, 1, 1]T (Nm) [6]. The initial condi-
tions are as p(0) = [10, 10, 10]T (m), �(0) = [0, 0, 0]T (◦), ω(0) =
[0, 0, 0]T (rad/s), f̂q(0) = 0.1 and z(0) = [0.1, 0.1, 0.1]T with de-
sired position xd = [0, 0, 0]T (m). Also, in accordance to Theorem 1
and Remark 7, the control parameters (12) and (33) are selected as 
k1 = 0.1, k2 = 0.001, k2,i = 0.001, kd = 5, c1 = 1, c2 = 5, ci,o = 3, 
αd = 0.1, τ2 = 0.5, Ts,i = 0.5, Q = 0.01I3, γ̄1 = 103 I3, γ̄2 = I3, and 
β̄1 = β̄2 = 1. To consider a variety of conditions, we study three 
different scenarios with moving and stationary obstacles with dif-
ferent safety bounds, and UAV initial velocity including

• Scenario 1: Stationary obstacles: xo,1(0) = [−5, −2, 0]T , xo,2(0)

= [−1, −1, −7]T , xo,3(0) = [−1, 4, 0]T , xo,4(0) = [5, 5, 5]T , 
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Fig. 3. Trajectory of UAV and obstacles under Scenario 1.

ẋo,i(t) = [0, 0, 0]T , for i = 1, ..., 4, R1 = 1.5, R2 = 4, R3 = 1, 
R4 = 4 and v(0) = [−3, 0, 1]T ,

• Scenario 2: Moving obstacles: xo,1(0) = [−5, −2, 0]T , xo,2(0) =
[−1, −1, −7]T , xo,3(0) = [−1, 4, 0]T , xo,4(0) = [5, 5, 5]T ,
ẋo,1(t) = [0.6sin(0.1t), 0.6cos(0.1t), 0]T , ẋo,2(t) = [0.1, −0.1,

0.1]T , ẋo,3(t) = [0.4, −0.4, 0.2]T , ẋo,4(t) = [0, 0, 0]T , R1 = 1.5, 
R2 = R4 = 4, R3 = 3 and v(0) = [0, 0, 0]T ,

• Scenario 3: Moving obstacles with initial conditions within the 
safety sphere: xo,1(0) = [−4, −2, 1]T , xo,2(0) = [−1, −1, −7]T , 
xo,3(0) = [9, 9, 9]T , xo,4(0) = [3, 4, 5]T , ẋo,1(t) = [2sin(0.5t),
2cos(0.5t), 0]T , ẋo,2(t) = [−0.9, −0.9, 0.9]T , ẋo,3(t) =
[−sin(0.5t), −cos(0.5t), −sin(0.5t)]T , ẋo,4(t) = [−cos(0.5t),
cos(0.5t), sin(0.5t)]T , R1 = 1.5, R2 = 2.95, R3 = 2, R4 = 2.5, 
and v(0) = [−3, 0, 1]T .

In Scenario 1, the obstacles are stationary. It is just to verify the sta-
bility and convergence of the proposed controller. It is obvious that 
in Scenario 2, we have considered the fourth obstacle exactly on the 
connecting line p(0) to xd , which might lead to the local minima 
issue. Moreover, in Scenario 3, the initial distance from the third 
obstacle is 1.7321(m) which lies within the safety bound with the 
radius R3 = 2. The results are given in Figs. 3-16. In all scenarios, 
evidently, the desired position is achieved and all the obstacles are 
avoided, satisfying the given safety bounds (see Figs. 3, 4, 8, 9, 13
and 14). The rotor speeds are shown in Figs. 5, 10 and 15. It is 
worth noting that the initial increase in the rotor speeds in is due 
to the effect of gravity. In fact, the UAV starts from p(0) with zero 
rotor speeds. Then, the designed controller tries to compensate the 
gravity effect. However, in practice, the UAV starts operating from 
the ground, i.e., the gravity force is initially canceled by the surface 
reaction force. Then, the initial sudden increase of the rotor speeds 
is avoided. As it is observed in Fig. 5, 10 and 15, there are relatively 
small oscillations in the rotors rotational speed. The root cause is 
the existence of the external disturbances. We note that the AMFC 
module is responsible for controlling the attitude dynamics, with-
out having any knowledge neither on the nonlinear dynamics nor 
on the external disturbances. This is provided in expense of hav-
ing a UUB convergence with small bounded oscillations around the 
stable points of the system [6]. The attitude, position error and ve-
locity error with disturbance upper bound estimation are shown in 
Figs. 6, 11 and 16, which confirm the stability and convergence of 
the closed-loop system. Also, the UAV velocity vector is illustrated 
9

Fig. 4. Distance of UAV and obstacles under Scenario 1.

Fig. 5. UAV rotor speeds under Scenario 1.

in Figs. 7, 12 and 17. This is more obvious considering the results 
of Scenario 1, i.e., Figs. 3 and 6, where the stability of the desired 
position is illustrated. In Scenario 3, the first obstacle periodically 
passes close to the desired position. In this situation, the UAV is 
steered away when this obstacle approaches and then returns to 
the desired position (see Figs. 13 and 16 (b)). More importantly, 
the vehicle is initially in the safety sphere around the third obsta-
cle. Then, the UAV exits from this sphere by T ∗

3 = 0.27(s) ≤ Ts,3, as 
illustrated in Fig. 14. This is achieved by the scaling function η3, 
without any instability or intervention into other safety bounds, 
considering the other obstacles, which are moving nearby.

Considering these operational scenarios for both moving and 
stationary obstacles, with different initial conditions of UAV and 
disturbance effect, it is evident that the closed-loop system is sta-
ble and the error of the desired position is UUB as shown in 
Figs. 3, 8 and 13. Moreover, we have considered the exogenous 
disturbance on both translational and rotational dynamics, which 
confirms the robustness of the proposed control. More importantly, 
in all scenarios the obstacle avoidance is achieved which implies 
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Fig. 6. (a) Attitude, (b) Position error, (c) Velocity error, and (d) Disturbance estima-
tion under Scenario 1.

Fig. 7. UAV velocity vector under Scenario 1.

Fig. 8. Trajectory of UAV and obstacles under Scenario 2.

the safe autonomous navigation of UAV, as illustrated in Figs. 4, 9
and 14. Furthermore, for arbitrary initial conditions of UAV, even 
inside of the safety bound, this objective is fulfilled, owning to the 
incorporation of the scaling function (11) which imposes a user de-
fined exit time. This user defined time can be adjusted considering 
agility of different UAV models.
10
Fig. 9. Distance of UAV and obstacles under Scenario 2.

Fig. 10. UAV rotor speeds under Scenario 2.

It is worth mentioning that all the results are obtained for the 
unknown rotational dynamics, which improves applicability of the 
proposed control for different UAVs. This is due to asymmetrical 
shape of most of modified UAVs, equipped with different com-
ponents and sensors. This leads to unknown mass moment iner-
tia and inaccurate geometrical features of UAVs. So, by using the 
proposed method, the need for accurate estimation of rotational 
dynamics is relaxed. Finally, it is shown that the actuator efforts, 
i.e., rotor speeds, are smooth and extremely large control inputs, 
Figs. 5, 10 and 15, which is a major problem of the nonlinear con-
trols, are avoided. This is, again, due to use of the scaling function, 
which gradually feeds the large initial error to the control.

Regarding some oscillations around the stable points in Figs. 6, 
11 and 16, the main reason is the existence of the disturbance on 
both translational and rotational dynamics. This is the main fea-
ture of UUB stability of the closed-loop system that the tracking 
error converges to a region around the origin. More importantly, 
the rotational dynamics is totally unknown which further imposes 
uncertainty on the control performance. However, the stability is 
guaranteed and the tracking error margin can be arbitrarily made 
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Fig. 11. (a) Attitude, (b) Position error, (c) Velocity error, and (d) Disturbance esti-
mation under Scenario 2.

Fig. 12. UAV velocity vector under Scenario 2.

Fig. 13. Trajectory of UAV and obstacles under Scenario 3.

small by fine tuning of the control parameters. Also, the spiral mo-
tion towards the region around the desired point stems from the 
exponential convergence of the tracking error as shown in (28), 
with the rate of β1. However, the main reason for these oscilla-
tions, are the moving obstacles. Considering 8 and 13, it is obvious 
that there are obstacles moving around the desired points period-
11
Fig. 14. Distance of UAV and obstacles under Scenario 3.

Fig. 15. UAV rotor speeds under Scenario 3.

ically that pushes the UAV away. This motion can be adjusted by 
selecting small gains c1 and ci,o in (13e) and (13f), respectively.

5. Conclusion

In this paper, we considered the problem of safe autonomous 
motion control of an underactuated quadrotor aerial vehicle. The 
BLF method was used to design the translational control and to 
keep the vehicle away from the obstacles, with an assigned safety 
bound. Also, it was proven that the tracking error is uniformly 
ultimately bounded. Both cases of known and unknown obstacle 
velocities were considered. Also, the problem of collision chance 
constraint, for uncertain vehicle and obstacle positions, was tack-
led, with no online optimization. The restrictive assumptions on 
the initial conditions of the vehicle was relaxed by incorporating a 
scaling function. Moreover, in a hierarchical structure, an adaptive 
model-free control was designed for unknown attitude dynamics 
in the presence of disturbance. The numerical simulations were 
performed and evaluated to show the effectiveness of the proposed 
approach.
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Fig. 16. (a) Attitude, (b) Position error, (c) Velocity error, and (d) Disturbance esti-
mation under Scenario 3.

Fig. 17. UAV velocity vector under Scenario 3.
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