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ABSTRACT

Projection-based model-order-reduction (MOR) accelerates computations of phys-
ical systems in case the same computation must be performed many times for
different load parameters (e.g. parameters, geometries, initial conditions, boundary
conditions). It therefore finds its use in application domains such as inverse mod-
elling, optimization, uncertainty quantification and computational homogenization.
Projection-based MOR uses the solutions of an initial set of (training/offline) com-
putations to construct the solutions of the remaining (online) computations. For
finite element computations of hyperelastic solids, projection-based MOR is ac-
curate and fast. However, for finite element computations of hyperelastoplastic
solids, conventional projection-based MOR is far from accurate and fast. This
thesis explores different numerical approaches to improve projection-based MOR
for hyperelastoplastic finite element simulations. The first investigated innovation
focuses on enhancing the interpolation employed in projection-based MOR with
an additional interpolation associated with a coarse finite element discretization.
Because inconsistent results are obtained with this approach, the second innova-
tion focuses on equipping the projection-based MOR with a neural network. This
substantially accelerates the online computations, and although the reported accu-
racy can be argued to be reasonable, it is definitely not excellent. To this end, the
third innovation investigates the use of machine learning to adaptively select the
interpolation functions of projection-based MOR during the course of a simulation.
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C h a p t e r 1

INTRODUCTION

1.1 Model-order-reduction
Model-order-reduction (MOR) encompasses numerical methods that accelerate
time-consuming computations. Whereas surrogate models such as response sur-
faces and Kriging replace the input-output relation of the computation of interest
by a fast alternative, MOR only modifies the computation in order to accelerate it.
Consequently, more results often remain available for post-processing using MOR,
whereas surrogate models only provide the output for which they are trained [83].
In the field of numerical predictions of physical systems such as finite element (FE)
simulations, two MOR categories may be distinguished: a posteriori methods and
a priori methods.
A posteriori MOR involves precomputing numerous responses of the physical sys-
tem of interest in advance and utilizing the precomputed solutions to accelerate the
subsequent simulations that remain. A posteriori MOR is thus only useful if the
same physical system must be simulated numerous times, each time with different
load parameters (e.g. material parameters, boundary conditions, geometries). Con-
sequently, a posterioriMOR finds its use in applications such as inverse modelling,
optimization, uncertainty quantification and computational homogenization.
On the other hand, a priori MOR does not require any precomputations to be
performed and hence, it can be used the very first time the physical system of
interest is simulated. Consequently, a priori MOR is more widely applicable than
a posteriori MOR, since a posteriori MOR is only useful if the same type of
computation must be performed numerous times. On the other hand, a prioriMOR
often yields smaller accelerations.

One type of a prioriMOR is proper generalized decomposition [57, 15]. It enriches
the approximation of the computation’s solution per iteration, thereby approaching
the exact result as more iterations are computed. Another type of a priori MOR
is the quasicontinuum method, which superimposes a finite element interpolation,
including associated quadrature points (i.e. ’summation’ or ’sampling’ in quasicon-
tinuum terminology, or ’hyperreduction’ in projection-based MOR terminology)
over an atomistic [5], spring [6] or beam [14] lattice. Clearly, a posterioriMOR and
a priori MOR both have their pros and cons.
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1.2 Projection-based model-order-reduction: interpolation & hyperreduc-
tion

This thesis focuses onaposterioriMORsuch as the proper-orthogonal-decomposition
(POD) method [42, 43, 52, 11] and the reduced-basis (RB) method [59, 60]. Both
approaches involve an ’offline’ training stage, from which solutions are harvested to
construct the solutions of the future computations (i.e. in the ’online’ stage). The
difference between the POD method and the RB method concerns the manner in
which the training solutions are handled to construct the solutions of future com-
putations. In the POD method, the precomputed solutions are decomposed using
singular value decomposition (SVD) in order to extract the most dominant character-
istics of the training solutions. In the method of RB on the other hand, precomputed
training solutions are directly employed (after orthonormalisation) to construct the
solutions of future computations. Similar as in the POD method, the ensemble of
selected training solutions in the RB method should enclose the characteristic fea-
tures of the possible solutions of future simulations. This is often performed using
a greedy algorithm. In both the POD and RB method, the precomputed solutions
yield orthonormalized vectors which together reconstruct the solutions of future
computations. These vectors are referred to as basis functions or modes.

In projection-based MOR such as the POD and RB method, each basis function
comes with its own degree of freedom (i.e. ‘coefficient’), all of which must be (si-
multaneously) computed during an online computation. Consequently, it is essential
for the speed of the online computations to minimize the number of employed basis
functions and hence, the number of degrees of freedom. In the case of non-linear
computations however, besides the time needed to solve the linearized governing
equations, another bottleneck is present: the time to construct the linearized gov-
erning equations. In implicit non-linear computations based on Newton’s method,
the linearized governing equations (i.e the column with first-order derivatives and
the matrix with second-order derivatives) must be constructed for each iteration,
for each increment. Whereas the interpolation of the basis functions reduces the
number of equations and hence, the time to solve the systems of linear equations, it
does not reduce the time to construct the linearized governing equations.

Approaches to reduce the time to construct the linearized governing equations in
projection-based MOR are often referred to as ’hyperreduction’. Hyperreduction
involves the sampling of quantities at only a limited number of spatial locations to
approximate the first-order and second-order derivatives of the system of interest.
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These quantities may be the derivatives themselves, as in the discrete empirical
interpolation method [12, 13, 58, 62], or quadrature points [68, 66, 24, 53, 35].

1.3 Elasticity versus elastoplasticity
Projection-based MOR using interpolation and hyperreduction as described above
has successfully been used to accelerate FE simulations of hyperelastic solids [40,
56]. The use of only a small number of basis functions yields excellent results
for hyperelastic FE computations. Consequently, the associated systems of linear
equations are small and fast to solve. Hyperreduction using the discrete empirical
interpolation method is furthermore highly accurate using only a small number
of sampled derivatives, thanks to the spatially smooth fields of the derivatives
associated with (hyper)elasticity.

Projection-based MOR using interpolation and hyperreduction as described above
is substantially less trivial to accelerate FE simulations of hyperelastoplastic solids
[29]. The reason is twofold. First, elastoplastic FE computations require many more
basis functions to obtain a similar accuracy as for hyperelastic FE computations.
This is illustrated in Fig. 1.1, in which the same FE model is considered with
a hyperelastic and a hyperelastoplastic material description. The singular values
decay substantially faster for hyperelasticity than for hyperelastoplasticity. Because
many more basis functions are required for elastoplasticity, the number of equations
(i.e. of degrees of freedom) remains relatively large and hence, solving the system
of linear equations (once per iteration) requires more time.

Second, hyperreduction is substantially less trivial to be effectively exploited. This
has two causes. First, the fact that many basis functions are required entails that more
quantities need to be sampled to accurately approximate the linearized governing
equations. Second, elastoplasticity entails that the spatial fields of derivatives and
second-order derivatives are non-smooth and the spatial domain in which smooth-
ness is lacking changes for each online computation.
The first aim of this thesis is therefore to devise a projection-based MOR for
elastoplasticity such that substantially less basis functions are required. The
intent is not necessarily to reduce the number of degrees of freedom, but to ensure
that hyperreduction can be applied more effectively, i.e. to ensure that less quantities
need to be sampled to approximate the linearized governing equations. Reducing
the number of basis functions is investigated in this thesis by using the additional
interpolation of an additional, rather coarse FE discretization. Since each basis
function interpolates over the entire domain, and the additional FEs only have
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Figure 1.1: The singular values for two the same quasi-static FE computations: one
with a hyperelastic constitutive model (red curve) and one with a hyperelastoplastic
constitutive model (blue curve). Except for the constitutive model, all other aspects
are the same (e.g. mechanical parameters, geometry, FE discretization, boundary
conditions). The decay of the singular values is substantially faster for the hypere-
lastic configuration than for the hyperelastoplastic configuration. This indicates that
substantially less basis functions (i.e. modes) need to be used for the hyperelastic
case than for the hyperelastoplastic case if projection-based ROM is to be applied.

local support, the interpolation of the basis functions is referred to as the global
interpolation and that of the additional FE discretization as the local interpolation.
1.4 Neural network acceleration of projection-based model-order-reduction
Because the local/global MOR approach mentioned above does not yield consistent
results (as will be explained in detail in the next chapter), another projection-based
MOR approach is also exploited and developed in this thesis. The ansatz of this
approach is to let a neural network emulate the coefficients of the basis functions for
each increment. This implies that no iterative solution process is required to compute
the basis function coefficients. This not only avoids the need to solve a system of
linear equations (once per iteration), it also avoids the construction of the matrix
with second order derivatives (i.e. the stiffness matrix) and the column with first
order derivatives (i.e. the force column) per iteration. The only issue that remains is
the construction of the force column once per increment. Because constructing the
force column once per increment does not require much time, hyperreduction does
not need to be applied to achieve a signifant acceleration.
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Projection-based MOR with neural networks to rapidly predict the basis function
coefficients is not new. Several of such frameworks were developed for fluid prob-
lems [45, 81, 7], just like the first projection-based MOR to be developed [73].
Also in the field of solid mechanics, such frameworks have recently been proposed
for hyperelastic computations [80, 9, 17]. However, no such approaches have been
constructed for projection-based MOR for elastoplastic FE computations.

The second aim of this thesis is therefore to devise a projection-based MOR for
elastoplasticity where the basis function coefficients are emulated by a neural
network. The scientific challenges are to ensure that the framework can accurately
treat the path-dependency of elastoplasticity and that appropriate input parameters
are selected for the neural network. As will become clear later in the thesis, the
treatment of the path-dependency in the framework is strived by using recurrent
neural networks as the type of neural network.

Because the number of basis function coefficients has not much influence on the
computational times of the aforementioned (neural-network-accelerated) projection-
based MOR, a large number can be used. However, even if a large number of
100 basis functions is employed, the accuracy of the neural-network-accelerated
projection-based MOR is acceptable, but not perfect. This relative inaccuracy does
not originate from the neural network, but from the projection-based MOR itself,
which is also without neural network acceleration relative inaccurate due to the
non-ellipticity of the partial differential equations (see Fig.1.1 again).

1.5 Machine learning for adaptive basis selection
To ensure that projection-based MOR itself is more accurate, several studies have
proposed to group the training solutions in clusters (based on some appropriate
quantities). In such approaches, one set of basis functions is identified for each
cluster independently. During the course of an online computation, the same quantity
that was used to group the training solutions parametrises the current configuration
(i.e. increment) and is consequently used to decide from which cluster the set of
basis functions must be used.

In [19, 21], the authors themselves grouped the training computations in clusters
based on the time. Since time also elapses during the course of the online com-
putations, a different set of basis functions is used during the online computations,
yielding an approach in which the basis functions are adaptively changed during an
online simulation.
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Although in some cases the clustering for adaptive selection of the basis function
can be performed manually, it is inaccurate and impractical in most scenarios:
for instance if several quantities must be used (instead of just one like the time),
and/or if some manifold is more suited than an Euclidian space. For this reason,
machine learning has recently been proposed to perform the clustering; in particular
unsupervised learning [79, 2, 58, 29, 51, 10]. However, no studies have investigated
this for elastoplasticity.

The third aim of this thesis is therefore to propose a projection-basedMOR for
elastoplasticity with an adaptive selection of the basis functions based on ma-
chine learning. The start is made with the unsupervised :-means clustering of [79,
2], but as will become clear in Chapter 4, every time the basis functions are changed
during the course of a simulation, the results are momentarily highly inaccurate. For
this reason, instead of :-means clustering, DBSCAN is also investigated. DBSCAN
indeed clusters the training solutions such that less changes of basis functions are
needed in case of monotonic elastoplastic simulations, but the significant inaccuracy
that occurs when the basis functions are changed remains. For this reason, several
approaches are introduced in Chapter 4 which intend to change the basis functions
more smoothly, but they do not yield a satisfying accuracy. A new approach is
therefore proposed in Chapter 4 based on : nearest neighbour (:-NN) searching. In
this approach the basis functions potentially change each iteration. The results are
highly accurate for only a few basis functions.

1.6 Aims and innovations
The three aforementioned aims of this thesis are the three main innovations of this
thesis and are summarized as follows:

• to formulate a projection-basedMOR for elastoplasticity to reduce the number
of basis functions by introducing an additional local interpolation using coarse
FE discretizations. The ultimate intent is not to reduce the number of degrees
of freedom in the online simulations, but to reduce the efforts to approximate
the linearized governing equations (i.e. the force column and stiffness matrix).

• to investigate if a neural network is able to emulate the coefficients of the
basis functions of projection-based MOR for elastoplasticity, such that both
(1) many basis functions can be used, and (2) the neural network can account
for the path-dependency of elastoplasticity.
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• to investigate if machine learning can be used to adaptively change the basis
functions during the course of an online elastoplastic projection-based MOR
simulation.

1.7 Outline
The remainder of this thesis consists of four more chapters. Chapter 2 discusses
the projection-based MOR in which a reduction of the number of basis functions
is strived by combining the global interpolation of the basis functions with an
additional interpolation associated with a course FE discretization (Innovation 1).
Because the local/global approach of chapter 2 does not yield consistent results,
a different approach is the focus of Chapter 3. The approach of Chapter 3 uses
neural networks to emulate the basis function coefficients (Innovation 2). To further
improve the neural-network-accelerated projection-based MOR of Chapter 3, Chap-
ter 4 discusses machine learning to adaptively select the basis functions during the
course of a simulation (Innovation 3). Finally, Chapter 5 presents conclusions and
identifies potential avenues for future work.

1.8 Additional notes
It must be noted that projection-based MOR frameworks exist in which large plastic
deformations (or damage) occur in a small part of the domain [42, 41, 61]. In those
frameworks, MOR is used for the largest part of the domain that deforms elastically
and the original FE discretization in the small domain in which dissipation occurs
remains in place. This is different from the scenarios considered in this thesis, in
which large plastic deformations occur in the entire domain.

It it also worth to note that both the local and global elastoplastic deformations that
occur in the simulations considered in this thesis, as well as the fluctuations of these
deformations, are considerably larger than those considered in [79]. This poses a
larger challenge for projection-based MOR.

The hyperelastoplastic problem to which all the introduced projection-based MOR
approaches are applied are 2D periodic representative volume elements, as useful
for computational homogenization. However, true multiscale simulations are not
performed, amongst others because the approaches are not limited to computational
homogenization. In fact, they can in principle be used for any type of application
where an elastoplastic model is exposed to uncertain boundary conditions.
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The following three chapters in which the scientific and technological work and
novelties are described in detail are extracted from three manuscripts that have been,
or are in the process of being submitted for publication in peer-reviewed journals.
Consequently, some repetition in the chapters is present.
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C h a p t e r 2

LOCAL INTERPOLATION TO AID PROJECTION-BASED
MODEL-ORDER-REDUCTION FOR ELASTOPLASTICITY
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ABSTRACT

Projection-based model-order reduction approaches are accurate and fast for finite
element simulations with hyperelastic constitutive models: the use of only a limited
number of global basis functions generally provides an excellent accuracy. In con-
trast to (hyper)elasticity, (hyper)elastoplasticity require many global basis functions
to achieve a reasonable accuracy. The fact that many basis functions are required
for hyperelastoplasticity is not only problematic because a relatively large number
of degrees of freedom remains, it also entails the need for many integration points
in the online simulations (the stress update must be iteratively computed at each
quadrature point in each iteration). This chapter investigates two approaches to keep
the number of global basis functions of finitely plastically deforming finite element
simulations small - ultimately in order to keep the number of reduced quadrature
points of the hyperreduction small. This is performed by combining the global basis
functions with local interpolation functions. For the two approaches combining the
global and local interpolation, two manners are investigated to identify the global
basis functions. Although the results are clearly improved, a truly consistent trend
is lacking for the time being. Hence, several avenues can be taken to improve the
frameworks.
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2.1 Introduction
Often in engineering practice, the same mechanical model must be computed nu-
merous times, but with different sets of material parameters, geometries, and/or
boundary conditions. Examples are optimization problems, inverse problems, for-
ward uncertainty propagation, and nested multiscale approaches. To speed up the
computations of such problems, one can revert to a computational approach that
rapidly emulates the output parameters of interest. Response surface models are
one such approach that has been studied persistently [76, 31, 30]. Neural networks,
currently popular in computational mechanics [83, 26, 36, 69, 70], can also be used
to rapidly predict the required output. One may also employ a priori [57, 15] or a
posteriori [8] model-order-reduction (MOR).

Each of these approaches comes with its own advantages and disadvantages. The
construction of response surface models is for instance not trivial if the Euclidean
space is insufficient to formulate a response surface. Neural networks are fast at the
‘online/prediction stage’, but require many ‘offline training simulations’ (i.e. direct
numerical simulations - DNS) to achieve a good accuracy in the online stage. a
posterioriMOR has the advantage that many local results of the online simulations
remain available, whilst complex geometries and periodic boundary conditions can
easily be treated. A disadvantage is that offline training simulations are required.

This chapter focuses on a posteriori projection-based model order reduction. Proj-
ection-based MOR utilizes solutions of so-called training simulations to construct
global basis functions in order to interpolate kinematic variables. They use either
a representative set of orthonormalized training solutions as the basis functions
(i.e. the method of ‘reduced basis’ [59, 60]), or apply singular value decomposi-
tion to the training solutions, and use the left-singular vectors associated with the
highest singular values as basis functions (i.e. the method of ‘Proper Orthogonal
Decomposition’ - POD. [48, 42, 43, 52, 11]).

The global basis functions in POD-basedMOR interpolate the kinematic variables to
reduce the number of degrees of freedom in the online simulations. This accelerates
the process to solve the governing equations, but it does not reduce the time required
to construct the governing equations - which is important for non-linear models, as
the governing equations must be solved and constructed numerous times. In those
cases, to alleviate the computational burden, a reduced set of quadrature points is
selected (directly or indirectly, often referred to as ‘hyperreduction’ [38, 12, 67, 66,
35]).
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Projection-based MOR only needs a limited number of basis functions for finite
element computations of hyperelastic solids [62]). However, for simulations of
elastoplasticity, a high number of basis functions is required to obtain an acceptable
accuracy in the online simulations. The difference in their working can be deduced
from Fig. 1.1, in which the largest singular values are presented for the same
finite element problem described by hyperelasticity and by hyperelastoplasticity.
The singular values clearly decay substantially faster for hyperelasticity than for
hyperelastoplasticity.

The requirement of a large number of basis functions for hyperelastoplasticity has not
only the disadvantage that the number of degrees of freedom (DoFs) must remain
relatively large to achieve an acceptable accuracy, it also increases the required
number of reduced quadrature points (at which the stress update must be iteratively
computed, i.e. the efficiency of the hyperreduction). The increase of the number
of reduced quadrature points for an increase of the number of basis functions is
illustrated in Fig. 2.1, in which the hyperreduction strategy of [35] is applied to the
elastoplastic model of interest in this thesis. The explanation for the increase of the
number of reduced integration points for an increase of the number of global basis
functions is that the spatial fluctuations in consecutive basis functions increase.

Figure 2.1: The number of required (reduced) quadrature points as a function of the
number of global bases for the hyperreduction of [35].
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Hence, the number of basis functions for hyperelastoplasticitymust remain relatively
small in order to substantially reduce the number of reduced integration points.
Therefore, this chapter aims to reduce the number of basis functions, by binding
together the global interpolation of the conventional basis functions with a local
interpolation.

The global/local interpolation schemes are similar to the approach in [20], but with
an important difference. In the current chapter, the local and global interpolations
are combined additively, whereas [20] uses themmultiplicatively. The issue with the
multiplicative use of the two interpolations [20] is that the effective basis functions
change from iteration to iteration (and from increment to increment). This results in
a limited reduction of the number of quadrature points if the hyperreduction of [35]
is employed (which is our final goal, although not treated in the current chapter).

It is also worth noting that the local/global approaches are different from the sub-
structuring method in [61]. [61] employs a spatially concurrent projection-based
MORapproach to distinguish between regionswith elastoplastic deformation (where
the original FE interpolation is employed) and regions with purely elastic deforma-
tion (where the global interpolation of projection-based MOR is used to reduce the
number of DoFs). In the current chapter however, elastoplastic deformation occurs
in the entire modeling domain.

In this chapter, two local/global interpolations are investigated. They are applied to a
hyperelastoplastic representative volume element (RVE) with stiff elastic particles,
exposed to monotonic loading. In the next section, the DNS are concisely dis-
cussed. Section 2.3 describes a standard POD-based MOR, and the two local/global
interpolation approaches are discussed in section 2.4. The results are presented
in section 2.5, where the results of the two local/global interpolation schemes are
compared with each other and with those of a conventional POD-based MOR for
different numbers of global basis functions and different local refinements. A short
conclusion and outlook are presented in section 2.6.

2.2 Direct Numerical Simulations
The plane strain simulations employ bilinear quadrilateral (four node) finite ele-
ments with four Gauss quadrature points. An F-bar method is utilized to alleviate
locking due to the incompressibility of the plastic deformation. In the employed
F-bar method, the volume change of the deformation gradient tensor at a quadrature
point is replaced with the volume change at the center of the element. The result-
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ing deformation gradient tensor, F̄, is multiplicatively decomposed into an elastic
(subscript 4) and a plastic (subscript ?) deformation gradient tensor: F̄ = F4 · F?.

The following strain energy density is employed:

, =
� (�4 − 3 − 2ln(�4))

4(1 + a) + �a(ln(�4))2
2(1 + a) (1 − 2a) , (2.1)

where � and a denote Young’s modulus and Poisson’s ratio, respectively. Further-
more: �4 = tr(F)4 ·F4) and �4 = det(F4), where superscript ) denotes the transpose.
Differentiating the strain energy with respect to F4 gives a 1st Piola-Kirchhoff stress
tensor, P4: P4 = m,

mF4 , which is related to the Mandel stress, M, as M = F)4 · P4.

The employed yield function reads:

H =

√
3
2

M34E : M34E − "0 − ℎ _=, (2.2)

where material parameters "0, ℎ and = denote the initial yield stress, the hardening
modulus and an exponential hardening parameter, respectively. Furthermore, M34E

denotes the deviatoric Mandel stress and _ the plastic multiplier. The following
associated flow rule is employed:

¤F? = ¤_
m H

mM · F? . (2.3)

The Karush-Kuhn-Tucker conditions close the constitutive model:

H ≤ 0, ¤_ ≥ 0, H ¤_ = 0. (2.4)

A periodic mesh is employed in the simulations, Dirichlet boundary conditions are
used for the four corner nodes, where the displacement values are dictated by the
right stretch tensor of the macroscale deformation (U" , assuming that the RVE is
used in a nested multiscale computation), given by:

u 9 − u8 =
(
U" − I

)
·
(
X 9 − X8

)
, (2.5)

where u and X denote the displacement vector and reference location of a finite
element node, respectively. The subscripts denote the numbers of two corner nodes.
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As the displacement of one of the four corner nodes is set to zero (and all reference
locations are known), the displacement vectors of the other three corner nodes are
completely known, since U" is known for each increment.

In case of nodes on the RVE’s opposing edges, the above vector equation yields two
scalar constraints in a 2D setting (as is the case here). In this thesis, these constraints
are enforced using Lagrange multipliers.

The incorporation of periodic boundary conditions using Lagrange multipliers re-
sults in the following system of linear equations, which must be constructed and
solved for each iteration, at each increment:


 

int
(D, I)

(
m2

mD

))
m2

mD
0


[
3D

36

]
=

[
5
ext
− 5

int
(D, I) − 6) m2

mD

2(D)

]
, (2.6)

where column D collects the displacement components of all FE nodes at an inter-
mediate solution, column I the plastic variables at all Gauss quadrature points at an
intermediate solution (_ and F?), column 6 the Lagrange multipliers, column 2 the
scalar constraints due to the periodic boundary conditions of Eq. (4.5) (2 is linear
in D), column 5

ext
the components of the reaction forces, column 5

int
the compo-

nents of the internal forces ( 5
int

depends non-linearly on D and I) and matrix  
int

the derivatives of the internal forces components with respect to the displacement
components ( 

int
depends non-linearly on D and I). 3D and 36 together denote the

correction to the intermediate solution given by D and 6, that is to be computed each
iteration. The new plastic variables are computed together with the new internal
forces for each quadrature point, after new solution D + 3D is computed.

2.3 POD-based model order reduction
One of the computational challenges of theDNS is the large number ofDoFs involved
in the systems of equations (2.6) that need to be computed for each iteration, for
each increment. Projection-based MOR overcomes this computational drawback by
substantially reducing the number of equations and hence, the number of DoFs. In
this thesis, we consider a posteriori projection-based MOR, which works based on
the idea of precomputing solutions in advance and use the precomputed solutions
to speed up the simulations in a later stage.

The precomputations are performed in an offline training stage, during which the
parameter-dependent DNS (the parameters in this chapter are formed by the paths
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of U"), is solved for numerous parameter sets of interest. Projection-based MOR
assumes that the various precomputed DNS solutions, obtained for different param-
eters, can be well represented in a lower-dimensional subspace.

To reduce the number of equations and hence, the number of DoFs, the first stage of
projection-based MOR is to identify the basis functions (Φ) that capture the lower
dimensional subspace. In the online stage subsequently, all =D kinematic variables
D are interpolated using the identified =1 global basis functions according to:

D ≈
=1∑
8=1

q
8
U8 = ΦU, (2.7)

where q
8
of length =D denotes the 8th basis function and scalarU8 denotes its associated

coefficient that is to be computed for each increment in an online simulation. Φ and
U collect all the global basis functions and their associated coefficients in an =D × =1
matrix and a column of length =1, respectively.

In the subsequent part of this section we discuss the identification of the global
basis functions (Φ) in the offline stage, using the proper orthogonal decomposition
method, one of the variants of projection-based MOR. Subsequently, the computa-
tion of the associated coefficients (U) in the online simulations is discussed.

Offline stage: Construction of the global basis
In POD-based MOR, the global basis functions are identified using the method of
snapshots introduced in [73]. In this method, training simulations are performed
using theDNS for different sets of parameter values. Incremental solutions are stored
in a matrix referred to as a snapshot matrix (S) of size =D × =C , where =C denotes
the number of training solutions. Therefore, a column in matrix S corresponds to
an incremental solution of a training simulation and one is obviously not obliged to
store the solution of all increments.

To obtain Φ, the snapshot matrix (S) is decomposed into three matrices according
to singular value decomposition:

( = * Σ+) , (2.8)

where matrices * (of size =D × =C) and V (of size =C × =C) are the left and the right
singular vectors of (, which are orthonormal with respect to each other. Matrix Σ
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is a diagonal matrix (of size =C × =C), with singular values arranged in a decreasing
order (f1 ≥ f2 ≥ ... ≥ f=C ≥ 0). The =1 left singular vectors in * that correspond
to the largest singular values are chosen as the POD basis functions.

An important question is how many basis functions are required to use in the online
simulations. On the one hand, one desires to maximize the acceleration of the
online simulations, limiting the number of basis functions in order to minimize the
number of DoFs. On the other hand, one desires a high accuracy by incorporating
a sufficiently large number of basis functions.

A traditional approach to decide the number of basis vectors is based on the singular
values. The reason to use singular values as a measure is that, according to the
Schmidt-Eckart-Young theorem [1, 22], if the first =1 left singular vectors are con-
sidered as basis functions, the projection error of the basis on the training solutions
can be evaluated using the (=1 + 1)th to =C singular values, given as:

min
Φ∈R=D×=1

=C∑
8=1
‖B8 −ΦΦ) B8‖22 =

=C∑
8==1+1

f2
8 , (2.9)

where B
8
denotes the 8th training solution (i.e. the 8th column of () and ‖.‖2 denotes

the !2-norm. It can be inferred from Eq. (2.9) that the sum of squares of singular
values, corresponding to the left singular vectors that are not included in the basis,
represents the square of the error in the snapshot representation. Therefore, an
optimal number of basis functions (=1) are chosen such that the following error
measure (a) is sufficiently low [42]:

a2
%$� =

∑=C
8==1+1 f8∑=C
8=1 f8

. (2.10)

It is also worth to note that in case =D � =C , a faster way to identify the basis
functions is by the application of eigenvalue decomposition. to (̂ = ()( ((̂ is
symmetric and of size =C=B × =C=B), which may be expressed by finding eigenvalues
18 and eigenvectors 1∗8 according to:

(
(̂ − 18 �

)
1∗8 = 0, (2.11)
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1∗8)1∗ 9 =


1 if 8 = 9

0 else = 0,
(2.12)

where 18 > 18+1 and � is of size =C=B × =C=B. The matrix with the left singular values
can then be computed as:

Φ = (

[
1∗1 1∗2 1∗3 ... 1∗=1

]
, (2.13)

where the eigenvalues of the associated eigenvectors are ordered according to 11 >

12 > ... > 1=1 . It may be clear that eigenvalue decomposition is so important that,
similarly as for singular value decomposition, practically all numerical software
packages have their own dedicated functions to efficiently compute it.

In RVE simulations with periodic boundary conditions, the global basis functions
are not directly extracted from the training solutions. Rather, each training solution
is additively decomposed into a homogeneous contribution, D̄, and a fluctuating
contribution, D̃:

D = D̄ + D̃, (2.14)

which is graphically illustrated in Fig. 2.2. Because the right stretch tensor of
the macroscale deformation, U" , is the input for RVE simulations in multiscale
computations, homogeneous displacement field D̄, is known and does not need to
be computed. The global basis functions are thus only used to interpolate the
fluctuating part of the kinematic variables, yielding the following expression:

D = Ψ V +ΦU, (2.15)

where column V contains the known components of U" (three in 2D simulations)
and matrix Ψ (of size =D × 3 in 2D) homogeneously interpolates the kinematic
variables (see Fig. 2.2).

If the bottom-left corner node of the 2D RVE is the first node of the discretization
and we set its reference location to the zero vector and consider it not to displace
during a simulation, we express V as follows:

V =

[
*"
GG − 1 *"

GH *"
HH − 1

])
, (2.16)
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Figure 2.2: Illustration of the additive split of an RVE’s displacement field in a
homogeneous displacement field and a microstructurally fluctuating displacement
field employed in a projection-based MOR. The basis functions (Φ) are only used
for the fluctuating displacement field.

with *"
GG , *"

GH and *"
HH denoting the three independent, known components of U" .

If the horizontal and vertical displacement components of all nodes are stored as
follows in D: (

D
)
8
=


DGd 82 e

if 8 is odd

D
H

d 82 e
if 8 is even

, (2.17)

where d•e denotes the ceiling, and DGd 82 e
and DHd 82 e

denote the horizontal and verti-

cal displacement components of node d 82e, respectively, then, row 8 of Ψ can be
expressed as follows:

(
Ψ

)
8,:
=


[
-d 82 e

.d 82 e
0
]

if 8 is odd[
0 -d 82 e

.d 82 e

]
if 8 is even

, (2.18)

where -d 82 e and .d 82 e denote the horizontal and vertical component of the reference
location of node d 82e, respectively.

The additive decomposition of the kinematic variables entails that SVD is not
directly applied to the training solutions. Instead, the homogeneous deformations
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are first subtracted from the training solutions, and SVD is applied to the resultant,
fluctuating displacement field (i.e. D̃). The decomposition produces global basis
functions that are themselves periodic and hence, periodicity does not need to be
actively enforced in the online simulations.

Online stage: Computing the coefficients
The online stage involves computing the solutions of the reduced order model for
new parameter values, that were not a part of the training simulations. In this thesis
we use the conventional framework of Galerkin projection method to compute the
coefficients (U) of the basis functions, according to which the solution of U is defined
as:

Φ)'(Ψ V +ΦU, I) = 0, (2.19)

where the residual ' = 5
int
(Ψ V +ΦU, I) − 5

ext
.

Linearisation of Eq. (2.19) leads to:

(Φ) 
int
Φ)3U = Φ) 5

ext
−Φ) 5

int
−Φ) 

int
Ψ3V. (2.20)

where update 3V is known. Both 5
int

and  
int

depend on D = Ψ V +ΦU and I.

It is worth to recall that although the number of DoFs is reduced relative to that
of the DNS (from all =D displacement components in D to the =1 coefficients in
U), the stress update (i.e. history variables _ and F?) must still be computed for
all quadrature points that are present in the DNS. The base of this work is built
upon incorporating POD with a hyperreduction strategy of [35], which also reduces
the number of quadrature points. However, according to the strategy of [35],
increasing the number of POD basis functions increases the number of quadrature
points quadrature (look back to Fig. 2.1). Therefore, in the following section, we
propose two local/global interpolations that aim to reduce the number of global
basis functions for finite plasticity but aim to preserve the accuracy in the online
simulations.

Remark The number of load parameters are reduced by considering macroscale
right stretch tensor U" instead of macroscale deformation gradient tensor F" . The
macroscale right stretch tensor and the macroscale deformation gradient tensor are
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related via the following multiplicative decomposition:

F" = R" · U" , (2.21)

where R" denotes the macroscale rotation tensor. When F" is known, U" can
be easily determined by applying an eigenvalue decomposition to the macroscale
Green’s deformation tensor. In the online simulations, macroscale1st Piola-Kirchhoff
stress tensor P" can then be determined as follows:

P" = R" · P̄" , (2.22)

where P̄" denotes the macroscale 1st Piola-Kirchhoff stress tensor that is calculated
using the POD-based MOR in the online stage (for U" instead of F").

2.4 Local/Global interpolation approaches
In this section we discuss the two local/global interpolation approaches that are
incorporated with the traditional POD-based MOR. The two approaches employ an
additional FE interpolation, on top of the DNS’ FE mesh (the discretization of this
additional interpolation is refereed to as a grid, to distinguish it from the conventional
FE mesh of the DNS). The term local refers to the fact that each kinematic variable
associated with the interpolation of the additional grid only affects the displacement
field in a part of the RVE. On the other hand, the term global is used for the
conventional basis functions of the POD-based MOR, as each kinematic variable
associated with each MOR basis function affects the displacement field in the entire
RVE (except for the RVE’s corners).

The difference between conventional POD-based MOR and the proposed enhance-
ments is thus the following. In conventional POD-basedMOR, the global basis func-
tions are used to interpolate the entire fluctuating displacement field (D̃), whereas
the local/global extensions use both the global basis functions, as well as the local
interpolation of the additional grid to interpolate the fluctuating displacement field
(cf. Fig. 2.4 and Fig. 2.5).

The presence of an additional local interpolation requires several issues to be treated.
First, we investigate the effect of orthonormalizing local and global interpolation
functions with respect to each other. Second, we make sure that the local interpo-
lation functions are constructed such that periodicity does not need to be actively
enforced in the online simulations (similar as for the global interpolation). The main
difficulty is the identification of the global basis functions under the presence of the
local interpolation.
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We do not investigate the most suited locations for the grid nodes. Instead, we
mainly stick to regular, rectangular grid discretizations (see ahead to Fig. 2.4).

Scheme I
In the first scheme, the local interpolation is an additional FE interpolation (see
discretized picture in Fig. 2.4). The FE interpolation employs bilinear quadrilateral
(four node) elements. The discretization in scheme I is performed such that each el-
ement of the grid is a square and hence, the additional local interpolation completely
disregards the particles.

The interpolation of scheme I can be expressed as follows:

D ≈ Ψ V +ΦU +Ω W, (2.23)

and hence,
D̃ ≈ D̃

�
+ D̃

!
, (2.24)

with
D̃
�
= ΦU, D̃

!
= Ω W, (2.25)

where Ω stores each local interpolation function as a column. Ω is of size =D × =!
where =! denotes the number of variables associated with the local FE interpolation.
W of length =! denotes the variables of the local interpolation, which must be
computed online.

Each node of the additional interpolation grid comes with two variables (one for
the horizontal direction and one for the vertical direction in 2D as is the case here),
but there are exceptions. First, the corner nodes do not come with any variables.
This entails that the local interpolation has no influence on the displacement of the
corner nodes. Second, two nodes on opposing edges share the same two variables
(one for the horizontal direction and one for the vertical direction). This ensures
that the displacement field associated with the local interpolation is automatically
periodic and hence, periodicity does not need to be actively prescribed in the online
simulations.

As we mainly consider grids with the same number of nodes in horizontal and
vertical direction (see Fig. 2.4) and if we denote the number of grid nodes in one
direction by =6A (and hence, the total number of grid nodes equals =2

6A), the number
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of variables (and hence, the width of Ω and the length of W) reads:

=! = 2
(
=2
6A − 4 − 2

(
=6A − 2

) )
. (2.26)

We construct local interpolation matrix Ω as follows. First, we evaluate the shape
function of each grid node at the locations of all the nodes of the DNS mesh and
store these shape function evaluations in each column of Ω. (In the process of
storing the shape function evaluations, we keep in mind that each node of the grid
comes with two variables). For example, consider a 3× 3 gird of scheme I depicted
in fig. 2.3, the shape functions #1, #2, #3, and #4 for the local grid nodes 1,2,3,
and 4 are computed for all the DNS mesh nodes that falls inside the current local
grid element. In order to compute the shape functions, the local locations b; and [;
of each DNS mesh nodes are first identified, and the shape functions are computed
as #1 =

1
4 (1 − b;) (1 − [;), #2 =

1
4 (1 + b;) (1 − [;), #3 =

1
4 (1 + b;) (1 + [;), and

#4 =
1
4 (1 − b;) (1 + [;).

At this moment, the sum of all components in each row of Ω still equals one. Once
constructed, we remove the columns ofΩ that correspond to the corner nodes of the
grid. Then, we merge the columns of nodes on opposite edges (so that these nodes
indeed share the same variables).
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Figure 2.3: Scheme I: Illustration of a 3 × 3 local grid

Offline stage: Identifying the global basis functions

The identification of the global basis functions is less straightforward than for the
conventional POD-based MOR. Several approaches may be used and we investigate
two of those.
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In the first one, the global basis functions are assumed to capture as much of the
fluctuation field as possible and the local interpolation is intended to compensate
for the inaccuracies of the global interpolation. In practise, this means that the iden-
tification of the global basis functions is exactly the same as for the conventional
POD-based MOR of the previous section; first the training solutions are split in ho-
mogeneous displacements (D̄) and fluctuating displacements (D̃), and subsequently,
the fluctuating displacements are stored in the snapshot matrix ((), from which the
global basis functions (Φ) are extracted using SVD.

In the second approach, the local interpolation captures as much of the fluctuating
displacement field as possible, whereas the global basis functions are used to com-
pensate for the inaccuracies of the local interpolation. To this end, we again first split
each training solution in a homogeneous displacement field (D̄) and a fluctuating
displacement field (D̃). Subsequently, we find the variables of the local interpolation
(W) that best match the fluctuation field of each training solution. This is achieved
by solving the following minimization problem:

W∗ = argmin
W

‖D̃ −Ω W‖22, (2.27)

where W∗ denotes the values of the variables of the local interpolation that best
describe the fluctuating displacement field. This minimization problem is solved
using Newton’s approach, requiring only one iteration as the objective function is
quadratic in W.

The global basis functions are found by storing D̃ −Ω W∗ of each training solution as
a column in matrix ( and applying SVD in the same manner as described in section
2.3.

Online stage: Computing the variables of the local/global basis functions

A relevant change with the traditional POD-based MOR at the online stage is that
the DoFs of the new approach involves both the variables (U) of the basis functions
and the variables (W) of the local interpolation functions. Since both the local and
global basis functions are themselves periodic, similar to the global basis functions
of conventional POD-basedMOR, periodicity is not required to be actively enforced.
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Figure 2.4: Local/Global scheme I: Split of a solution, D, in to a homogeneous
part, D̄, a locally fluctuating part, D̃

!
, that is captured by the interpolation of an FE

discretization/grid, and a globally fluctuating part D̃
�
fromwhich the basis functions

are extracted.

For simplicity of notation, the local and global interpolation matrices are stored
together as:

� =

[
Φ Ω

]
, (2.28)

where � is thus of size =D × (=1 + =!). The variables of both sets of interpolation
functions are gathered in:

0 =

[
U) W)

])
. (2.29)

Computing the variables using the Galerkin projection framework, leads to the
following linearized problem to be solved online:

(�) 
int
�)30 = �) 5

ext
− �) 5

int
− �) 

int
Ψ3V, (2.30)

Finally, it is worth mentioning that the conventional POD-based MOR of section
2.3 is recovered if the grid consists of a single element.

Scheme II
The second local/global interpolation scheme is similar to the scheme I, with the
only difference that the grid elements are restricted to deform affinely (i.e. homoge-
neously) (cf.Fig. 2.4 and 2.5). Restricting the deformation of the grid elements to
homogeneous deformation requires the need of an additional matrix in the interpo-
lation, denoted by " of size =! × =< (where =< is expressed as given in Eq. (2.33)),
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that constrains the deformation of the grid elements to homogeneous deformation.
We now express the interpolation as follows:

D ≈ Ψ V +ΦU +Ω" W, (2.31)

where the meaning of the variables in W (which is now of length =<) has changed.
In scheme I, the variables in W are the DoFs of the grid nodes. In scheme II, the
variables are components of the deformation gradient tensors of the grid elements.
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Figure 2.5: Local/Global scheme II: Split of a solution, D, in to a homogeneous
part, D̄, a locally fluctuating part, D̃

!
, that is captured by the interpolation of an FE

discretization/grid restricted to affine deformations, and a globally fluctuating part
D̃
�
.

The constraints incorporated in scheme II can best be explained using an example,
for which we refer the reader to Fig. 2.6, in which a 3 × 3 interpolation grid is
superimposed on the FE mesh of the DNS. In scheme II, each column of grid
elements shares the same deformation gradient tensor components �GG and �HG
in order to guarantee displacement field compatibility over each column of grid
elements. Similarly, each row of grid elements shares the same deformation gradient
tensor components�HH and�GH in order to guarantee displacement field compatibility
over each row. Finally, the deformation gradient tensor components of the last
column and the last row are not variables in order to ensure that the total deformation
of the local interpolation is on average the same as the macroscopically applied
deformation. In other words, we incorporate the following constraint:

U" =
1
=�!

=�!∑
8=1

F8, (2.32)
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where F8 denotes the deformation gradient tensor of the 8th grid element. Note that
Eq. (2.32) only holds if the reference area/volume of each grid element is the same.

In the 2D cases of this chapter, the number of variables in scheme II, =<, can thus
be expressed in terms of the number of grid nodes in one direction, =6A , as follows:

=< = 4
(
=6A − 2

)
. (2.33)

Similarly, if we assume that the bottom left corner node of the RVE does not displace
and the reference location of the bottom left corner node is set to the zero vector, we
can express the meaning of the variables in W as follows:
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Figure 2.6: Scheme II: Illustration of a 3 × 3 FE grid with the same number of FEs
along the horizontal and vertical directions, also with the same volume (size).
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�
(8−2=6A−4)0
HH −*"HH if 2=6A − 4 < 8 ≤ 3=6A − 6

�
(8−3=6A−6)0
HG −*"GH if 3=6A − 6 < 8

, (2.34)

where we refer the reader to Fig. 2.6 for the meaning of the superscripts of the
components of F. Associated with the definition of the variables in W according to
the previous equation, the expression for a component of matrix " on row 8, column
9 , reads:
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(
"
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8, 9
=



� (-̂d 82 e
− ( 9 − 1);); if 8 is odd & 9 ≤ =6A − 2

� (.̂d 82 e
− ( 9 − =6A + 1);); if 8 is odd & =6A − 2 < 9 ≤ 2=6A − 4

0 if 8 is odd & 2=6A − 4 < 9

0 if 8 is even & 9 ≤ 2=6A − 4

� (.̂d 82 e
− ( 9 − 2=6A + 3);); if 8 is even & 2=6A − 4 < 9 ≤ 3=6A − 6

� (-̂d 82 e
− ( 9 − 3=6A + 5);); if 8 is even & 3=6A − 6 < 9

, (2.35)

where the hat on top of - and . is used to distinguish the reference location vector
components of the grid nodes from those of the DNS mesh. Furthermore, � (•)
denotes the Heaviside step function (with � (0) = 0) and ; denotes the length of a
grid element (which we consider to be the same in horizontal and vertical direction
because the RVE of interest is a square).

Offline stage: Identification of the global basis functions

Similarly as for scheme I, we investigate the same two approaches to identify the
global basis functions. In the first approach, we again let the global interpolation
capture as much of the fluctuating displacement field as possible and assume that the
local interpolation captures the remaining inaccuracies. This entails that the global
basis functions are exactly the same as the ones of the conventional POD-based
MOR of the previous section.

In the second approach, we again let the local interpolation capture as much of
the fluctuating displacement field as possible, whereas the global interpolation is
intended to compensate for the remainder of the fluctuating displacement field. To
this end, similarly as for scheme I, we solve the following minimization problem for
each training solution:

W∗ = argmin
W

‖D̃ −Ω" W‖22. (2.36)

Subsequently, the global basis functions are found by storing D̃ − Ω" W∗ of each
training solution as a column in matrix ( from which the global basis functions are
extracted using SVD.

Online stage: Computing the variables of the local/global basis functions

The linearized governing equations of the online simulations are similar to those
for the first scheme. The local (W) and global coefficients (U) are computed using



29

Eq. (2.30) at the online stage, with a small difference in the definition of matrix �,
which is now written as:

� =

[
Φ Ω"

]
. (2.37)

Equivalent to the scheme I, the conventional POD-based MOR of section 2.3 is
recovered if the local FE discretization consists of a single quadrilateral element.

The presence of an additional local interpolation is expected to improve the on-
line computations of conventional POD-based MOR using a less number of basis
functions, consequently reducing the required number of quadrature points for the
hyperreduction strategy of [35].

2.5 Results and discussion
We investigate the above discussed MOR methods for the RVE shown in Fig. 2.7
which consists of stiff elastic particles in an elastoplastic matrix and is subjected to
monotonic loading. The material parameters for the matrix are set to � = 1, a = 0.3,
"0 = 0.01, ℎ = 0.02 and< = 1.05. For the particles, the elastic material parameters
are set to � = 20, a = 0.3, while "0 = ∞ ensures that the particles behave purely
elastically. Because the matrix deforms mostly plastically and plastic deformation
is isochoric, and because the particles deform only minimally relative to the matrix
(due to the ratio of Young’s moduli), we only consider the application of isochoric
macroscale deformations (i.e. det(U") = 1), governed by bounds 0.5 ≤ *"

11 ≤ 1.5,
0.5 ≤ *"

22 ≤ 1.5 and −0.5 ≤ *"
12 ≤ 0.5.

X

Y

ZFigure 2.7: The discretized RVE with stiff, elastic particles.
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Training data is generated by solving the DNS problem for 36 monotonically in-
creasing load paths shown as red dashed curves in Fig. 2.8. The online predictions
of the different MOR approaches are tested using four verification test simulations,
shown as black solid lines in Fig. 2.8. All load paths are applied in 1000 load
increments. The training solutions, i.e. the nodal displacement values, are extracted
after the first and at every 50th load increment of each training simulation.
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Figure 2.8: 36 training load path as red dashed lines and four verification load paths
as black solid lines.

The performances of the local/global schemes are investigated for the following
aspects:

1. DNS vs. Conventional POD-based ROM vs. Scheme I vs. Scheme II: which of
the two new schemes performs best and howmuch better than the conventional
ROM?

2. The orthonormality of the local interpolation functions: does the presence or
absence of the orthonormality of the local interpolation functions with respect
to each other, as well as with respect to the global basis functions influence
the results?

3. The grid refinement: does a finer grid improve the results?

4. The identification of the global basis functions: do the schemes perform better
if the same global basis functions are used as for conventional POD-based
ROM, or if the local interpolations capture the majority of the fluctuating
displacement field and the global basis functions only compensate for the
local interpolation’s deficiency?
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In order to investigate the impact of the orthonormality of the local interpolation
functions with respect to the global basis functions, we only consider scheme I with
a 4 × 4 grid for verification simulation T1. The orthonormalization of the local
interpolation functions with respect to each other and the global basis functions is
performed using the Gram-Schmidt process. Fig. 2.9 presents the homogenized,
in-plane 1st Piola Kirchhoff stress values predicted using the DNS, the conven-
tional ROM and Scheme I with the same global basis as in the conventional ROM
(i.e. assuming that the global basis functions capture most of the flucuation dis-
placement field). The results with orthonormalized and non-orthonormalized local
interpolation functions match each other perfectly.
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Figure 2.9: Orthonormality investigated for scheme I: using a 4 × 4 local grid and
ten global basis functions, which are the same in the conventional MOR.

Fig. 2.10 again shows the in-plane components of the homogenized 1st Piola Kirch-
hoff stress, but with the global basis functions identified assuming that the local
interpolation captures most of the fluctuating displacement field (scheme I, 4 × 4
grid). The orthonormalization of the local interpolation functions is again achieved
using the Gram-Schmidt process, before Eq. (2.27) is employed to identify the
global basis functions. Again, the results predicted with orthonormalized and non-
orthonormalized local interpolation functions are exactly the same.
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Figure 2.10: Orthonormality investigated for scheme I: using a 4 × 4 local grid and
ten global basis functions, which are identified assuming that the local interpolation
captures most of the fluctuating displacement field.

It can be inferred from Fig. 2.9 and 2.10 that orthonormalizing the local interpolation
functions with respect to each other and with respect to the global basis functions
has no influence on the results.

Scheme I
We now proceed to investigate the performance of scheme I on the basis of the
four verification tests for different grid refinements and different numbers of global
interpolation functions. We also investigate the two aforementioned approaches
to identify the global basis functions: (i) Global basis functions from traditional
MOR (which assumes that the local interpolation only corrects for the deficiency of
the global interpolation’s inaccuracy), and (ii) Global basis functions identified to
compensate for the deficiency of the local interpolation in capturing the fluctuating
displacement field (using Eq. (2.27)).
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For each verification simulation, we measure a relative error of all in-plane compo-
nents of the 1st Piola Kirchhoff stress at all quadrature points at the final increment:

4 =

�����%8=2AGG,�#(
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����� ,
(2.38)

where subscripts �#( and"$' distinguish the DNS results from the ROM results,
respectively. The superscript 8=2A refers to the last converged increment of each
simulation. Scheme I and II do not always converge until the end of the verification
load paths. In those cases, the error in Eq. (2.38) is computed at the last converged
load increment.

The bar charts in Fig. 2.11 summarize all relative errors of scheme I using different
grid refinements and different numbers of global interpolation functions, in case the
same global basis functions are used as in the conventional MOR. In other words,
the global interpolation functions are calibrated such that the global interpolation
captures most of the fluctuating displacement field, whereas the local interpolation
is aimed to compensate for any inaccuracies. The left bar in each diagram presents
the error of the conventional MOR.

It is important to realize that verification simulation 1 failed to converge for the
12 × 12 grid with 10 global interpolation functions, 20 global basis functions, 30
global basis functions and with 40 global basis functions after increment 495, 463,
392 and 403, respectively. Verification simulation 2 failed to converge for the 2 × 2
grid with 10 global interpolation functions after increment 957, for the 4×4 grid with
10 global interpolation functions after increment 951 and for the 6 × 6 grid with 10
global interpolation functions after increment 949. Verification simulation 4 failed
to converge for the 4×4 grid and for the 8×8 grid, bothwith 10 global basis functions,
after increment 965 and 989, respectively. Failure to converge is generally caused
by the interplay of the local and global interpolation: the deformation in quadrature
points can become unphysical (det(F) < 0). On the other hand, it is also worth
to realize that the simulations include substantially large deformations (since the
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bounds of the macroscale deformation are 0.5 ≤ *"
GG ≤ 1.5, −0.5 ≤ *"

GH ≤ 0.5 and
0.5 ≤ *"

HH ≤ 1.5) and hence, the frameworks are tested to their limits.

The results in Fig. 2.11 show that scheme I with the same global basis functions
as used in the conventional ROM indeed improves the overall accuracy. Refining
the local interpolation grid generally improves the accuracy, but for larger numbers
of global interpolation functions the accuracy actually reduces for the most refined
grid. If the number of DoFs is of primary interest, Fig. 2.11 demonstrates that it
is always better to increase the number of global basis functions, instead of using a
small number of global basis functions together with scheme I (with standard global
basis functions). However, if the primary interest is to limit the number of global
basis functions, scheme I indeed improves the overall accuracy in most cases.
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Figure 2.11: Scheme I: total error in 1st Piola Kirchhoff stress at all quadrature
points using the same global basis functions as in conventional ROM.



35

We stick to scheme I, but change the identification of the global basis functions.
Instead of the same global basis functions as in the conventional MOR, we first
compute the best match of the local interpolation to capture the fluctuating displace-
ment field (according to Eq. (2.27)) and calibrate the global basis functions such
that they capture the difference between the locally interpolated fluctuation field and
the actual fluctuation field.

Substantially more verification simulations converge with the new calibration of the
global basis functions. Only verification simulation 1 fails for the 12 × 12 grid for
all numbers of global basis functions tested (after approximately increment 450)
and verification simulation 2 fails for the 4× 4 grid and the 6× 6 grid (both with 10
global basis functions) after increment 958 and 949, respectively.

The results in Fig. 2.12 generally show similar trends as the results in Fig. 2.11.
We see that refinement of the grid generally improves the accuracy, but that there is
again a limit to this for the largest numbers of global basis functions tested. One can
also notice that the increase of the accuracy is not as consistent as when the standard
global basis functions are employed. However, the best increase of the accuracy
can be observed for the smallest number of global basis functions, which is the aim
of this chapter. Comparing Figs. 2.11 (standard global basis functions) and 2.12
(alternative global basis functions), together with the fact that more simulations
converge for the new global basis functions, the global basis functions are favored
to be identified considering the treatment according to Eq. (2.27).

Scheme II
The results of scheme II with the use of conventional global basis functions are
presented in Fig. 2.13. None of the simulations failed to converge, but it is clear
that the accuracy is not increased at all (with a single exception). The fact that
the impact of scheme II is less pronounced than that of scheme I is twofold. First,
scheme II comes with substantially less DoFs than scheme I, especially for refined
grids. Second, the deformation of a grid element in scheme II is governed in a
substantially more nonlocal fashion than in scheme I, because each grid element
shares the components of its deformation gradient tensor with the row and column
in which is located.

When the new calibration of the global basis is used, the results change, as can be
seen in Fig. 2.14. In case 10 global basis functions are used, the accuracy is indeed
improved, albeit substantially less than for scheme I. In the case of 10 global basis
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Figure 2.12: Scheme I: total error in 1st Piola Kirchhoff stress at all quadrature
points using global basis functions to compensate for the deficiency of the local
interpolation to describe the fluctuating displacement field.

functions on the other hand, verification test 4 fails for all grid refinements around
increment 985, except for the 2× 2 grid. For 30 global basis functions furthermore,
the accuracy deteriorates. Comparing the results of scheme I with scheme II, it is
clear that scheme I performs substantially better than scheme II.

Conforming mesh
A last illustrative result is presented for the use of the coarse discretization on the
left in Fig. 2.15 as the local interpolation. This coarse mesh is different from the
previously investigated grids, because its elements match the particles accurately.
The coarse, conforming mesh is only investigated for scheme I, because scheme II
is restricted to grids with perfectly rectangular elements.

The results obtained for the mesh with ten global basis functions are presented in
Fig. 2.16 for verification simulation T2, together with those of the conventional
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Figure 2.13: Scheme II: total error in 1st Piola Kirchhoff stress at all quadrature
points using the same global basis functions as in conventional ROM.

POD-based MOR and the DNS. The results of scheme I for the 6×6 and the 12×12
grid are included in Fig. 2.16 for comparison, because the 6× 6 grid comes with 48
DoFs and the 12 × 12 grid with 240 DoFs, whereas the mesh of Fig. 2.15 with 190
DoFs. In other words, the conforming mesh comes with less DoFs than the 12 × 12
grid, but with more than the 6 × 6 grid.

Comparing the different curves in Fig. 2.16 with the naked eye is sufficient to
conclude that the conforming mesh outperforms the grids and the conventional
POD-based MOR. Nevertheless, the lack of robustness is even more present for
this conforming mesh. For instance, the simulations with the conforming mesh
for the other three verification simulations (not shown) maximally converged until
the 100th increment (out of a 1000 increments). Second, if the elements of the
conforming mesh of Fig. 2.15 are split in four so that the new mesh has four times as
many elements, divergence is observed for all verification simulations and at earlier
increments.
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Figure 2.14: Scheme II: total error in 1st Piola Kirchhoff stress at all quadrature
points using global basis functions to compensate for the deficiency of the local
interpolation to describe the fluctuating displacement field.
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ZFigure 2.15: A coarse, periodic, conforming mesh on the left and the DNS’ FE
mesh on the right for comparison.
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Figure 2.16: The results of scheme I for the conforming mesh of Fig. 2.15 for
verification simulation T2, together with the results of the DNS, the conventional
MOR and scheme I (with corrected basis functions) for the 6 × 6 and the 12 × 12
grid for ten global basis functions.

2.6 Conclusion
Projection-based model order reduction (MOR) for hyperelastoplastic simulations
requires large numbers of global basis functions in order to achieve an acceptable
accuracy. Large numbers of global basis functions need large numbers of quadrature
points (e.g. according to the hyperreduction strategy of [35]), thereby compromizing
the speed of the online simulations. Therefore, the goal of this chapter was to devise
a MOR approach that reduces the number of global interpolation functions for
hyperelastoplastic representative volume element simulations, so that less quadrature
points are required when hyperreduction is applied.

To this purpose, the global interpolation achieved using the basis functions of
conventional projection-based MOR is combined with the additional interpolation
of coarse finite element discretizations. Since the additional interpolations only
influence the displacement field in a part of the domain, the additional interpolation is
referred to as the local interpolation to distinguish it from the global interpolation of
the standard basis functions. The local interpolation functions are constructed such
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that, similar to the global basis functions, they are periodic and hence, periodicity
does not need to be actively enforced in the online RVE simulations.

For the two new frameworks, we have considered conventional global basis func-
tions, which assumes that the global interpolation captures the majority of the
fluctuating displacement field and that the local interpolation compensates for the
global interpolation’s inaccuracy. We have also formulated an alternative calibration
of the global basis functions, which assumes that the local interpolation captures
the majority of the fluctuating displacement field and that the global interpolation
compensates for the local interpolation’s inaccuracies.

The results demonstrate that the local/global MOR approaches are indeed substan-
tially more accurate than the conventional POD-based MOR (which is not entirely
surprising because they introduce more DoFs than the conventional POD-based
MOR). Positive is also the fact that the increase of the accuracy of the local/global
approaches is more pronounced for small numbers of global (i.e. conventional) basis
functions, since the intention is to limit the number of basis functions.

The results also demonstrate that the local/global approaches clearly require more
development for use in a robust manner. The main issue is that for some simulations
(i.e. sets of load parameters), the new approaches perform extremely well, whereas
for other simulations the new approaches diverge before the simulation is finished.
This even occurred for substantially coarse grids, where each element interpolated
more than enough FE nodes of the underlying, original DNS discretization. On top
of that, the lack of robustness was even more pronounced for a mesh that conformed
the underlying topology than for perfectly structured meshes that did not follow the
underlying topology.

One potential avenue for further improvement may involve the identification of
the global basis functions. In this chapter, two approaches of identification were
investigated: (1) the conventional one that assumes that the global interpolation
will interpolate the majority of the displacement field (and the local interpolation
accounts for the deficiencies of the global interpolation), and (2) one that aims to let
the local interpolation describe the majority of the displacement field (and the global
interpolation accounts for the deficiencies of the local interpolation). Instead of these
two extremes of the spectrum, one may formulate types of identification more in
the center of the spectrum. How to formulate such an approach, and whether or not
such an approach should correct for the amount of plastic deformation occurring in
the training solutions, seems not trivial at this moment.
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Another avenue for improvement may be found in staggered solution schemes. In
the present chapter, a monolithic approach was applied (see e.g. [63]), since we
simultaneously solve for the coefficients of the basis functions and for the DoFs of
the local interpolation. Staggered approaches, in which one solves for one set of
variables in one iteration and for the other set of variables in the next iteration, are
completely accepted in fluid-structure simulations (see e.g. [18]) and have shown to
provide stability to phase-field damage simulations [74]. They may therefore also
help the local/global schemes of the current chapter.

Another approach that may improve the robustness of the presented schemes is
increasing the hardening modulus in the stiffness matrix (ℎ in Eq. (2.2)). Such an
’engineering trick’ may be considered somewhat ad-hoc, because there is no theory
to choose the most appropriate value for this increase. On the other hand, for perfect
plasticity in infinitesimal strain settings, this modification is completely accepted to
achieve convergence.
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C h a p t e r 3

NEURAL-NETWORK ACCELERATION OF
PROJECTION-BASED MODEL-ORDER-REDUCTION FOR

FINITE PLASTICITY
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ABSTRACT

Compared to conventional projection-based model-order-reduction, its neural net-
work acceleration has the advantage that the online simulations are equation-free,
meaning that no system of equations needs to be solved iteratively. Consequently, no
stiffness matrix needs to be constructed and the stress update needs to be computed
only once per increment. In this chapter, a recurrent neural network is developed to
accelerate a projection-based model-order-reduction of the elastoplastic mechanical
behaviour of an RVE. In contrast to a neural network that merely emulates the
relation between the macroscopic deformation (path) and the macroscopic stress,
the neural network acceleration of projection-basedmodel-order-reduction preserves
all microstructural information, at the price of computing this information once per
increment.
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3.1 Introduction
Relatively recently, artificial neural networks (ANNs) have been investigated to
emulate the relation between the macroscale deformation (path) and the macroscale
stress in nested multiscale approaches [28, 72, 77, 25, 33]. Although such ANN-
emulations are rapid, all microstructural information is in principle lost (some
microstructural information could be included in the ANN emulator [82]). In order
to preserve all microstructural information, ANNs can be combined with projection-
based model-order-reduction (MOR) [45, 75].

Projection-based MOR is an a posteriori method; it utilizes the solutions of train-
ing simulations as global basis functions to interpolate kinematic variables of the
original direct numerical simulation. It uses either a representative set of orthonor-
malized training solutions directly as global basis (i.e. the method of ‘reduced basis’
[59, 60]), or applies singular value decomposition to the training solutions, and uses
the basis vectors associated with the largest singular values as global basis functions
(i.e. the method of ‘Proper Orthogonal Decomposition’ - POD [42, 43, 52, 11]).

The global basis in projection-based MOR interpolates the kinematic variables to
reduce the number of degrees of freedom in the online simulations. In this chapter,
ANNs are used to emulate the values of these remaining degrees of freedom: the
coefficients of the global basis functions. This eliminates the need to construct
stiffness matrices, since the iterative process to solve for the basis coefficients is
avoided. The only issue that remains to be computed once per increment is the
stress update in each quadrature point (i.e. the plastic variables in the case of
elastoplasticity).

The aim of this chapter is to formulate an ANN-accelerated POD-based MOR for
finite plasticity under cyclic and random loading, applied to a representative volume
element (RVE). The use of projection-based MOR for systems governed by elasto-
plasticity requires a large number of global basis functions to achieve an acceptable
accuracy (we use 100 basis functions). As ANNs avoid the computation of the
basis coefficients, many basis functions can be used and hence, ANN-accelerated
projection-based MOR may be considered particularly useful in the context of
elastoplastic finite element computations.

Since elastoplasticity includes both reversible and irreversible physics, a suitable
ANN must be able to account for the deformation path. Since [54, 32, 83, 28] have
shown that the hidden variables in recurrent neural networks (RNNs) are able to
account for this (in the context of conventional finite element simulations to compute
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inelastic responses), these types of ANNs are also used in the current chapter.

The remainder of this chapter is as follows: in the next section, the architecture
and working of ANNs is discussed, then a brief descriptions of feed forward neural
networks and recurrent neural networks are provided. Subsequently, the discussed
RNN is tested to predict the coefficients of basis functions for an elaso-plastic finite
element model. The results are discussed in section 3.3, where the predictions of the
RNN-accelerated POD-basedMOR are compared with those of the direct numerical
simulation (DNS) and the conventional POD-based MOR. A short conclusion is
presented in section 3.4.

The DNS are not discussed in this chapter, because they are the same as those of
the previous chapter. Similarly, a discussion on conventional POD-based MOR is
lacking (to promote conciseness), because it follows the same recipe as discussed in
section 2.2.

3.2 ANN-acceleration
In this section, we discuss the RNN that rapidly emulates the basis coefficients
in U for each increment (the input is U"). This circumvents the iterative process
(Eq. (2.20)) necessary for conventional POD-based MOR.

Introduction to neural networks
A neural network is a combination of numerous neurons. Each neuron receives
several input values ($ 9−1

1 to $ 9−1
:

in Fig. 3.1), and outputs a single value ($ 9
=) as a

function of weighing the input values (F8), adding a bias to it (1), and inserting the
result in an activation function ( 5 ) (AppendixA discusses commonly used activation
functions in more detail). A collection of neurons are grouped together to form a
layer.

The best known ANNs are feed forward deep neural networks (see Fig. 3.2). In
deep neural networks, several layers of neurons are placed one after another (see
Fig. 3.2). The neurons in subsequent layers are connected with each other [37].
Feed forward networks have a unique relationship between input and output data,
and cannot handle sequential information (i.e. a sequence of U"), as required for
path-dependent models such as elastoplasticity [65]. In other words, the output
predicted by a feed forward network for a given input does not depend on previous
input provided to the network.
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f

<latexit sha1_base64="QzTPM+CNR+y8C8KBsh89VMddrQM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreVdVrXFZqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxtmM7A==</latexit>

b

<latexit sha1_base64="3ASmda9z+KO9Xcfk/tMJpkcEer8=">AAACHnicbVDLSsNAFJ34tr6iLt1cLEJFLIn42hREN+5UsFpo0jCZTtqxkwczE6WEfIkbf8WNC0UEV/o3TmsWWj0wcDjnXO7c4yecSWVZn8bY+MTk1PTMbGlufmFxyVxeuZJxKgitk5jHouFjSTmLaF0xxWkjERSHPqfXfu9k4F/fUiFZHF2qfkLdEHciFjCClZY8c68GATg+63SgAj5sgSPT0MtYzc5bWS+HO4+deayV3WzbOUCR3PTMslW1hoC/xC5IGRU498x3px2TNKSRIhxL2bStRLkZFooRTvOSk0qaYNLDHdrUNMIhlW42PC+HDa20IYiFfpGCofpzIsOhlP3Q18kQq64c9Qbif14zVcGhm7EoSRWNyPeiIOWgYhh0BW0mKFG8rwkmgum/AuligYnSjZZ0CfboyX/J1U7V3q/aF7vlo+Oijhm0htZRBdnoAB2hU3SO6oige/SIntGL8WA8Ga/G23d0zChmVtEvGB9fe6Kfog==</latexit>

= f
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Figure 3.1: A single artificial neuron at layer 9 . The outputs of previous layer $ 9−1

are the inputs of current layer 9 .

<latexit sha1_base64="BIu7c5psPY1NLjPxTP+e0GwdUts=">AAAB9HicbVC7SgNBFL3rM8ZX1NJmMAhWYTeFWgZtUkYwD0iWMDt7kwyZnV1nZgNhyXfYWChi68fY+TdOki008cDA4ZxzuXdOkAiujet+OxubW9s7u4W94v7B4dFx6eS0peNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx/dxvT1BpHstHM03Qj+hQ8gFn1FjJr/MwREkEndpMv1R2K+4CZJ14OSlDjka/9NULY5ZGKA0TVOuu5ybGz6gynAmcFXupxoSyMR1i11JJI9R+tjh6Ri6tEpJBrOyThizU3xMZjbSeRoFNRtSM9Ko3F//zuqkZ3PoZl0lqULLlokEqiInJvAEScoXMiKkllClubyVsRBVlxnZQtCV4q19eJ61qxbuueA/Vcu0ur6MA53ABV+DBDdSgDg1oAoMneIZXeHMmzovz7nwsoxtOPnMGf+B8/gCX3JH8</latexit>

Hidden layers
<latexit sha1_base64="VrSMBmN/Y1iTyhPQqXYRGvgHMM8=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkP6rHoxZsV7Ae0oWy2m3bpZhN2J0II/RtePCji1T/jzX/jts1BWx8MPN6bYWZekEhh0HW/nbX1jc2t7dJOeXdv/+CwcnTcNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbmd+54lrI2L1iFnC/YiOlAgFo2il/n2KSYpE0ozrQaXq1tw5yCrxClKFAs1B5as/jFkacYVMUmN6npugn1ONgkk+LfdTwxPKJnTEe5YqGnHj5/Obp+TcKkMSxtqWQjJXf0/kNDImiwLbGVEcm2VvJv7n9VIMr/1cKPsXV2yxKEwlwZjMAiBDoTlDmVlCmRb2VsLGVFOGNqayDcFbfnmVtOs177LmPdSrjZsijhKcwhlcgAdX0IA7aEILGCTwDK/w5qTOi/PufCxa15xi5gT+wPn8ASrqkcQ=</latexit>

Output layer

<latexit sha1_base64="XOO7wO0TRc1mP+GslErgrPB1Lhs=">AAAB7HicbVA9SwNBEJ3zM8avqKXNkiCkCrcWxjJoYxnBSwLJGfY2e8mSvb1jd08IR36DjYUSbP0vtnaiP8bNR6GJDwYe780wMy9IBNfGdT+dtfWNza3t3E5+d2//4LBwdNzQcaoo82gsYtUKiGaCS+YZbgRrJYqRKBCsGQyvp37zgSnNY3lnRgnzI9KXPOSUGCt5gy6+x91Cya24M6BVghekVCuWv7+q75N6t/DR6cU0jZg0VBCt29hNjJ8RZTgVbJzvpJolhA5Jn7UtlSRi2s9mx47RmVV6KIyVLWnQTP09kZFI61EU2M6ImIFe9qbif147NeGln3GZpIZJOl8UpgKZGE0/Rz2uGDViZAmhittbER0QRaix+eRtCHj55VXSOK/giwq+tWlcwRw5OIUilAFDFWpwA3XwgAKHR3iGF0c6T87EeZ23rjmLmRP4A+ftB0fWkhE=</latexit>

h1
1

<latexit sha1_base64="A5EetqUemnffHFiFX8FTb7E107Q=">AAAB7HicbVA9TwJBEJ3DL8SvU0ubDcSEitxRiCXRxhITD0jgJHvLHmzY27vs7pmQC7/BxkJDbP0vtnZGf4zLR6HgSyZ5eW8mM/OChDOlHefTym1sbm3v5HcLe/sHh0f28UlTxakk1CMxj2U7wIpyJqinmea0nUiKo4DTVjC6nvmtByoVi8WdHifUj/BAsJARrI3kDXvVe7dnl5yKMwdaJ+6SlOrF8vdX7X3a6Nkf3X5M0ogKTThWquM6ifYzLDUjnE4K3VTRBJMRHtCOoQJHVPnZ/NgJOjdKH4WxNCU0mqu/JzIcKTWOAtMZYT1Uq95M/M/rpDq89DMmklRTQRaLwpQjHaPZ56jPJCWajw3BRDJzKyJDLDHRJp+CCcFdfXmdNKsV96Li3po0rmCBPJxBEcrgQg3qcAMN8IAAg0d4hhdLWE/W1HpdtOas5cwp/IH19gNJXJIS</latexit>

h1
2

<latexit sha1_base64="x41JFaD4sJvwK4wjETRJdZ6EM4E=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLBmLCibSaiEeiF4+YWCCBSrbLFjZst83u1oQ0/AYvHjTEq//FqzejP8aFclDwJZO8vDeTmXl+zJnStv1p5dbWNza38tuFnd29/YPi4VFTRYkk1CURj2Tbx4pyJqirmea0HUuKQ5/Tlj+6nvmtByoVi8SdHsfUC/FAsIARrI3kDnvn906vWLar9hxolTgLUq6XKt9ftfdpo1f86PYjkoRUaMKxUh3HjrWXYqkZ4XRS6CaKxpiM8IB2DBU4pMpL58dO0KlR+iiIpCmh0Vz9PZHiUKlx6JvOEOuhWvZm4n9eJ9HBpZcyESeaCpItChKOdIRmn6M+k5RoPjYEE8nMrYgMscREm3wKJgRn+eVV0jyrOhdV59akcQUZ8nACJaiAAzWoww00wAUCDB7hGV4sYT1ZU+s1a81Zi5lj+APr7QdK4pIT</latexit>

h1
3

<latexit sha1_base64="X2PDoyvPtsHUJ64xcTOQ9rCHzJk=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLBmLCibTGiEeiF4+YWCCBSrbLFjZst83u1oQ0/AYvHjTEq//FqzejP8aFclDwJZO8vDeTmXl+zJnStv1p5dbWNza38tuFnd29/YPi4VFTRYkk1CURj2Tbx4pyJqirmea0HUuKQ5/Tlj+6nvmtByoVi8SdHsfUC/FAsIARrI3kDnvn906vWLar9hxolTgLUq6XKt9ftfdpo1f86PYjkoRUaMKxUh3HjrWXYqkZ4XRS6CaKxpiM8IB2DBU4pMpL58dO0KlR+iiIpCmh0Vz9PZHiUKlx6JvOEOuhWvZm4n9eJ9HBpZcyESeaCpItChKOdIRmn6M+k5RoPjYEE8nMrYgMscREm3wKJgRn+eVV0jyrOhdV59akcQUZ8nACJaiAAzWoww00wAUCDB7hGV4sYT1ZU+s1a81Zi5lj+APr7QdMaJIU</latexit>

h1
4

<latexit sha1_base64="JHA5YCYa10wqmCxa2hpJvQYpXDc=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLBmLCibQmikeiF4+YWCCBSrbLFjZst83u1oQ0/AYvHjTEq//FqzejP8aFclDwJZO8vDeTmXl+zJnStv1p5dbWNza38tuFnd29/YPi4VFTRYkk1CURj2Tbx4pyJqirmea0HUuKQ5/Tlj+6nvmtByoVi8SdHsfUC/FAsIARrI3kDnvn906vWLar9hxolTgLUq6XKt9ftfdpo1f86PYjkoRUaMKxUh3HjrWXYqkZ4XRS6CaKxpiM8IB2DBU4pMpL58dO0KlR+iiIpCmh0Vz9PZHiUKlx6JvOEOuhWvZm4n9eJ9HBpZcyESeaCpItChKOdIRmn6M+k5RoPjYEE8nMrYgMscREm3wKJgRn+eVV0jyrOhdV59akcQUZ8nACJaiAAzWoww00wAUCDB7hGV4sYT1ZU+s1a81Zi5lj+APr7QdN7pIV</latexit>

h1
5

<latexit sha1_base64="ps6EKBzc1al+x/qDeBnRsJ+vTrQ=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmAzGhInckgiXRxhITD0jgJHvLHmzY27vs7pmQC7/BxkJDbP0vtnZGf4zLR6HgSyZ5eW8mM/P8mDOlbfvTymxsbm3vZHdze/sHh0f545OmihJJqEsiHsm2jxXlTFBXM81pO5YUhz6nLX90PfNbD1QqFok7PY6pF+KBYAEjWBvJHfYu7iu9fNEu23OgdeIsSbFeKH1/1d6njV7+o9uPSBJSoQnHSnUcO9ZeiqVmhNNJrpsoGmMywgPaMVTgkCovnR87QedG6aMgkqaERnP190SKQ6XGoW86Q6yHatWbif95nUQHl17KRJxoKshiUZBwpCM0+xz1maRE87EhmEhmbkVkiCUm2uSTMyE4qy+vk2al7FTLzq1J4woWyMIZFKAEDtSgDjfQABcIMHiEZ3ixhPVkTa3XRWvGWs6cwh9Ybz9PcpIW</latexit>

h2
5

<latexit sha1_base64="EVD50orPVIYaefnsL0VnF02eFl4=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmAzGhInfEgCXRxhITD0jgJHvLHmzY27vs7pmQC7/BxkJDbP0vtnZGf4zLR6HgSyZ5eW8mM/P8mDOlbfvTymxsbm3vZHdze/sHh0f545OmihJJqEsiHsm2jxXlTFBXM81pO5YUhz6nLX90PfNbD1QqFok7PY6pF+KBYAEjWBvJHfYu7iu9fNEu23OgdeIsSbFeKH1/1d6njV7+o9uPSBJSoQnHSnUcO9ZeiqVmhNNJrpsoGmMywgPaMVTgkCovnR87QedG6aMgkqaERnP190SKQ6XGoW86Q6yHatWbif95nUQHl17KRJxoKshiUZBwpCM0+xz1maRE87EhmEhmbkVkiCUm2uSTMyE4qy+vk2al7FTLzq1J4woWyMIZFKAEDtSgDjfQABcIMHiEZ3ixhPVkTa3XRWvGWs6cwh9Ybz9N7JIV</latexit>

h2
4

<latexit sha1_base64="/p9WhXqVTkzGfRTFCeRMLMubjYc=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmAzGhIneYgCXRxhITD0jgJHvLHmzY27vs7pmQC7/BxkJDbP0vtnZGf4zLR6HgSyZ5eW8mM/P8mDOlbfvTymxsbm3vZHdze/sHh0f545OmihJJqEsiHsm2jxXlTFBXM81pO5YUhz6nLX90PfNbD1QqFok7PY6pF+KBYAEjWBvJHfYu7iu9fNEu23OgdeIsSbFeKH1/1d6njV7+o9uPSBJSoQnHSnUcO9ZeiqVmhNNJrpsoGmMywgPaMVTgkCovnR87QedG6aMgkqaERnP190SKQ6XGoW86Q6yHatWbif95nUQHl17KRJxoKshiUZBwpCM0+xz1maRE87EhmEhmbkVkiCUm2uSTMyE4qy+vk2al7FTLzq1J4woWyMIZFKAEDtSgDjfQABcIMHiEZ3ixhPVkTa3XRWvGWs6cwh9Ybz9MZpIU</latexit>

h2
3

<latexit sha1_base64="bA2BAlpBLMBhv1iyYS92l2OAths=">AAAB7HicbVA9TwJBEJ3DL8SvU0ubDcSEitxRiCXRxhITD0jgJHvLHmzY27vs7pmQC7/BxkJDbP0vtnZGf4zLR6HgSyZ5eW8mM/OChDOlHefTym1sbm3v5HcLe/sHh0f28UlTxakk1CMxj2U7wIpyJqinmea0nUiKo4DTVjC6nvmtByoVi8WdHifUj/BAsJARrI3kDXvV+2rPLjkVZw60TtwlKdWL5e+v2vu00bM/uv2YpBEVmnCsVMd1Eu1nWGpGOJ0UuqmiCSYjPKAdQwWOqPKz+bETdG6UPgpjaUpoNFd/T2Q4UmocBaYzwnqoVr2Z+J/XSXV46WdMJKmmgiwWhSlHOkazz1GfSUo0HxuCiWTmVkSGWGKiTT4FE4K7+vI6aVYr7kXFvTVpXMECeTiDIpTBhRrU4QYa4AEBBo/wDC+WsJ6sqfW6aM1Zy5lT+APr7QdK4JIT</latexit>

h2
2

<latexit sha1_base64="pFXn7eEZYRO3DzBXox3WiocRt1w=">AAAB7HicbVA9TwJBEJ3DL8SvU0ubDcSEitxRiCXRxhITD0jgJHvLHmzY27vs7pmQC7/BxkJDbP0vtnZGf4zLR6HgSyZ5eW8mM/OChDOlHefTym1sbm3v5HcLe/sHh0f28UlTxakk1CMxj2U7wIpyJqinmea0nUiKo4DTVjC6nvmtByoVi8WdHifUj/BAsJARrI3kDXvufbVnl5yKMwdaJ+6SlOrF8vdX7X3a6Nkf3X5M0ogKTThWquM6ifYzLDUjnE4K3VTRBJMRHtCOoQJHVPnZ/NgJOjdKH4WxNCU0mqu/JzIcKTWOAtMZYT1Uq95M/M/rpDq89DMmklRTQRaLwpQjHaPZ56jPJCWajw3BRDJzKyJDLDHRJp+CCcFdfXmdNKsV96Li3po0rmCBPJxBEcrgQg3qcAMN8IAAg0d4hhdLWE/W1HpdtOas5cwp/IH19gNJWpIS</latexit>

h2
1

<latexit sha1_base64="8l0QDA+gEu7C60KOIoWqLvvMmHk=">AAAB6nicbVC7SgNBFL3rM8ZXVLCxGQyCVdi1UMsQGzsTNA9IljA7mU2GzM4uM3eFEPIJNhaK2Nr6F36BnY3f4uRRaOKBC4dz7uXee4JECoOu++UsLa+srq1nNrKbW9s7u7m9/ZqJU814lcUy1o2AGi6F4lUUKHkj0ZxGgeT1oH819uv3XBsRqzscJNyPaFeJUDCKVrq9aXvtXN4tuBOQReLNSL54WPkW76WPcjv32erELI24QiapMU3PTdAfUo2CST7KtlLDE8r6tMublioaceMPJ6eOyIlVOiSMtS2FZKL+nhjSyJhBFNjOiGLPzHtj8T+vmWJ46Q+FSlLkik0XhakkGJPx36QjNGcoB5ZQpoW9lbAe1ZShTSdrQ/DmX14ktbOCd17wKjaNEkyRgSM4hlPw4AKKcA1lqAKDLjzAEzw70nl0XpzXaeuSM5s5gD9w3n4ArcuRGg==</latexit>

O1

<latexit sha1_base64="lbVmkAMUubMSgdk3+Ooj+aMKncY=">AAAB6nicbVC7SgNBFL0bXzG+ooKNzWAQrMJuCrUMsbEzQfOAZAmzk9lkyOzMMjMrhCWfYGOhiK2tf+EX2Nn4LU4ehSYeuHA4517uvSeIOdPGdb+czMrq2vpGdjO3tb2zu5ffP2homShC60RyqVoB1pQzQeuGGU5bsaI4CjhtBsOrid+8p0ozKe7MKKZ+hPuChYxgY6Xbm26pmy+4RXcKtEy8OSmUj2rf7L3yUe3mPzs9SZKICkM41rrtubHxU6wMI5yOc51E0xiTIe7TtqUCR1T76fTUMTq1Sg+FUtkSBk3V3xMpjrQeRYHtjLAZ6EVvIv7ntRMTXvopE3FiqCCzRWHCkZFo8jfqMUWJ4SNLMFHM3orIACtMjE0nZ0PwFl9eJo1S0TsvejWbRgVmyMIxnMAZeHABZbiGKtSBQB8e4AmeHe48Oi/O66w148xnDuEPnLcfr0+RGw==</latexit>

O2

<latexit sha1_base64="PzfCk+Lj32I4JQvjVET1CyS0ruo=">AAAB6nicbVC7SgNBFL0bXzG+ooKNzWAQrMKuglqG2NiZoHlAsoTZyWwyZGZ2mZkVwpJPsLFQxNbWv/AL7Gz8FiePQhMPXDiccy/33hPEnGnjul9OZml5ZXUtu57b2Nza3snv7tV1lChCayTikWoGWFPOJK0ZZjhtxopiEXDaCAZXY79xT5Vmkbwzw5j6AvckCxnBxkq3N52zTr7gFt0J0CLxZqRQOqh+s/fyR6WT/2x3I5IIKg3hWOuW58bGT7EyjHA6yrUTTWNMBrhHW5ZKLKj208mpI3RslS4KI2VLGjRRf0+kWGg9FIHtFNj09bw3Fv/zWokJL/2UyTgxVJLpojDhyERo/DfqMkWJ4UNLMFHM3opIHytMjE0nZ0Pw5l9eJPXTonde9Ko2jTJMkYVDOIIT8OACSnANFagBgR48wBM8O9x5dF6c12lrxpnN7MMfOG8/sNORHA==</latexit>

O3

<latexit sha1_base64="b2CuqOYrrRk6yfqbcRy4EgMdHr4=">AAAB6nicbVC7SgNBFL3rM8ZXVLCxGQyCVdi1UMsQG+0SNA9IljA7mU2GzM4uM3eFEPIJNhaK2Nr6F36BnY3f4uRRaOKBC4dz7uXee4JECoOu++UsLa+srq1nNrKbW9s7u7m9/ZqJU814lcUy1o2AGi6F4lUUKHkj0ZxGgeT1oH819uv3XBsRqzscJNyPaFeJUDCKVrq9aXvtXN4tuBOQReLNSL54WPkW76WPcjv32erELI24QiapMU3PTdAfUo2CST7KtlLDE8r6tMublioaceMPJ6eOyIlVOiSMtS2FZKL+nhjSyJhBFNjOiGLPzHtj8T+vmWJ46Q+FSlLkik0XhakkGJPx36QjNGcoB5ZQpoW9lbAe1ZShTSdrQ/DmX14ktbOCd17wKjaNEkyRgSM4hlPw4AKKcA1lqAKDLjzAEzw70nl0XpzXaeuSM5s5gD9w3n4ApKeRFA==</latexit>

I1

<latexit sha1_base64="J2EE+3vmDTqu1AN/DAObeqw44VY=">AAAB6nicbVC7SgNBFL0bXzG+ooKNzWAQrMJuCrUMsdEuQfOAZAmzk9lkyOzMMjMrhCWfYGOhiK2tf+EX2Nn4LU4ehSYeuHA4517uvSeIOdPGdb+czMrq2vpGdjO3tb2zu5ffP2homShC60RyqVoB1pQzQeuGGU5bsaI4CjhtBsOrid+8p0ozKe7MKKZ+hPuChYxgY6Xbm26pmy+4RXcKtEy8OSmUj2rf7L3yUe3mPzs9SZKICkM41rrtubHxU6wMI5yOc51E0xiTIe7TtqUCR1T76fTUMTq1Sg+FUtkSBk3V3xMpjrQeRYHtjLAZ6EVvIv7ntRMTXvopE3FiqCCzRWHCkZFo8jfqMUWJ4SNLMFHM3orIACtMjE0nZ0PwFl9eJo1S0TsvejWbRgVmyMIxnMAZeHABZbiGKtSBQB8e4AmeHe48Oi/O66w148xnDuEPnLcfpiuRFQ==</latexit>

I2

<latexit sha1_base64="Db3JINW3wUXaMu1gp94LiQGzbdo=">AAAB8nicbVC7TsMwFL3hWcqrwMhiUSExVUkHYKxgga1I9CGlUeW4TmvVsSPbQYqifgYLAwix8jVs/A1OmwFajmTp6Jx75XtOmHCmjet+O2vrG5tb25Wd6u7e/sFh7ei4q2WqCO0QyaXqh1hTzgTtGGY47SeK4jjktBdObwu/90SVZlI8miyhQYzHgkWMYGMl/14kqUEcZ1QNa3W34c6BVolXkjqUaA9rX4ORJGlMhSEca+17bmKCHCvDCKez6iDVNMFkisfUt1TgmOogn588Q+dWGaFIKvuEQXP190aOY62zOLSTMTYTvewV4n+en5roOshZkYsKsvgoSjkyEhX50YgpSgzPLMFEMXsrIhOsMDG2paotwVuOvEq6zYZ32fAemvXWTVlHBU7hDC7AgytowR20oQMEJDzDK7w5xnlx3p2PxeiaU+6cwB84nz89DJE5</latexit>

Input layer

Figure 3.2: A feed forward neural network with three layers: Two hidden layers
with five neurons each (ℎ 9

8
), two neurons for the input layer and three for the output

layer.

On the other hand, recurrent neural networks (RNNs) have the intrinsic feature to
handle sequential data. RNNs (Fig. 3.3) employ hidden state variables (‘�’) as
memory elements to store and pass on information from the past to the upcoming
prediction. Therefore, the predictions of an RNN at time step ‘C’ are based on
the input at time step (‘C’) and the values of the hidden variables (‘�C−1’) at the
beginning of that time step (‘C’). Hidden variables ‘�’ can be considered as the
RNN's way to quantify the past, in analogy to history variables I in the DNS and
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the conventional POD-based MOR.

Traditional RNNs suffer from the problem of vanishing gradients while handling
long sequential data using standard gradient based optimizers in the learning stage
[44]. This is due to the fact that the parameters at the beginning of the sequence
depend on the gradient of the parameters present later in the sequence. In this
process, the derivatives, which take small values, are multiplied several times,
resulting in significantly smaller values, explaining the term vanishing gradients.
To overcome this problem, a gated RNN, employing Long Short Term Memory
(LSTM) [39] or Gated Recurrent Unit (GRU) [16] is generally used.

In this chapter we use an RNN with a Gated Recurrent Unit (GRU). The GRU
enables control over the flow of information through its ‘hidden state’ variables ‘�’.
It uses an update gate and a reset gate to determine the amount of information to
be passed on and to be retained by the hidden variable. The gated structure of a
GRU also controls the flow of gradients during learning, such that the parameter
update value does not vanish. The reader is referred to appendix B for a detailed
description about the working of a LSTM and a GRU unit.

The RNN architecture used in this chapter is shown in Fig. 3.3. The feed forward
neural networks (��#� and ��#$) at the input and at the output of the GRU
increase the flexibility in the RNN design [83]. The hidden variables ‘H’ of the
GRU unit are initially set to -1, as recommended in [83].
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Figure 3.3: Neural network architecure used in this chapter. The red dashed box
indicates the GRU.
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Learning phase of the recurrent neural network
The learning phase is the termused for the phase inwhich the parameters of the neural
network are identified. This is effectively a least squares minimization problem for
which many input-output relations must be available (which are obtained by running
the conventional POD-based MOR for many input variations). The minimization is
performed using a stochastic steepest descent algorithm [64, 78], that requires the
gradient to be constructed for each iteration.

We perform a supervised learning strategy in which the data is passed through the
RNN numerous times, where every time the entire data is passed through is referred
to as an epoch. The learning stage, i.e. the identification of the weights and biases,
is an iterative process in which the following loss function (3.1) is minimized to
increase the network's accuracy:

!MSE =
1
=C

=C∑
8=1
‖Ũ8 − U8‖22, (3.1)

where the tilde is used to denote the reference coefficients (i.e. those predicted by
the conventional POD-based MOR, which the RNN must replicate).

An epoch has a forward propagation stage in which the information is passed from
the input layer to the output layer. At the beginning of learning, the parameters such
as weights and biases are initialized randomly.

In the backward propagation stage, the loss function's gradients with respect to the
RNN’s parameters are calculated starting at the output layer and ending at the input
layer. A gradient descent algorithm is used to update the RNN's parameters. The
procedure is repeated for thousands of epochs.

The data is fed to the network in multiple mini-batches in order to speed up the
training process. Since we have a large data set, updating the gradients for the
whole data at once as in the method of batch gradient descent is not computationally
efficient. Also, updating the gradients for one data at a time as in the method
of stochastic gradient descent will slow down the learning time of the network.
Therefore, mini-batch gradient descent is used to update the parameters of the RNN.
Each batch consists of a sequence of input-output pairs that are extracted as training
solutions at every load increment. The length of sequences is equal for all the
batches. In the current chapter, data in each batch corresponds to the solutions of a
single training simulation. There are 1000 load increments per simulation, therefore
each batch is of length 1000.
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3.3 Results
Model setup and data collection
The discretized RVE is portrayed in Fig. 3.4 and is subjected to cyclic and random
loading. The material parameters for the elasto-plastic matrix are set to � = 1,
a = 0.3, "0 = 0.01, ℎ = 0.02 and < = 1.05 (see Eq. (2.2)). For the particles, the
elastic material parameters are set to � = 20, a = 0.3, while"0 = ∞ ensures that the
particles behave purely elastically. Because the matrix deforms mostly plastically
and plastic deformation is isochoric, and because the elastic particles deform only
minimally relative to the matrix (due to the ratio of Young’s moduli), we only
consider the application of isochoric macroscale deformations (i.e. det(U") = 1),
governed by bounds 0.75 < *"

11 < 1.25, 0.75 < *"
22 < 1.25 and −0.25 < *"

12 <

0.25. This means that it is sufficient to only consider components *"
11 and *"

12 as
input variables of the RNN (as det(U") = 1,*"

11 and*"
12 dictate the value of*"

22).
The work flow of the ANN-accelerated MOR is depicted in Fig. 3.5.

X

Y

ZFigure 3.4: The discretized RVE with particles.

A single RNN is simultaneously trained to emulate the basis coefficients for both
cyclic and random loading. Random loading is not per se simulated because it
is expected in nested multiscale simulations. Instead, it is considered to enhance
the training because in true multiscale simulations with cyclic loading, the cyclic
loading path of each RVE will slightly differ for each cycle [83]. The loading
paths of the cyclic training simulations are presented in the left diagram of Fig. 3.6.
Each involves a loading stage and an unloading stage, each stage consisting of 500
increments. In the random loading simulations (one loading path is shown on the
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Training simulations for identification of basis functions:
Run DNS for numerous load parameters
and collect the displacement solutions

<latexit sha1_base64="Z5Kzmm9zcjjCOOoIzkHYhDfafAY=">AAACb3icbVFNTxsxEPVuP4D0g0APHECV1ahSe4l2OQBH1PbAEUQTkLJR5J2dTSy89soeI6JVrvzA3vofeuk/qDfJoXyMZOnpvTcez3NeK+koSX5H8YuXr15vbG513rx99367u7M7dMZbwAEYZex1LhwqqXFAkhRe1xZFlSu8ym++t/rVLVonjf5J8xrHlZhqWUoQFKhJ9z4D1IRW6mlzGQYSpxnyQrpaCcAqaNwZ5Vuz46IoJMlbVHOeZVzoguMdWQGrpvAM6XjpNazcpTVV6yuVB/Jhnp4+uNhx71rucvhjMen2kn6yLP4UpGvQY+s6n3R/ZYUB394DSjg3SpOaxo2wJEHhopN5h7WAGzHFUYBaVOjGzTKvBf8cmIKXxoYTFlyy/3c0onJuXuXBWQmaucdaSz6njTyVJ+NG6toTalgNKr3iZHgbfljfIlCIr5ACbMgSOMxEm2D4ok4IIX288lMwPOynR/304rB3+m0dxybbZ5/YF5ayY3bKztg5GzBgf6LdaD86iP7Ge/HHmK+scbTu+cAeVPz1HyBnvg0=</latexit>

Split the displacement solutions additively
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fluctuating displacements using SVD
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Training simulations for identification of RNN parameters:
Run traditional POD-based MOR and collect the basis coe�cients

for the same load parameters used in DNS
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Perform online simulations using
RNN-accelerated POD-based MOR
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Train the RNN:
Input is normalized sequence of UM

Output is normalized sequence of ↵

Figure 3.5: A flow chart of the main steps necessary to obtain the RNN-accelerated
POD-based MOR.

right in Fig. 3.6), the loading direction is randomly selected for each of the 1000
increments and the loading step is fixed.

Figure 3.6: Left: Each red line presents the load path of a cyclic training simulation.
Right: Load path of a single training simulation for random loading. Bounds
0.75 < *"

11 < 1.25, 0.75 < *"
22 < 1.25 and 0.75 < *"

12 < 1.25 of surface
det(U") = 1 are presented by blue lines.

In order to obtain the data for training the neural network, the DNS described in
section 2.2 is solved for 350 cyclic loading training simulations (+10 verification
simulations) and 10,000 random loading simulations (+100 verification simula-
tions). The displacement values are extracted at every load increment of the training
simulations. The extracted displacement solutions are additively decomposed into
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a homogeneous and a fluctuating deformations following eq. (2.14) as depicted in
fig. 2.2. The basis functions representing the training solutions are obtained by per-
forming SVD to the fluctuating deformations. The the traditional POD-based MOR
described in section 2.3 is solved for the same set of load parameters. During the
online stage of POD, the coefficients U of the basis functions are extracted at every
load increments of all the POD simulations. Therefore, the data set for training
the RNN has an input of all the macroscopic deformation sequences prescribed as
load parameters of the RVE. The output of the data set is the coefficient sequences
of basis functions U, which are expected to be predicted by the RNN later during
online simulation.

In this chapter 100 POD basis functions are used, whose coefficients are extracted
at every load increment of each training simulation. We use a large number of basis
functions, because elastoplasticity yields non-ellipticity, entailing that a substantial
number of basis functions are required to obtain an acceptable accuracy.

RNN predictions
The learning stage of a neural network (i.e. the algorithm to minimise the loss func-
tion in order to identify the network's weights and biases) requires the selection of
several hyperparameters. Different combinations of the numbers of layers, neurons
and hidden variables are investigated with respect to the convergence of the loss
function. Fig. 3.8 shows that the number of hidden variables and the number of
hidden layers of ��#$ influence the RNN's accuracy the most.

It can also be inferred from Fig. 3.8 that increasing the number of layers in ��#$ ,
number of hidden variables ‘ℎ’ and neurons ‘#’ in ��#� increases the loss function.
Therefore, in this chapter the number of hidden layers in ��#� , ��#$ and the
number of GRU layers is set to 1. The number of neurons in the hidden layer of
the ��#� is set to 100. Both FFNs use the ‘Leaky ReLu’ activation function. The
number of hidden state variables in the GRU and the number of neurons in the
hidden layer of ��#$ are set to 1600.

In this chapter, the ADAM optimizer is used to perform the stochastic gradient
descent. The initial learning rate is set to 0.001 (i.e. symbol ’W’ in ADAM ter-
minology) and its exponential decay values are given by 0.9 (for the first moment
estimates) and 0.999 (for the second moment estimates) (symbols ’V1’ and ’V2’ in
ADAM terminology, respectively), whilst a cut-off values of 10−8 is used to prevent
dividing by zero (symbol ’n’ in ADAM terminology).
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Figure 3.7: The loss function value of training data after training for 60,000 epochs
for three neural network parameters: (i) Number of hidden layers in the ��#$ , (ii)
Number of neurons ‘#’ in the hidden layers of ��#� and (iii) Number of hidden
variables ‘�’ of the GRU. The size of the bar corresponds to the value of the loss
function (i.e. a large bar corresponds to a large value of the loss function).

The mini-batch size equals the total number of load increments in the traditional
POD problem, which is set to 1000. The RNN is trained for a total of 450,000
epochs, after which the loss function did not decrease further for both training and
verification data, as shown in Fig. 3.9 (a) and Fig. 3.9 (b). Each epoch consists of
approximately 1% of the whole training data in a mini-batch. Therefore, mini-batch
is switched every 50 epochs to include all the training simulations. After training,
the loss function (Eq. (3.1)) is reduced to 4.7 · 10−5.

Coefficients for some POD basis functions predicted by the RNN are presented
in Figs. 3.10 (cyclic loading) and 3.11 (random loading), together with the exact
coefficients. It is clearly visible that the RNN's accuracy for cyclic loading is higher
than for random loading, although the accuracy for random loading is still acceptable
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Figure 3.8: The loss function value of verification data after training for 60,000
epochs for three neural network parameters: (i) Number of hidden layers in the
��#$ , (ii) Number of neurons ‘#’ in the hidden layers of ��#� and (iii) Number
of hidden variables ‘�’ of the GRU. The size of the bar corresponds to the value of
the loss function (i.e. a large bar corresponds to a large value of the loss function).

in our opinion. The average error calculated using Eq. (3.1) for the 10 cyclic loading
verification simulations is around 3 · 10−5, whereas the average error for the 100
random loading verification simulations is around 4 · 10−4.

Mechanical predictions
In this subsection, we compare the results of RNN-accelerated MOR with those of
the conventionalMORand theDNS.We startwith Fig. 3.12 inwhich the components
of the homogenized 1BC Piola-Kirchhoff stress are presented for one of the cyclic
loading verification simulations. We can see that the POD results match those of the
DNS fairly accurately (albeit not perfectly), indicating that the number of 100 basis
functions is sufficiently large. The results of the RNN-accelerated MOR also match
those of the DNS and those of the MOR fairly accurately. Clearly, some differences
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Figure 3.9: (a) Right: The evolution of loss function for both training data (blue) and
verification data (red) for first 50,000 epochs. (b) Left: The loss function evolution
from 350,000 to 450,000 epochs.

Figure 3.10: Cyclic loading verification simulations: Some RNN predictions
(crosses) and the actual values (lines). The colors distinguish the four verifica-
tion simulations.

are present, but the results indicate that the errors introduced by the RNN hardly
influence the predicted macroscale stress.

As the appeal of RNN-accelerated MOR is the preservation of detailed information
(microstructural information in case of RVEs), we also compare the plastic variables
(_ in Eq. (2.3)) predicted by the different approaches. Fig. 3.13 shows that the
difference in the plastic variables predicted by the DNS and predicted by the MOR
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Figure 3.11: Random loading verification simulations: Some RNN predictions
(crosses) and the actual values (lines). The colors distinguish two verification
simulations.

is not negligible, although also not completely unacceptable. The difference can
be minimized by incorporating even a large number of POD basis functions, as
opposed to 100 basis functions used in the current chapter. In turn, the difference
in the plastic variables predicted by the conventional MOR and predicted by the
RNN-accelerated MOR is substantially smaller.

We continue with results for random loading scenarios. In Fig. 3.14, the components
of the 1st Piola-Kirchhoff stress are again presented, but now for one of the random
loading verification simulations and as a function of the increment number (instead
of the deformation, for readability purpose). On the other hand, Fig. 3.15 shows the
plastic variables predicted by the different approaches. Comparing Fig. 3.12 with
Fig. 3.14 and Fig. 3.13 with Fig. 3.15, it can be concluded that the RNN-accelerated
MOR is more accurate for cyclic loading than for random loading. The results
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Figure 3.12: Components of the macroscale 1BC Piola-Kirchhoff stress as functions
of the deformation for a cyclic loading verification simulation predicted by the DNS
(black solid), by the conventional MOR (blue dashed), and by the RNN-accelerated
MOR (red dotted).

Figure 3.13: The plastic variable (_) computed by the three methods for one of the
cyclic loading verification simulations. Top-left: the DNS results, top-right: the
difference between the POD results and the DNS results, bottom-left: the difference
between the RNN-POD results and the POD results, bottom-right; the difference
between the RNN-POD results and the DNS results.

can be argued to be sufficiently accurate, because, the random loading simulations
were considered only to effectively train the RNN. But, in practice, the purpose
of RNN accelerated MOR is to be utilized for loading cases arising in multi-scale
simulations, which are closer to cyclic loading simulations.
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Figure 3.14: Components of the macroscale 1BC Piola-Kirchhoff stress values as
functions of the number of increments for a random loading verification simulation
predicted by the DNS (black solid), by the conventional MOR (blue dashed), and
by the RNN-accelerated MOR (red dotted).

Figure 3.15: The plastic variable (_) computed by the three methods for one of the
random loading verification simulations. Top-left: the DNS results, top-right: the
difference between the POD results and the DNS results, bottom-left: the difference
between the RNN-POD results and the POD results, bottom-right; the difference
between the RNN-POD results and the DNS results.

The computational time required to prepare the training data and to test the verifica-
tions are summarized in Table 3.1 and 3.2. The training of the RNN was performed
on HPC using 32GB of GPU computational resource for 7 days. Though the data
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preparation and training the RNN required a total of two weeks of computational
time, the RNN-accelerated MOR is approximately 100 times as fast as the DNS and
22 times as fast as the conventional MOR in case of random loading. For cyclic
loading on the other hand, the RNN-accelerated MOR is only 13 times as fast as the
DNS, whilst the conventional MOR is hardly faster than the DNS.

The difference in time savings of the RNN-accelerated MOR for cyclic and random
loading is because the DNS and conventional MOR require more iterations for
random loading than for cyclic loading. The reasons are that (1) the load step at
each increment for cyclic loading are substantially shorter than those for random
loadingwhilst the same total number of increments is employed, and (2) the previous
plastic state is known at the start of each increment of a cyclic loading simulation
(i.e. DNS and conventionalMOR) in order to increase the speed of the cyclic loading
simulations.

Data preparation POD RNN-POD
Cyclic loading 350×1hr 350×1hr

+
350×0.75hr

Random loading 10000×7hr 10000×7hr
+

10000×1.5hr

Table 3.1: Computational time for data preparation

Online stage DNS POD RNN-POD
Cyclic loading 55 min 50 min 4 min
Random loading 7 hr 1.5 hr 4 min

Table 3.2: Computational time for verification simulations

3.4 Conclusion
In this chapter, a recurrent neural network (RNN) is used to emulate the basis
function coefficients of projection-based model-order-reduction (MOR) for a repre-
sentative volume element described by finite plasticity, subjected to cyclic loading
and random loading. The RNN is simultaneously trained for cyclic loading and ran-
dom loading. We have used an RNN, because elastoplasticity is history-dependent
and in analogy to the plastic variables in elastoplasticity, an RNN uses hidden
variables to quantify its history.

Our results have shown that the RNN-accelerated MOR yields speed ups between
factors 13 and 100 relative to the direct numerical simulations (and between factors
13 and 22 relative to conventional MOR). The accuracy is similar to conventional
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MOR, which is not entirely negligible relative to the direct numerical simulations.
Nevertheless, with speeds up of up to factors of 100, the RNN-acceleration of MOR
seems to make MOR for finite plasticity an interesting possibility. A point to be
noted is that the accuracy of RNN-accelerated MOR can be increased by employing
even more number of basis functions. However, increasing the number of basis
functions could reduce the RNN efficiency. Therefore, the next chapter focuses on
improving the accuracy of POD-based MOR for elastoplastic solids with a reduced
number of basis functions.
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C h a p t e r 4

MACHINE LEARNING FOR ADAPTIVE BASIS SELECTION IN
PROJECTION-BASED MODEL-ORDER-REDUCTION FOR

ELASTOPLASTICITY
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ABSTRACT

Projection-based model-order-reduction is accurate and fast for simulations of (hy-
per)elastic solids, amongst others because only a few basis functions suffice. Model-
order-reduction for simulations of (hyper)elastoplastic solids however require many
more basis functions to achieve an acceptable accuracy. This compromizes the
acceleration of the model-order-reduction. The aim of this chapter is to reduce
the number of basis functions of elastoplastic reduced-order-models, by adaptively
selecting the basis functions during the course of a simulation. To this purpose,
several enhancements of a previously proposed unsupervised clustering approach
are investigated, but the results lack the desired accuracy. A new approach for the
adaptive selection of the basis functions is therefore formulated, which is based on
a k-nearest neighbour search. The framework is applied to monotonic and cyclic
loading of a representative volume element with stiff elastic particles in an elasto-
plastic matrix. The accuracy of the method using the :-nearest neighbour search is
orders of magnitude better than those of the previous approaches, whilst only a few
basis functions are used.
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4.1 Introduction
Model-order-reduction (MOR) encompasses numerical methods that reduce the
complexity of time-consuming computations in order to accelerate them. Whereas
surrogate models such as response surfaces and Kriging replace the input-output
relation of the computation of interest by a fast alternative, MOR only modifies
the computation in order to accelerate it. Consequently, more results often remain
available for post-processing using MOR, whilst surrogate models only provide the
output for which they are trained [83].

In the field of numerical predictions of physical systems such as finite element (FE)
simulations, two MOR categories may be distinguished: a posteriori methods and
a priorimethods. A posterioriMOR involves precomputing numerous responses of
the physical system of interest in advance and utilizing the precomputed solutions
to accelerate the subsequent simulations that remain. A posterioriMOR is thus only
useful if the same physical system must be simulated numerous times, each time
with different ‘load’ parameters (e.g. material parameters or boundary conditions).
Consequently, a posteriori MOR finds its use in (probabilistic and deterministic)
inverse modelling, optimization, uncertainty quantification and computational ho-
mogenization, to name a few.

On the other hand, a priori MOR does not require any precomputations to be
performed and hence, it can be used the very first time the physical system of
interest is simulated. Consequently, a priori MOR is more widely applicable than
a posteriori MOR, since a posteriori MOR is only useful if the same type of
computation must be performed numerous times. On the other hand, a posteriori
MOR often yields larger accelerations.

One type of a priori MOR is proper generalized decomposition [57, 15], which
enriches the approximation of the computation’s solution per iteration, thereby
approaching the exact result as more iterations are computed. Another type of a
prioriMOR is the quasicontinuummethod, which superimposes an FE interpolation
with associated quadrature points (i.e. ’summation’ or ’sampling’ in quasicontinuum
terminology, or ’hyperreduction’ in projection-based MOR terminology) over an
atomistic [5], spring [6] or beam [14] lattice.

In this chapter, we focus on projection-based a posterioriMOR, in particular on the
proper-orthogonal-decomposition (POD) method [42, 43, 52, 11] and the reduced-
basis (RB)method [59, 60]. Both approaches involve an offline training stage, during
which numerous computations are performed, from which solutions are harvested



63

that are used to construct the solutions of the future computations (i.e. in the online
stage). The difference between the two methods concerns the manner in which the
training solutions are treated to construct the solutions of future simulations.

In the PODmethod, the precomputed solutions are decomposed using singular value
decomposition (SVD) in order to extract the most dominant features of the training
solutions. In the method of RB on the other hand, a selection of the precomputed
training solutions are directly employed (after orthonormalisation) to construct the
solutions of future computations. The ensemble of selected training solutions
should optimally enclose the characteristic features of the possible solutions of
future simulations. This is often performed using a greedy algorithm. In both the
POD and RB method, the precomputed solutions yield orthonormalized vectors
that are used to construct the solutions of future computations. These vectors are
referred to as basis functions or modes.

In projection-basedMOR, each basis function comes with its own degree of freedom
(i.e. basis coefficient), which together need to be computed in the online simulations.
Consequently, it is essential for the speed of the online simulations to minimize the
number of employed basis functions. In case of simulations of hyperelastic solids,
only a few basis functions yield an excellent accuracy of the online simulations.

Simulations of elastoplastic solids on the other hand require a large number of
basis functions to obtain an accuracy that is merely acceptable. This was for
instance demonstrated in [70], in which 100 basis functions were employed for
an elastoplastic model yielding an acceptable but not excellent accuracy. (The
acceleration on the other hand was excellent, because of the emulation of the basis
coefficients using AI-algorithms.)

The aim of this chapter is to devise a technique to reduce the number of employed
basis functions in elastoplastic reduced-order-models. Because the load parameters
that vary for each simulation of interest to this chapter are the load paths (which are
irrelevant for the mechanical response of (hyper)elastic solids, but have a substantial
effect in case of elastoplastic, i.e. history-dependent solids), the parametrization of
the load paths is employed to decide whether or not to adapt the basis.

Adaptive basis selection during the course of a simulation is not new. Generally, sev-
eral bases are identified during the offline stage, by clustering the training solutions
according to the load parameters of (e.g. physical) relevance. In the online stage,
the current load parameters are then used to classify to which group the current
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configuration belongs and the basis functions of the associated group are employed.
Because the load parameters may change during the course of a simulation, basis
functions from different groups are typically used during the course of an online
simulation.

These types of approaches were for instance proposed and/or investigated in [19, 3,
34], where the timewas considered as the load parameter, based onwhich the training
simulations were clustered into different groups. Often however, manual clustering
yields rather poor results [58]. Consequently, machine learning, i.e. unsupervised
learning, was proposed to obtain more suitable groups and hence, more accurate
results [2, 58, 79].

To the best of the authors’ knowledge, unsupervised learning was exploited in the
context of projection-basedMOR for dissipative solids in [13] and for viscoplasticity
in [29]. [13] and [29] used clustering to improve the discrete emperical interpolation
method as suggested in [58]. Similarly as in the current chapter, [13] applied
clustering to the load paths. Clustering is also used for elastoplastic reduced order
models which are not based on projections. In [51] for instance, the clustering of
spatial domains is the essential ansatz for another type ofMOR, limited to multiscale
simulations.

The novelty of the current chapter startswith the application of unsupervised learning
to cluster training simulations as proposed in [2, 58, 79], to elastoplastic simulations.
When k-means clustering, as investigated in [2, 79], is applied to the elastoplastic
simulations of the interest to the current chapter, substantial inaccuracies occur dur-
ing the course of an online simulation every time the basis changes. We investigate
several techniques to reduce these inaccuracies that have not been investigated yet
(i.e. besides k-means clustering, we investigate DBSCAN [23], as well as approaches
to smooth the transition between clusters). However, the resulting accuracies are
not robustly better than that of conventional MOR based on POD.

The second novelty of this chapter is therefore to propose another technique to
adaptively change the basis. Because this chapter reports that the inaccuracies for
clustering appear when the (entire) basis is changed, a method that continuously
changes only part of the basis is proposed. To this purpose, a k-NN search is
exploited, which determines for each load increment which k training solutions are
nearest to the current load path. These : training solutions are then orthonormalized
with respect to each other and used as basis functions for the increment. The resulting
scheme is thus a type of RB approach.
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The numerical methodology is investigated for a representative volume element
(RVE) with stiff elastic particles in an elastoplastic matrix that undergoes large
monotonic and asymmetrical cyclic loading, in order to work towards multiscale
simulations based on computational homogenization [46, 27]. The application to
an RVE is however somewhat arbitrary; the methodology can just as well be applied
to any other elastoplastic FE simulation.

The remainder of the chapter is organized as follows: two conventional projection-
based MOR strategies are discussed in section 4.3. Clustering to enable adaptive
basis selection is explained in section 4.4, including the different enhancements we
have incorporated to improve the results. The k-NN search to continuously change
the basis functions during the online simulations is described in section 4.5. The
results of the different approaches are presented and compared to each other in
section 4.6. Finally, a short conclusion is presented in section 4.7.

4.2 Direct Numerical Simulations
The plane strain simulations employ bilinear quadrilateral (four node) FEs with four
Gauss quadrature points. An F-bar method is utilized to alleviate locking due to
the incompressibility of the plastic deformation. In the employed F-bar method, the
volume change of the deformation gradient tensor at a quadrature point is replaced
with the volume change at the center of the element. The resulting deformation
gradient tensor, F̄, is multiplicatively decomposed into an elastic (subscript 4) and
a plastic (subscript ?) deformation gradient tensor: F̄ = F4 · F?.

The following strain energy density is employed:

, =
� (�4 − 3 − 2ln(�4))

4(1 + a) + �a(ln(�4))2
2(1 + a) (1 − 2a) , (4.1)

where � and a denote Young’s modulus and Poisson’s ratio, respectively. Further-
more: �4 = tr(F)4 ·F4) and �4 = det(F4), where superscript ) denotes the transpose.
Differentiating the strain energy with respect to F4 gives a 1st Piola-Kirchhoff stress
tensor, P4: P4 = m,

mF4 , which is related to the Mandel stress, M, as M = F)4 · P4.

The employed Von Mises yield function reads:

H =

√
3
2

M34E : M34E − "0 − ℎ _=, (4.2)
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where material parameters "0, ℎ and = denote the initial yield stress, the hardening
modulus and an exponential hardening parameter, respectively. Furthermore, M34E

denotes the deviatoric Mandel stress and _ the plastic multiplier. The following
associated flow rule is employed:

¤F? = ¤_
m H

mM · F? . (4.3)

The Karush-Kuhn-Tucker conditions close the constitutive model:

H ≤ 0, ¤_ ≥ 0, H ¤_ = 0. (4.4)

A periodic mesh is employed in the simulations. Dirichlet boundary conditions are
used for the four corner nodes, where the displacement values are dictated by the
right stretch tensor of the macroscale deformation (U" , assuming that the RVE is
used in a nested multiscale computation), given by:

u 9 − u8 =
(
U" − I

)
·
(
X 9 − X8

)
, (4.5)

where u and X denote the displacement vector and reference location of a finite
element node, respectively. The subscripts denote the numbers of two corner nodes.
As the displacement of one of the four corner nodes is set to zero (and all reference
locations are known), the displacement vectors of the other three corner nodes are
completely known, since U" is known for each increment.

In case of nodes on the RVE’s opposing edges, the above vector equation yields two
scalar constraints in a 2D setting (as is the case here). In this thesis, these constraints
are enforced using Lagrange multipliers.

The incorporation of periodic boundary conditions using Lagrange multipliers re-
sults in the following system of linear equations, which must be constructed and
solved for each iteration, at each increment:


 

int
(D, I)

(
m2

mD

))
m2

mD
0


[
3D

36

]
=

[
5
ext
− 5

int
(D, I) − 6) m2

mD

2(D)

]
, (4.6)

where column D collects the displacement components of all FE nodes at an inter-
mediate solution, column I the plastic variables in all Gauss quadrature points at an
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intermediate solution (_ and F?), column 6 the Lagrange multipliers, column 2 the
scalar constraints due to the periodic boundary conditions of Eq. (4.5) (2 is linear
in D), column 5

ext
the components of the reaction forces, column 5

int
the compo-

nents of the internal forces ( 5
int

depends non-linearly on D and I) and matrix  
int

the derivatives of the internal forces components with respect to the displacement
components ( 

int
depends non-linearly on D and I). 3D and 36 together denote the

correction to the intermediate solution given by D and 6, that is to be computed each
iteration. The new plastic variables are computed together with the new internal
forces for each quadrature point, after new solution D + 3D is computed.

4.3 Conventional projection-based model-order-reduction
Traditionally, projection-based MOR aims to reduce the computational times of the
DNS by ensuring that less governing equations need to be solved (i.e. to reduce
degrees of freedom, DoFs) and, often in case of non-linear governing equations, by
ensuring that the governing equations require less time to be constructed for each
iteration. The latter is typically achieved using hyperreduction (or by ensuring that
the governing equations only need to be constructed once per increment using an
artificial neural network, as demonstrated in the previous chapter). Because this
chapter solely focuses on the adaptive basis selection, the conventional projection-
based MOR of the current section are only discussed with respect to the reduction
of the DoFs with the help of basis functions.

The reduction of the DoFs in projection-based MOR is achieved by expressing all
=D kinematic variables of the DNS, D, in terms of only a limited number of =1
kinematic variables, U, according to:

D ≈
=1∑
8=1

q
8
U8 = ΦU, (4.7)

where q
8
of length =D denotes the 8th basis function andΦ denotes the =D ×=1 matrix

that stores all basis functions.

For RVEs however, which are the application of this thesis, the kinematic variables
(i.e. the displacement components of the FEnodes) are first additively decomposed in
a homogeneous, D̄, and a microstructurally fluctuating, D̃, contribution (see Fig. 4.1).

D = D̄ + D̃. (4.8)
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Figure 4.1: Illustration of the additive split of an RVE’s displacement field in a
homogeneous displacement field and a microstructurally fluctuating displacement
field is employed in a projection-based MOR. The basis functions (Φ) are only used
for the fluctuating displacement field.

The macroscale deformation (U") fully governs the homogeneous part of the dis-
placement and as this is imposed by the macroscale in computational homogeniza-
tion, D̄ is completely known. Consequently, only D̃ needs to be computed. For this
reason, the interpolation of projection-based MOR is not applied to the complete
displacements as indicated in Eq. (4.3), but only to the fluctuating part:

D̃ ≈ ΦU. (4.9)

The approximation of the complete displacements may then be written as:

D ≈ Ψ V +ΦU, (4.10)

where Ψ V together denotes the known, homogeneous part of the displacements
with:

V =

[
*"
GG − 1 *"

GH *"
HH − 1

])
, (4.11)
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where*"
GG ,*"

GH and*"
HH denote the three independent components of U" . Row 8 of

Ψ (of size =D × 3) is furthermore expressed as follows:

(
Ψ

)
8,:
=


[
-d 82 e

.d 82 e
0
]

if 8 is odd,[
0 -d 82 e

.d 82 e

]
if 8 is even.

(4.12)

This expression for Ψ is only valid if the reference location of the bottom-left FE
node of a 2D RVE is set to the origin, if the bottom-left FE node cannot displace,
and if the displacement components in D are ordered as follows:

(
D
)
8
=


Dd 82 e

if 8 is odd,

E d 82 e
if 8 is even,

(4.13)

where
(
D
)
8
denotes the 8th component of D, and Dd 82 e and E d 82 e denote the horizontal

and vertical displacement of FE node d 82e, respectively.

The expression for Φ depends on whether the POD or RB method is applied. How-
ever, both approaches have several aspects in common. First, the goal is that all
columns (each column is a basis function) in Φ together encapsulate all character-
istic features of the online solutions. Second, each column must be orthonormal, or
at least orthogonal, with respect to the other columns (i.e. Φ)Φ = �, where identity
matrix � is of size =1 × =1). Third, both approaches require numerous DNS to be
performed for different load parameters. In this contribution, each set of load param-
eters is a sequence of U" (C) (where C denotes a pseudo-time). From each training
simulation, the solutions at several increments (after deducting the homogeneous
displacements) are stored.

Proper-orthogonal-decomposition
In the method of proper-orthogonal-decomposition, the training solutions are stored
as columns in a so-called snapshot matrix, (. Matrix ( is of size =D × =C=B, where =C
denotes the number of training simulations and =B the number of solutions extracted
from each training simulation. Singular value decomposition (SVD) is then applied
to snapshot matrix ( and the left singular vectors with the =1 largest singular values
are used as basis functions. Because the fluctuating displacement parts of the
solutions (D̃), which are stored in the snapshot matrix are periodic, the left singular
vectors are periodic as well. (Furthermore, as the definition of the left singular
vectors implies, the basis functions are orthonormal with respect to each other.)
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More formally, the SVD of the snapshot matrix may be written as the following
optimization problem:

[
%∗ �∗ &∗

]
= argmin

%,�,&

‖( − % � &) ‖� , (4.14)

such that � denotes a diagonal matrix of size =C=B × =C=B with entries
(
�

)
11
≥(

�

)
22
≥

(
�

)
33
≥ ... ≥

(
�

)
=C=B ,=C=B

and

%)% = &)& = �, (4.15)

where ‖ • ‖� denotes the Frobenius norm and matrices %, & and � are of size
=D × =C=B, =C=B × =C=B and =C=B × =C=B, respectively. This optimization problem is
so frequently used that each numerical software has its own dedicated function to
compute it. The matrix with basis functions, Φ, is obtained by only using the first
=1 columns of %∗.

Another way to obtain the =1 left singular values (and faster if =D � =C=B) is to
apply eigenvalue decomposition to (̂ = ()( ((̂ is symmetric and of size =C=B×=C=B),
which may be expressed by finding eigenvalues 18 and eigenvectors 1∗8 according
to:

(
(̂ − 18 �

)
1∗8 = 0, (4.16)

1∗8)1∗ 9 =


1 if 8 = 9

0 else = 0,
(4.17)

where 18 > 18+1 and � is of size =C=B × =C=B. The matrix with the left singular values
can then be computed as:

Φ = (

[
1∗1 1∗2 1∗3 ... 1∗=1

]
, (4.18)

where the eigenvalues of the associated eigenvectors are ordered according to 11 >

12 > ... > 1=1 . It may be clear that eigenvalue decomposition is so important that,
similarly as for singular value decomposition, practically all numerical software
packages have their own dedicated functions to efficiently compute it.
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Reduced basis
The method of reduced-basis (in its empirical sense) also uses the =C=B training
solutions, but does not require to store them in a snapshot matrix. The RB method
aims to find those =1 training solutions (whose numbers are stored in index set �∗

of length =1) of all =C=B training solutions (whose numbers are stored in index set
� = {1, 2, 3, ..., =C=B}, �∗ ⊆ �) which, after being orthonormalized with respect to
each other, together minimize the worst match with the training solutions.

It may thus be expressed as the following combinatorial optimization problem:

�∗ = argmin
�⊆�

max
8∈�

min
0
‖D̃8 −

∑
9∈�

ˆ̃D 90 9 ‖2, (4.19)

where ‖ • ‖2 denotes the !2-norm, the length of 0 is =1 and the hat on ˆ̃D
9
denotes

that the 9 th training solution (whose index is stored in �, 9 ∈ �) is orthonormalized
with respect to all other training solutions whose indices are in �, i.e.:

ˆ̃D 9) ˆ̃D: =


1 if 9 = :

0 else
where 9 , : ∈ �. (4.20)

The columns of Φ are thus those training solutions ˆ̃D 9 (after the homogeneous part
is deducted from them and after being orthogonalized with respect to each other)
whose indices are present in �∗.

It may be clear that the combinatorial optimization problem of Eq. (4.19) is non-
deterministic polynomial-time (NP) hard, yielding enormous computational times.
For this reason, the problem is often solved using some kind of greedy algorithm,
in which one training solution at a time is added to the set of training solutions
employed as basis functions. One greedy algorithm that avoids NP hardness can be
written as follows:

Algorithm 1 RB- Greedy algorithm 1
�∗ = { }, �̌ = �.
for =1 times

:∗ = argmin
:∈ �̌

max
8∈�

min
0
‖D̃8 −∑

9∈�∗ ˆ̃D 9+:0 9+: ‖2

�̆ = �̆ \ {:∗}, �∗ = �∗ ∪ {:∗}

where it may be clear that the length of 0 increases with one every time the for-loop
is repeated.



72

Although the latter combinatorial optimization problem is not NP hard, it is still time
consuming, because minimizer 0 must be computed numerous times (=C=B (=C=B=1 −
=1 (=1 − 1)/2) times in fact). For this reason, another greedy algorithm may be
exploited that avoids the computation of minimizer 0. This greedy algorithm can
be explained by starting that a number of training solutions are already selected for
use as basis functions. The question is which training solution of the remaining,
unselected training solutions, is best to add. The assumption is that the best one to be
added is the one that minimizes the projection with respect to the already selected
training solutions. (This assumes that the training solution that minimizes the
projection encompasses the most characteristic features that are not yet encapsulated
in the already selected training solutions.)

This substantially faster greedy algorithm starts with normalizing each training
solution (denoted by ˘̃D). The remainder may then be concisely written as:

Algorithm 2 RB- Greedy algorithm 2
Draw one sample from U(1, =1) as first number in �∗, �̌ = �.
for =1 times

:∗=argmin
:∈ �̌

∑
9∈�∗ ˆ̃D 9) ˘̃D:

Orthonormalize ˘̃D:
∗
with respect to ˆ̃D 9 ( 9 ∈ �∗)

�̆ = �̆ \ {:∗}, �∗ = �∗ ∪ {:∗}

As the two aforementioned greedy algorithms obviously yield suboptimal basis func-
tions (compared to the initial combinatorial optimization problem of Eq. (4.19)), one
would typically need a larger number of basis functions (=1) than if the PODmethod
is applied. RB methods are nevertheless useful if =D and =C=B are substantially large,
because then the singular value or eigenvalue decomposition in the POD method is
time consuming.

System of linear equations to be solved in the online simulations
Now the components of the interpolation employed in projection-based MOR are
defined, the resulting system of linear equations that must be computed for each
iteration, for each increment, can be rewritten as:

(
Φ) 

8=C
(ΨV +ΦU, I)Φ

)
3U = Φ)

(
5
4GC
− 5

8=C
(ΨV +ΦU, I) −  

8=C
(ΨV +ΦU, I)Ψ3V

)
,

(4.21)
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where we repeat once more that update 3U denotes the DoFs that must be computed.
Furthermore, 3V = 0 during the application of Newton’s method.

Although the stiffness matrix of the projection-based MOR (Φ) 
8=C
Φ) is full, in-

stead of sparse as the stiffness matrix of the DNS, its size is =1 × =1, which is
a significant reduction. It may also be noted that the periodicity constraints are
not present anymore (Eq. (4.6)), because the basis functions are formed using the
microstructurally fluctuating part of the training solutions, which are periodic. Con-
sequently, the basis functions, Φ, are also periodic, regardless if the POD method
or the RB method is employed.

4.4 Clustering for adaptive basis selection
As mentioned before, conventional projection-based MOR is accurate for (hy-
per)elastic, but not for simulations using elastoplastic constitutive models. A solu-
tion in these days often sought in the clustering of the training simulations and to
construct a group of basis functions for each cluster. During the course of an online
simulation, a classification is then performed to decide from which cluster the basis
functions must be used for a given time increment. Clustering training solutions has
been demonstrated to substantially improve the accuracy of projection-based MOR
for a range of different models [71, 49, 4], but not yet for simulations involving
elastoplastic solids.

Clustering is typically performed in terms of the ’load’ parameters that are con-
sidered in the projection-based MOR. To aid the concept of clustering of training
solutions, we now consider the current macroscale deformation imposed to the RVE
as the ’load’ parameters, i.e. U" (C2DA) where C2DA denotes the current time (although
due to the path-dependency of elastoplasticity, it makes more sense to consider both
the past and currently imposed macroscale deformations, i.e. U" (0 < C ≤ C2DA), as
load parameters).

If we assume that each load path is discretized with 100 increments, wemay consider
storing all 100 combinations of the load parameters for each path, (where one, at
C2DA , is given by U" (C2DA)). We also consider that for all 100 time increments, a
training solution is stored (i.e. =B = 100). Each combination of load parameters is
thus associated with one training solution (i.e. the microstructurally fluctuating part
of the training solution in fact).
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The assumption is now that if an online simulation is performed with the load path
in a certain direction, the training solutions of load paths in completely different
directions do not provide any useful characteristics to construct the online solutions
for the current load path. Therefore, the idea is to only use training solutions of the
load paths that are close to the load path of the online simulation for the construction
of the current basis functions.

POD method per cluster
For now, we assume that clustering has taken place (based on the load parameters)
and this has resulted in =2 clusters of training solutions and load parameters. The
index set of the training solutions and load parameters used for the 8th cluster is
denoted by �∗8 such that � = �∗1 ∪ �∗2 ∪ ... ∪ �∗=2 and each index can only be
present in one of the subsets (�∗1 until �∗=2 ). The =B?2/8 (B?2 stands for training
solutions per cluster, =B?2/8 = #�∗8) training solutions and load parameters that
belong to the 8th cluster are stored in snapshot matrix (8 (of size =D × =B?2/8) and
load parameter column U"8 (of length =B?2/8). In order to determine the matrix with
the basis functions for the 8th cluster using the POD method (as performed here),
denoted by Φ8, one must solve the following minimization problem:

[
%∗8 �∗8 &∗8

]
= argmin
%8 ,�8 ,&8

‖(8 − %8 �8 &8) ‖� , (4.22)

such that �8 is a diagonal matrix of size =C=B × =C=B with entries
(
�8

)
11
≥

(
�8

)
22
≥(

�8
)

33
≥ ... ≥

(
�8

)
=B?2/8=B?2/8

and

%8)%8 = &8)&8 = �, (4.23)

where Φ8 is constructed by extracting the =1 left singular vectors, i.e. the first =1
columns of %∗8. It can be noted that, although each cluster may in principle come
with its own number of =B?2/8 basis functions, the same number of basis functions
is used for each cluster in the current chapter.



75

Classification in the online phase
Also in the current subsection, we still assume that clustering has taken place, which
has resulted in =2 clusters of training solutions and load parameters.

In an online simulation, one must decide to which cluster the load parameters of
the current time increment (U" (C2DA)) belongs, so that from that cluster the basis
functions are used (which may change during the course of an online simulation).
In order to answer this question, one must parametrize each cluster in the space
of the load parameters. These parametrizations may for instance use one or more
locations in the space of the load parameters. For the 8th cluster, these locations
are stored in column Ŭ"8. One then choses some classification function, A, that
quantifies some measure between the current online load parameters (U" (C2DA))
and the parametrization of the 8th cluster (Ŭ"8).

The decision towhich cluster the load parameters of the current time step in the online
simulation belongs is then formulated as a combinatorial optimization problem, in
the form of:

8∗ = argmin
8∈{1,2,...,=2}

A (U" (C2DA) |Ŭ"8). (4.24)

It may be clear that this combinatorial optimization problem must in principle be
solved for each time step of the online simulation and therefore has an influence on
the speed of the online simulation. It may then also be clear that this combinatorial
optimization problem affects the speed of the online simulation more substantially
if the number of employed clusters (=2) is large and if the number of locations in the
space of the load parameters needed to evaluate A (i.e. if the length of column Ŭ"8)
is large.

In the case of clustering using DBSCAN for instance, the load parameters used
for parametrization in this chapter are the same as the clustered load parameters,
i.e. Ŭ"8

= U"8 (for the 8th cluster). Classification function A in Eq. (4.24) is then
defined as follows:

A (U" (C2DA) |Ŭ"8) = min
9∈�∗8
‖U" (C2DA) − Ŭ" 9 ‖2. (4.25)
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:-means clustering
To the best of the candidate’s knowledge, unsupervised clustering of training solu-
tions in projection-basedMORhasmainly been performed using :-means clustering
[58, 79, 29, 2]. :-means clustering has several advantages compared to other clus-
tering approaches. First, it requires only one hyperparameter to be selected by the
user: the number of clusters, =2. Second, the clustering algorithm is fast. In other
words, the speed of the computations in the offline stage is hardly affected by it.
Third, the classification is fast, because classification function A in Eq. (4.24) only
uses one location in the space of the load parameters to parametrize each cluster
(i.e. the center of each cluster). Consequently, the online simulations are hardly
affected by the classification.

:-means clustering aims to minimize the sum of the distances between each point
and the center of the cluster to which the point belongs, where the center of a
cluster is the average location of all points that belong to that cluster. This may
mathematically be written as the following combinatorial optimization problem:

[
�∗1, �∗2, �∗3, ..., �∗=2

]
= argmin
�1,�2,�3,...,�=2

=2∑
8=1

∑
9∈�8
‖U" 9 − 1

=B?2/8

∑
:∈�8

U": ‖2. (4.26)

It may be clear that the center of the 8th cluster, needed in classification function A,
is then given by:

Ŭ"8 =
1

=B?2/8

∑
:∈�∗8

U": . (4.27)

The problem with the above optimization problem is its NP hardness. For this
reason, most numerical software include dedicated (yet sub-optimal) functions for
:-means clustering, whose steps can roughly be described as follows:

One of the main advantages of :-means clustering is that the classification in the
online simulations is fast. The function A, that quantifies the measure between
the current online load parameters (U" (C2DA)) and the parametrization of the 8th

cluster (Ŭ"8) is the Euclidian distance between the current load parameter of the
online simulation, U" (C2DA), and the center of the 8th cluster (meaning that Ŭ"8 only
includes one location, i.e. the length of column Ŭ"8 is one).

A =‖ U" (C2DA) − Ŭ"8 ‖2, (4.28)
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Algorithm 3  -Means clustering
Randomly select one point (U") as the center of each cluster
(Ŭ"8 for the 8th cluster).
Repeat until cluster centers do not change anymore

Initialise all subsets to be empty: �∗1 = { }, �∗2 = { }, ..., �∗=2 = { }
For each point 9 : 8∗ = argmin

8∈{1,2,3,...,=2}
‖U" 9 − Ŭ"8‖2 �∗8 = �∗8 ∪ { 9}

For each cluster 8: Ŭ"8 = 1
#�∗8

∑
:∈�∗8 U":

where the equation must be read such that the independent components of U" and
Ŭ"8 are stored in column format.

However, :-means clustering also has a number of disadvantages. An important one
is that :-means clustering has difficulties with clustering distinct patterns. This is
clearly visible in Fig. 4.2, in which clustering of two different data sets is presented:
a set with random data and a set with clear patterns. Another disadvantage is that :-
means clustering does not automatically determine how many clusters are optimal,
as the number of clusters (=2) is a hyperparameter that must be set by the user. This
is especially a problem in the high-dimensional case, in which the clustering results
are difficult to visually confirm.

DBSCAN: Density-based spatial clustering of applications with noise
Because of the disadvantages of :-means clustering, DBSCAN is also considered.
Compared to :-means clustering, DBSCAN has several advantages. First, it is
better capable to distinguish distinct patterns (see the images on the right in Fig. 4.2,
where DBSCAN has captured the individual curves in the data). Second, it is able
to distinguish outliers (see bottom left image in Fig. 4.2). Third, DBSCAN is hardly
stochastic, meaning that every time the algorithm is applied (with the same values
for the hyperparameters), the difference between the clusters is substantially smaller
compared to :-means clustering.

DBSCAN requires the user to set two hyperparameters. The first one, which is
typically denoted by n , is an Euclidian distance that defines a neighbourhood around
each point (a circle in 2D, a sphere in 3D). The second one is an integer, =<8=? > 2,
and is used to define core points. DBSCAN uses these two hyperparameters to
subdivide all points in three types: � = �2 ∪ �=2 ∪ �>, where each point can only
be present in one subset and superscripts 2, =2 and > refer to core points, non-core
points and outliers, respectively.
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Figure 4.2: Illustrative comparison of :-means clustering and DBSCAN. Left col-
umn: random data set, right column: data set with patterns. Top row: :-means
clustering for =2 = 4 (cluster centers are presented as the large shapes). Bottom
row: DBSCAN clustering, which is better capable of distinguishing patterns (bot-
tom right). Note that in the bottom left image, DBSCAN classifies the blue circles
as outliers.

A core point is a point that has at least =<8=? points in its neighbourhood (including
the point itself), with n as the ‘radius’ of the neighbourhood. In more detail, if the
number of neighbours of point ?, given by U"?, is defined as follows:

=?n = #
{
8 ∈ �, such that ‖U"? − U"8‖2 ≤ n

}
, (4.29)

then point ? is a core point if =?n ≥ =<8=?. Alternatively, point ? is a non-core point
1 < =?n < =<8=?. Finally, point ? is an outlier if =?n = 1.

With this classification as a start, DBSCANperforms the clustering. First, all outliers
are dismissed (points that do not have a single other point in their neighbourhood).
This means that outliers will not be part of any cluster.

Subsequently, one core point is randomly taken as the start of the first cluster. All
other points in the neighbourhood of the first point are selected and will be part of
the same cluster, regardless whether they are core or non-core points. However,
for all neighbouring core points, the process is repeated: also for these points their
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neighbouring points are selected to be part of the same cluster. The process of
adding new points if they are in the neighbourhoods of core points is repeated until
the cluster does not grow anymore.

When the first cluster does not grow anymore, a random core point that is not yet
selected to be part of the first cluster will form the start of the next cluster and the
same procedure as outlined in the previous paragraph is repeated until the second
cluster does not grow anymore. This process is repeated until all core points belong
to a cluster.

The clustering part of algorithm (excluding the classification into core points, non-
core points and outliers) can also be written as follows (where 2�=2 and =2�=2 denote
the sets of core points and non-core points of the set that is currently being formed):

Algorithm 4 DBSCAN clustering
=2 = 0
while #�2 ≠ 0

=2 = =2 + 1
Randomly select a point, 8, from �2

�2 = �2 \ {8}, 2�=2 = {8}, =2�=2 = { }
for 9 ∈ 2�=2
�2 =

{
: ∈ �2, such that‖U" 9 − U" ‖2 ≤ n

}
�=2 =

{
: ∈ �=2, such that‖U" 9 − U" ‖2 ≤ n

}
�2 = �2 \ �2, �=2 = �=2 \ �=2, 2�=2 = 2�=2 ∪ �2, =2�=2 = =2�=2 ∪ �=2

end
�=2 = 2�=2 ∪ =2�=2

end
�> = �> ∪ �=2

One may thus summarize that:

• All core points belong to a cluster - even if a core point is the only core point
of a cluster.

• The points in the neighbourhood of a core point are part of the same cluster
as the core point itself.

• Conversely, a non-core point is not used to enlarge the cluster with its neigh-
bouring points.

• Consequently, non-core points are reclassified as outliers if the only points in
their neighbourhood are non-core points.
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Similar to :-means clustering, DBSCAN is so often used that many numerical
software include predefined functions to apply it. However, the implementation
is of course more wisely performed than conceptually outlined above, in order to
minimize the computational times.

Of course, DBSCAN also has a number of disadvantages. An important one is that,
similar to :-means clustering, the clustering result is difficult to visually assess in
case each point is governed by more than three dimensions. This makes it hard to
optimize the values of the hyperparameters.

Complications for elastoplasticity
There are two issues that make the two aforementioned unsupervised clustering
approaches difficult to employ for the clustering of training solutions of elastoplas-
tic FE simulations. The first one is that when one time increment in the online
simulation, let us denote this by C1, belongs to cluster 8 and the next time increment,
C2, belongs to cluster 9 , the employed basis functions abruptly change from Φ8 to
Φ 9 . Consequently, the online solution found at the end of C1, D̃1∗ = Φ8U1∗ (where
superscript ∗ refers to a converged solution at the end of a time increment), cannot
serve as the initial guess for time increment C2, because force equilibrium can then
often not be achieved for time increment C2.

One thus needs to first compute a suitable initial guess for time increment C2. This
is accomplished by two steps. First, one aims to find U2 such that the !2-norm
between D̃2 = Φ 9U2 and D̃1∗ is minimal. In other words, one first solves:

U2 = argmin
U

‖Φ8U1∗ −Φ 9U‖2. (4.30)

Solving thisminimization problem ensures that displacement fields D̃1∗ and D̃2 match
each other optimally. However, it also means that force equilibrium does not hold for
initial guess D̃2. For this reason, an additional increment must be applied (for which
no increment of U" is applied), in which D̃2 is adjusted (obviously via adjusting
U2), as well as the history variables, such that force equilibrium is achieved.

This unavoidable procedure comes with two problems. The first one is that it is not
at all guaranteed that force equilibrium can be found. Second, if force equilibrium
is found, it is very well possible that D̃2 and the corresponding history variables
have been adjusted so much that they do not match those of the DNS accurately
anymore. (as we will see in the results section, the mismatch between the results of
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the projection-based MOR (with clustering) and those of the DNS reduces during
the next time increments to some extent, but it nevertheless causes substantial
differences between the results of projection-based MOR with clustering and those
of the DNS). For this reason, the next subsection describes several approaches
that are investigated that either aim to decrease the differences between the basis
functions of each cluster and its adjacent cluster, or aim to smooth the transition of
the basis functions of one cluster to those of another cluster.

The second issue that makes unsupervised clustering difficult to employ for the
grouping of training solutions of elastoplastic FE simulations involves the fact that
not only the currently imposed macroscale deformation should be considered as the
load parameters, but also the history of the imposed macroscale deformation. In
other words, one should consider U" (0 < C ≤ C2DA) instead of U" (C2DA) in order to
define the clusters.

The complication that this change entails is that clustering must not be applied
in two dimensions (in terms of *"

GG (C2DA) and *"
GH (C2DA)), as we focus on isochoric

macroscale deformations in 2D settings, i.e. det(U"), U" only has two independent
parameters), but in manymore dimensions. This not only makes it hard to determine
suitable values for the hyperparameters of the clustering algorithms (since visual
inspection is impossible), it also makes the clustering results less useful. The reason
for this is that the metric for clustering in both :-means clustering and DBSCAN
is the Euclidian distance, which loses its efficiency if the number of dimensions is
increased.

This chapter leaves the problem associated with clustering in high dimensions
untouched. The reason for this is that the smoothing of the transition between
clusters could not be appropriately overcome for monotonic loading (as will be
demonstrated in the results section), and for monotonic loading it is sufficient to
only consider the currently imposed macroscale deformation, U" (C2DA).

Smoothing the switch between clusters
The current subsection discusses three approaches that are investigated to ease
the transition between clusters. The first two approaches discussed below aim to
decrease the difference between the basis functions of each cluster. These approaches
may be perceived as suboptimal, because bymaking sure that the differences between
the different sets of basis functions reduce, one also ensures that each basis of a
particular cluster is not optimal for that cluster. The third approach discussed below
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aims to not compromize on each basis at all. The issue that occurs then is that
force equilibrium can often not be found in a single additional increment. The third
approach overcomes this by introducing several additional increments and adjusting
cluster-wise weights for each increment.

Sharing training solutions between clusters

An approach that has been used in the literature [2] to ensure that the basis functions
of the clusters do not vary too significantly with respect to each other is to construct
the basis functions of a given cluster by not only using the training solutions asso-
ciated with that cluster, but to also use training solutions of other clusters that are
near the current cluster.

If we consider this approach for cluster 8, it can be summarized as follows. First, =3
points from cluster 8 (�∗8) are selected that are furthest away from its cluster center,
Ŭ"8. This entails that the points in �∗8 must be ranked in ascending order according
to the distance with the center.

As sets do not permit ordering, the notation here resorts to sequences. The indices
in �∗8 are now thus elements in sequence (1∗8

9
) 9∈{1,2,...,#�∗8}, and the ordering of

the sequence is such that one can write for each pair of sequential elements, with
:1, :2 ∈ �∗8:

1∗8
9
= :1

1∗8
9+1 = :2

such that ‖U":1 − Ŭ"8‖2 ≥ ‖U":2 − Ŭ"8‖2. (4.31)

We now compute the average distance of the =3 points that are furthest away from the
8th cluster center. In other words, we take the first =3 elements of (1∗8

9
) 9∈{1,2,...,#�∗8}

and compute their average distance from the cluster center, 3<40=:

3<40= =
1
=3

=3∑
9=1
‖U"1 9 − Ŭ"8‖2. (4.32)

Finally, we multiply the average distance with scalar d > 1 and search for all training
solutions that do not belong to cluster 8 for which the load parameters are within
distance 3<40=d from the 8thcluster center:

�∗8033 =
{
9 ∈ � \ �∗8 such that ‖U" 9 − Ŭ"8‖2 ≤ 3<40=d

}
. (4.33)
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The training solutions of other clusters for which their load parameters fall within
3<40=d from the 8th cluster center are now used together with the training simulations
of the 8th cluster (i.e. �∗8 ∪ �∗8033 ) to construct its basis functions, Φ8, according to
Eq. (4.22). In other words, snapshot matrix (8 in Eq. (4.22) includes the training
solutions whose indices are stored in both �∗8 and �∗8033 .

Weighing the training solutions

Another approach to decrease the differences between the basis functions of the
different clusters is also investigated. In this second approach, all training solutions
are used for each cluster, but they are given a weight in the snapshot matrix. The
weight is set to one for each training solution of the considered cluster, but decreases
linearly with the distance away from the cluster.

In more detail, each snapshot matrix (8 is now of size =D × =C=B and the 9 th column
of the snapshot matrix can now be written as:

(
(8

)
:, 9
= F 9 D̃ 9 . (4.34)

Here, F 9 denotes the weight associated with the 9 th training solution. The value for
this weight is now calculated as follows:

F 9 =


1 if 9 ∈ �∗8

[ 9 else (i.e. 9 ∈ � \ (�∗8 ∪ �>)
, (4.35)

where �> again denotes the index set with outliers in case of DBSCAN (which is
empty for :-means clustering), and 0 ≤ [ 9 ≤ 1 reads:

[ 9 =
3∗ 9 − 3<0G
3<0G

. (4.36)

On the one hand, 3∗ 9 denotes the minimum distance between the 9 th load parameters
and all the load parameters that belong to the 8th cluster. In other words, one can
write:

3∗ 9 = min
:∈�∗8
‖U" 9 − U": ‖2, (4.37)
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On the other hand, 3<0G denotes the maximum of all these minimum distances:

3<0G = max
9∈�\(�∗8∪�>)

3∗ 9 . (4.38)

Adaptively mixing the basis functions

As mentioned above, the previous two approaches have the disadvantage that they
reduce the accuracy of the basis functions of a given cluster, for the benefit that the
basis functions do not differ too much with the basis functions of other clusters. The
final approach investigated here does not affect the basis functions of the clusterswith
the benefit that the basis functions are not compromized. Instead, basis functions
Φ8 are entirely based on the training solutions associated with the 8th cluster. The
problem that then often occurs is that no force equilibrium is found when the basis
is changed, which would terminate the online simulation.

To alleviate this problem, the two-step procedure detailed in subsection 4.4 that aims
to find a suitable initial guess when the basis functions are changed is formulated in
an adaptive manner. First, the switch from Φ8 to Φ 9 is attempted directly. If after a
certain number of iterations force equilibrium has not been obtained, the two basis
sets are mixed and an additional intermediate increment is used. If again, no force
equilibrium is found, the two basis sets are mixed further and one or more additional
increments are used. This procedure continues until force equilibrium is found, and
until basis Φ 9 is used on its own.

The so-called ‘mixing’ of the two basis sets Φ8 and Φ 9 is written as follows:

Φ8 9 = F8Φ8 + F 9Φ 9︸          ︷︷          ︸, (4.39)

with F8 = 1 − F 9 and where the underbrace is used to denote that the columns
in matrix F8Φ8 + F 9Φ 9 are orthonormalized with respect to each other (using the
Gram-Schmidt algorithm).
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Using this notation, this adaptive procedure can be summarized in more detail as
follows:

Algorithm 5 Adaptively mixing basis functions
F 9 = 0, ΔF 9 = 1, : = 0
while F 9 ≠ 1

F 9 = F 9 + ΔF 9

Φ8 9 = F8Φ8 + F 9Φ 9︸          ︷︷          ︸
Attempt 2-step procedure with Φ8 9

if no force equilibrium is found
F 9 = F 9 − ΔF 9

: = : + 1
ΔF 9 = 1

2:
end

end

4.5 :-NN for adaptive basis selection
Clustering as discussed in the previous section clearly has its disadvantages. The
disadvantage revealed in the results section below is that a substantial inaccuracy
occurs when the basis functions of one cluster transition to those of another cluster.
For this reason, the current section proposes an approach that avoids clustering
altogether.

The ansatz of the approach is to use the =1 training solutions of which the load
parameters are closest to the current load parameters in the online simulation directly
as basis functions (after orthonormalization). In this way, the characteristic features
of the employed training solutions can be expected to match those of the current
solution highly accurately. This approach is thus a type of adaptive RB method, in
which the basis functions are potentially changed at each time increment, based on
a : nearest neighbour (:-NN) search of the load parameters.

In the previous section on clustering, the load parameters were considered to be
the current macroscale deformation, U" (C2DA). This is sufficient for the particular
combination of (1) clustering, and (2) monotonic loading. For the :-NN search,
and in particular for the application to cyclic loading however, the load parameters
require a more elaborate definition.
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General quantification of the load parameters: curve matching of the load
paths
For more general cases than monotonic loading, we propose to first quantify which
load paths of the training simulations (i.e. ’training load paths’) are most similar
to the current load path of the online simulation (i.e. ’online load path’). Once the
=1 most similar training load paths are determined, we chose one training solution
per selected training simulation. The reason for this is that two subsequent training
solutions of a single training simulation are highly similar to each other and hence,
hardly any new information is provided by selecting a second training solution
per training simulation. We will therefore first focus on quantifying the similarity
between the online load path and the 8th training load path.

To measure the similarity between the online load path and the 8th training load path,
we propose to measure the distance between the two load paths. To properly include
the history, the distance should be measured over the entire online load path, so
some integral form seems useful. One may therefore propose the following measure
of similarity:

B8 =

∫ C2DA

0
‖U" (C) − U"8 (C)‖23C, (4.40)

where U" (C) and U"8 (C) denote the online load path and the 8th training load path,
which are known in terms of pseudo-time C. The sketch on the left in Fig. 4.3
illustrates this measure of similarity. (Again, even though U" is written in tensor
format, one should consider the components of U" in column format in the above
expression.)

The convenience of the expression above is that U" and U"8 are indeed known in
terms of pseudo-time C. The disadvantage is that the length of the online load path
may not be the same as the length of training load path at pseudo-time C2DA . In other
words, even if both load paths would follow the same path but at different speeds
(given by C), measure of similarity B8 will not be zero. For viscoelastoplasticity
this may be desired, but for rate-independent elastoplasticity as considered here,
Eq. (4.40) will likely introduce some amount of error in the measure of similarity.
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Generally, it may therefore be more appropriate to use the following measure of
similarity:

B8 =

∫ ;2DA

0
‖U" (;) − U"8 (;)‖23;, (4.41)

where ;2DA denotes the length of the online load path at current pseudo-time C2DA

and ; denotes the length parameter of both load paths. This measure of similarity is
illustrated on the right in Fig. 4.3.
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Figure 4.3: Illustrations for the measure of similarity of Eq. (4.40) on the left and of
Eq. (4.41) on the right. The blue dashed curves denote a part of the the 8th training
load path and the red curves the online load path. The measure of similarity is the
integral of the distance between the two load paths, which we have attempted to
illustrate by the green arrows.

Besides the fact that it is not trivial to integrate Eq. (4.41) (nor Eq. (4.40) for that
matter), one must also determine at which pseudo-time C: , the length of the 8th

training load path is the same as the current length of the online load path. To this
end, one first needs to integrate the online load path, from the start to the current
time:

;2DA =

∫ C2DA

0
‖ mU" (C)

m C
‖23C, (4.42)

and then determine at which pseudo-time C: the length of the 8th training load path
is the same:

;2DA =

∫ C:

0
‖ mU"8 (C)

m C
‖23C. (4.43)
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If one assumes, that both pseudo-time C: and Eq. (4.41) is numerically accurately
integrated, one may then rank all measures of similarity, B8 (8 ∈ {1, 2, ..., =B})
from low to high and select the best =1 training simulations. For each selected
training simulation, the question is then which solution to use as basis function
(after orthonormalizing them altogether). Since generally no training solution is
available at pseudo-time C: , logical choices would be to either select the training
solution of which its time signature is nearest to C: , or one constructs some weighted
average using the two training solutions that are available before and after pseudo-
time C: .

In the result section below, the investigated test cases are monotonic loading and
particular case of cyclic loading. For both cases, the general quantification as
discussed above is not used in order to accelerate the :-NN search, since we consider
the aim of the current contribution to compare the capabilities of the :-NN-aided
MOR with clustering-aided MOR.

Approximated quantification for monotonic loading
In case of monotonic loading, both the training load paths and the online load
paths are assumed to be straight lines. Therefore, the employed approximation
for monotonic loading only uses the current macroscale deformation of the online
simulation, U" (C2DA), instead of the full history of the macroscale deformation
(i.e. instead of load path U" (0 < C ≤ C2DA)). For each training simulation, we
then search for the nearest macroscale deformation for which a training solution is
available:

B8 = min
9∈{1,2,...,=C }

‖U" (C2DA) − U"8 (C 9 )‖2. (4.44)

Subsequently, we rank the distances (i.e. measures of similarity) and use the training
solution of each training simulation that minimizes the distance.

Approximated quantification for cyclic loading
The character of the cyclic loading investigated in the result section is rather re-
stricted. The limitations are that (1) one cycle of loading and unloading is consid-
ered, (2) loading always takes place until an edge of the domain (defined in terms of
the components of U"), and (3) the same number of increments is considered for
the loading part and the unloading part (in both the training and online simulations).
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Because of these limitations and the preliminary nature of this chapter, Eq. (4.40)
is used to quantify the similarity between the online load path and that of a training
simulation (instead of Eq. (4.41), which was argued to be more suitable). In order
to accelerate the computational efficiency of the :-NN search furthermore, the
numerical integration employed to evaluate the measure of similarity of Eq. (4.40)
lacks any weights:

B8 =

=2DA∑
9=1
‖U" (C 9 ) − U"8 (C 9 )‖23C, (4.45)

where =2DA denotes the number of increments used to reach pseudo-time C2DA . In
case B8 is within the first =1 measures of similarity, the training solution associated
with U"8 (C2DA) is used.

Basis construction
The procedure to construct the basis functions for the current time increment of the
online simulation, Φ (of size =D × =1), based on the measures of similarity and the
:-NN search described above is rather straightforward.

Φ =

[
D̃1 D̃2 ... D̃=1

]
︸                  ︷︷                  ︸, (4.46)

where D̃8 denotes the solution selected from the training simulation that is the ith

most similar to the online simulation. The underbrace furthermore denotes that
orthonormalisation is performed and the tilde again refers to the fact that the mi-
crostructurally fluctuating part of the training solution. It can furthermore be noted
that orthonormalisation takes place for each time increment, even if the sequence
of the measures of similarities for the training simulations remains identical. The
reason for this is that the solutions that are employed from the training simulations
generally differ (slightly).

Challenges, hypotheses and conditions
The approach as outlined above comes with several hypotheses, which must simul-
taneously hold if the approach is to be both accurate and fast:

• Most of the =1 training solutions that are used as basis functions in current
time increment C2DA will also be used in next time increment C2DA+1. In other
words, most of the columns in Φ2DA are the same as in Φ2DA+1. On top of that,
the basis functions that are replaced, will be replaced by those that are rather
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similar. The requirement for this is that enough training simulations must be
performed.

• Because only a few training solutions are used (i.e. =1 is a small number) and
because only a few training solutions are replaced, the orthonormalization
of the newly added training solutions with respect to the remaining training
solutions is sufficiently fast. This is a requirement because basis functions
may be replaced often, meaning that the orthonormalization must also be
often performed.

• Instead of requiring a two-step approach to recalibrate the initial guess for
each time increment in an online simulation, only the displacement field will
be adjusted using the minimization problem of Eq. (4.30). It is assumed that
the change of the displacement field is so minor that it induces a negligible
discrepancy in the associated force equilibrium. This is a requirement because
basis functions may be replaced very often, and the minimization problem of
Eq. (4.30) is fast to compute, whereas recalibrating force equilibrium is time
consuming.

• The :-NN search does not take much time. The requirement for this is that
not too many training simulations are performed.

The main challenge of this :-NN adaptive RB method is that the hypotheses have
competing requirements. The shared requirement of the first three hypotheses is
that many training simulations are performed, whereas the requirement of the last
hypothesis is that not too many training simulations are performed.

4.6 Results and discussion
In this section, the results of the above discussed frameworks are presented and
compared with those of the DNS and a conventional projection-based MOR based
on the POD method. The MOR approaches (in table 4.1) employing clustering are
only compared for the monotonic loading of an RVE, because even for this relatively
straightforward case, the results are deemed inaccurate. Cyclic loading is therefore
only investigated for the MOR using the :−NN search.

In the next subsection, one may note that manual clustering would actually provide
better clustering results for monotonic loading than the aforementioned machine
learning approaches. This is however not the case for cyclic loading and because
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Clustering algorithm Sharing solutions Weighing solutions Mixing solutions
 -Means Eq. (4.33) Eq. (4.35) Eq. (4.39)
DBSCAN Eq. (4.35) Eq. (4.39)

Table 4.1: The MOR approaches employing clustering.

monotonic loading is more straightforward to analyze, clustering for monotonic
loading presents a valuable investigation. One of the reasons that monotonic loading
is more straightforward from a clustering perspective is that the path-dependency
of the deformation can be ignored for monotonic loading, which is impossible
for cyclic loading, i.e. U" (C2DA) is considered for monotonic loading, whereas
U" (0 < C ≤ C2DA) is considered for cyclic loading.

Comparison for monotonic loading
The discretized RVE considered for monotonic loading is presented in Fig. 4.4. It
consists of an elastoplastic matrix material with voids. The mechanical parameters
are set to � = 1, a = 0.3, "0 = 0.01, ℎ = 0.01 and = = 1.05 (see Eq. (4.1)
and Eq. (4.2)). 40 training simulations are performed using the DNS. The load
paths of these training simulations are presented as red dashed lines in Fig. 4.5.
Four verification simulations are considered, with their load paths presented by
the black lines in Fig. 4.5. The domain of the load paths is given by 0.95 ≤
det(U") ≤ 1.25, 0.5 < *"

GG ≤ 1.5, 0.5 < *"
HH ≤ 1.5 and −0.5 < *"

GH ≤ 0.5,
which is indicated by the blue curves in Fig. 4.5. All types of simulations are
performed using 1000 increments. Instead of using all available training solutions
for the identification of the basis functions, only the training solutions of the first
increment and every multitude of 50 increments are used (i.e. 840 training solutions
are included). Furthermore, all types of MOR only employ 10 basis functions.

Fig. 4.6 presents some results for one of the verification simulations with :-means
clustering. The clustering results for different numbers of clusters are presented in
the left column of Fig. 4.6, whilst one of the components of the homogenized 1st

Piola-Kirchhoff stress predicted for the associated clustering result is presented on
the right (with that of :-NN-aided MOR for comparison). The stress-deformation
responses demonstrate that the so-called mixing of the training solutions provides
the best results, because it does not use training solutions of other clusters in the
construction of the basis functions of each cluster. The results also reveal that the so-
called sharing of training solutions between clusters (as formulated in [2]) performs
better than the so-called weighing of the training solutions. In fact, sharing the
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X
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ZFigure 4.4: The discretized RVE with voids.

Figure 4.5: Training load paths for all monotonic loading simulations shown in red.
The black curves present the load path of the verification simulations.

training solutions yields similar or better results than the conventional POD-based
MOR, whereas weighing the training solutions yields similar or worse results than
the conventional POD-based MOR.

Although almost all :-means-assisted POD-basedMOR simulations associated with
Fig. 4.6 involve the switching of the basis functions during the course of the verifi-
cation simulation (with the exception of =2 = 3), the switching itself does not cause
a substantial inaccuracy at the moment that the basis functions are changed. For the
other verification simulation however, the switching of the basis functions compro-
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mizes the quality of the results substantially, as can be seen in Fig. 4.7. Figs. 4.6 and
4.7 demonstrate that all enhancements considered to facilitate the transition between
clusters do not make :-means-assisted MOR robustly outperform the conventional
POD-based MOR.

On the other hand, the :-NN-assisted projection-based MOR outperforms the con-
ventional POD-based MOR for both verification simulations. The :-NN-assisted
MOR is especially accurate for the second verification simulation (compared to the
POD-based MOR), because the load paths of the training simulations (from which
the :-NN-assisted MOR picks its solutions as basis functions) are substantially
closer to the load path of the second verification simulation than the load path of the
first verification simulation.

The results obtained using DBSCAN are presented in Figs. 4.8 and 4.9 for veri-
fication simulations 1 and 2, respectively (again with those of :-NN-aided MOR
for comparison). Compared to :-means clustering, DBSCAN is better capable to
capture the distinct patterns of the data, because all training solutions of a particular
training simulation at least belong to the same cluster. Thanks to this, no switching
between the clusters occurs for the purely monotonically increasing load paths of the
current subsection, which drastically compromized the responses predicted with the
help of :-means clustering. Nevertheless, when inspecting Figs. 4.8 and 4.9, one
cannot but conclude that DBSCANdoes not consistently improve the results. Indeed
for some cases, and in particular for those of the second verification simulation in
Fig. 4.9, the predicted stresses are better than those predicted by the conventional
POD-based MOR, but for a substantial number of others, the results are actually
worse.

To understand the reason for this, we consider the case of three clusters for the
first verification simulation, i.e. the two top diagrams in Fig. 4.8. The load path of
this first verification is closest to one of the training simulations of the blue cluster
and therefore uses the basis functions of the blue cluster (note that the verification
simulation is not on top of the training simulation, cf. Fig 4.5). The issue here is
that all other load paths of the blue cluster are in the top right area of the domain and
therefore, the basis functions of the blue cluster are more suited for load paths in the
top right area of the domain than the load path of the first verification simulation.

This phenomenon does not always occur. For =2 = 10 and =2 = 15 for the first
verification load path for instance (i.e. the third and fourth rows in Fig. 4.8), the
verification load path is very close to the load paths of a few training simulations
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Figure 4.6: Monotonic loading: The results for the DNS, conventional POD-based
MOR, :-means clustering (with sharing the training solutions, weighing the training
solutions and mixing the training solutions) for verification simulation 1 using 10
basis functions and different numbers of clusters. Left column: :-means clustering
results together with the load path of verification simulation 1. Right column: One
of the components of the homogenized 1st Piola-Kirchhoff stress tensor as predicted
by the different frameworks. Row 1: =2 = 3, row 2: =2 = 5, row 3: =2 = 10 and row
4: =2 = 15.

that are all part of the same cluster. For those cases, the DBSCAN-aided POD-based
MOR with the sharing of the training solutions outperforms the conventional POD-
based MOR. However, a robust improvement of the results cannot be guaranteed
with DBSCAN (nor with :-means clustering).

Although a sufficient amount of results are already considered to conclude none
of the clustering approaches systematically improves the results relative to those of
the conventional POD-based MOR, whereas the :-NN-aided MOR outperforms the
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Figure 4.7: Monotonic loading: The results for the DNS, conventional POD-based
MOR, :-means clustering (with sharing the training solutions, weighing the training
solutions and mixing the training solutions) for verification simulation 2 using 10
basis functions and different numbers of clusters. Left column: :-means clustering
results together with the load path of verification simulation 2. Right column: One
of the components of the homogenized 1st Piola-Kirchhoff stress tensor as predicted
by the different frameworks. Row 1: =2 = 3, row 2: =2 = 5, row 3: =2 = 10 and row
4: =2 = 15.

conventional MOR, one last verification simulation is considered. The load path
of this last verification simulation is constructed such that one switch of the basis
functions occurs for DBSCAN. The reason for this is that in the higher-dimensional
case of cyclic loading, switching of the basis is highly likely to occur for the
DBSCAN-aided POD-based MOR and we want to investigate whether a temporal
inaccuracy occurs at the moment the switching of the basis takes place (as observed
for :-means-aided MOR).
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Figure 4.8: Monotonic loading: The results for the DNS, conventional POD-based
MOR, DBSCAN clustering (with sharing the training solutions and weighing the
training solutions) for verification simulation 1 using 10 basis functions and different
numbers of clusters. Left column: DBSCAN clustering results together with the
load path of verification simulation 1. Right column: One of the components
of the homogenized 1st Piola-Kirchhoff stress tensor as predicted by the different
frameworks. Row 1: =2 = 3, row 2: =2 = 5, row 3: =2 = 10 and row 4: =2 = 15.

The load path that forces a switch of the basis for DBSCAN is presented in Fig. 4.10.
The associated stress response shows that, similarly to the case of :-means clustering,
if a switch occurs, the predicted stress is temporarily highly inaccurate.
:−NN search for cyclic loading
Because all the POD-based MOR approaches aided by clustering are not system-
atically better than the conventional MOR for monotonic loading, they are not
considered for cyclic loading. Instead, only the RB-based MOR aided by :-NN
searching is investigated for cyclic loading.



97

Figure 4.9: Monotonic loading: The results for the DNS, conventional POD-based
MOR, DBSCAN clustering (with sharing the training solutions and weighing the
training solutions) for verification simulation 2 using 10 basis functions and different
numbers of clusters. Left column: DBSCAN clustering results together with the
load path of verification simulation 2. Right column: One of the components
of the homogenized 1st Piola-Kirchhoff stress tensor as predicted by the different
frameworks. Row 1: =2 = 3, row 2: =2 = 5, row 3: =2 = 10 and row 4: =2 = 15.

The discretized RVE considered for cyclic loading is presented in Fig. 4.11. It is
essentially the same as the one considered for monotonic loading, except that the
elastoplastic matrix includes stiff elastic particles instead of voids. The reason for
this change is that our implementation lacks an arc-length solution algorithm, which
would be necessary for cyclic loading with voids. The mechanical parameters of
the matrix are set to � = 1, a = 0.3, "0 = 0.01, ℎ = 0.02 and = = 1.05. The elastic
properties of the stiff elastic particles are set to � = 20 and a = 0.3 and an initial
yield stress of "0 = ∞ prevents the particles from deforming plastically.
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Figure 4.10: Monotonic loading: The results for the DNS, conventional POD-
based MOR, DBSCAN (with mixing the training solutions), :-means clustering
(with mixing the training solutions) and :-NN search for verification simulation 3
using 10 basis functions with five clusters of training solutions for DBSCAN and
:-means. Top-left: :-means clustering results for =2 = 5 together with the load
path of verification simulation 3. Top-right: DBSCAN clustering results for =2 = 5
with the load path of verification simulation 3. Bottom: One of the components
of the homogenized 1st Piola-Kirchhoff stress tensor as predicted by the different
frameworks.

Because the matrix deforms mostly plastically, and plastic deformation is isochoric,
and because the deformation of the particles is minimal due to their high Young’s
modulus relative to that of the matrix, only isochoric macroscale deformations are
considered in the training and verification simulations: det(U") = 1. The domain
of the load paths of the training and verification simulations is furthermore given
by 0.5 < *"

GG ≤ 1.5, 0.5 < *"
HH ≤ 1.5 and −0.5 < *"

GH ≤ 0.5. However, because
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ZFigure 4.11: The discretized RVE with stiff elastic particles.

only isochoric deformation is considered, macroscale deformation gradient tensor
U" only consists of two independent scalars (e.g. if *"

GG and *"
GH are known, *"

HH

can directly be calculated).

3000 training simulations are performed using the DNS. 1000 increments are used
to subdivide each training simulation (and verification simulation); 500 for the
loading phase and 500 for the unloading phase. Loading always take place until a
boundary of the domain is reached (given by 0.5 < *"

GG ≤ 1.5, 0.5 < *"
HH ≤ 1.5

and −0.5 < *"
GH ≤ 0.5) and unloading always takes place until no macroscale

deformation remains (i.e. until U" = I). The direction of each load path in the
*"
GG -*"

GH-plane is parametrized by a single scalar (\ in Fig. 4.12), which is sampled
from a uniform distribution with bounds 0 and 2c. The curvature of the loading part
is given by a radius, which is sampled from a bimodal uniform distribution between
bounds -2 and -0.5, and 0.5 and 2. This entails that if a negative radius is generated,
the loading part of the path is placed on the opposite side of the direction given by \
in Fig. 4.12. The same sampling is performed for the unloading part, but this is not
presented in Fig. 4.12. Three of such load paths are presented on the left in Fig. 4.13
(although these load paths are for the verification simulations and their presentation
does not distinguish the loading and the unloading phase).

A single component of the homogenized 1st Piola-Kirchhoff stress for the three
load paths on the left in Fig. 4.13 is presented on the right in Fig. 4.13. Both
the conventional POD-based MOR and the :-NN search-aided MOR use 10 basis
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Figure 4.12: Parametrization used for the cyclic load paths.

functions. The results predicted by the :-NN search-aided MOR are virtually
indistinguishable from those of the DNS and clearly outperform the conventional
POD-based MOR. (In fact, they match those of the DNS so accurately that we do
not consider it useful to quantify the difference.)

The offline phase of the :-NN search-aided MOR is faster than that of the con-
ventional POD-based MOR, because the singular value decomposition necessary to
identify the basis functions of the POD-based MOR is avoided. The online phase of
the :-NN search-aidedMOR is slightly slower, because three additional calculations
are needed. First, the :-NN search must be applied at each increment. However,
because this constitutes a search over 3000 distances each increment, it only requires
0.035 second (averaged over the three verification simulations). Second, the basis
functions must be orthonormalized using the Gramm-Schmidt process. However,
because only 10 basis functions are considered, this only requires 0.0005 second
(averaged over the three verification simulations). Third, a new initial guess must be
established if the basis functions are changed. However, because this only requires
the matching of the displacement field (using Eq. (4.21)) and avoids recomputing
force equilibrium, it only requires 0.0025 second (averaged over the three verification
simulations).
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Figure 4.13: Cyclic loading: The results for the DNS, conventional POD-based
MOR, and K-NN for three verification simulations using 10 basis functions. Left
column: The load path of each verification simulation. Right column: One of the
components of the homogenized 1st Piola-Kirchhoff stress tensor as predicted by
K-NN framework.

4.7 Conclusion
Projection-based model-order-reduction (MOR) for elastoplastic models require a
large number of basis functions to obtain an acceptable accuracy at the online
prediction stage. Since, each basis functions has its own degrees of freedom that
needs to be computed, a reduced number of basis functions are necessary to speedup
the online computations of projection-basedMOR.Therefore, the goal of this chapter
was to devise aMOR that substantially reduce the number of basis functions required
at the online stage.
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To this purpose, unsupervisedmachine learning algorithms, :-means andDBSCAN,
were investigated to group the training solutions according to its load parameters.
During the course of online simulation, the group that is closest to the current load
path is chosen, and the basis functions associated to the chosen group are employed.
Therefore, basis functions from different groups are used during the course of an
online simulation. The challenge in incorporating unsupervised learning toMOR for
elastoplastic models is the occurrence of inaccuracies every time the basis changes.
Three techniques were investigated to reduce these inaccuracies by smoothing the
switch between clusters.

The three smoothing techniques investigated were: (i) sharing the the training
solutions between clusters, (ii) weighing the training solutions, where weight is set
to one for each training solution of the considered cluster and decreases linearly with
the distance away from the cluster, and (iii) adaptively mixing the basis functions
between clusters.

The results of unsupervised learning approaches indicate that, the switching of basis
functions affects the quality of online predictions. Also, the techniques considered
to facilitate the transition of basis functions between clusters is not robust and does
not systematically improves the results of online predictions compared to those of
the conventional MOR based on proper-orthogonal-decomposition.

Therefore, a new MOR approach aided by : nearest neighbour searching was pro-
posed. In contrast to the inaccuracy of the clustering-based MOR at the moment
that the basis is switched, the :-NN approach provides a continuous change only
to part of the basis. In this approach, for each load increment, : load paths of the
training simulations that are nearest to the current load path in the online simulation
are identified, and the most suitable solution of each of the : training simulations
are used together as the basis functions for that particular load increment.

For the test cases involvingmonotonic loading, the :-NN-aidedMOR clearly outper-
formed all clustering-assisted MOR approaches and the conventional POD-based
MOR. The results of the :-NN-aided MOR were not perfect for the monotonic
loading cases, because only 40 training simulations were considered. For the cyclic
loading cases however, for which we included 3000 training simulations, the results
of the :-NN-aided MOR were indistinguishable from those of the direct numeri-
cal simulations. With such a great accuracy, the slight deceleration of the online
simulations compared to conventional MOR is a small price to pay.
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We believe that an interesting extension can be obtained by combining the :-
NN-aided MOR with a recurrent neural network to emulate the basis coefficients.
However, compared to the recurrent neural network of [70], this new recurrent neural
network should not only be able to treat the path-dependency of elastoplasticity, it
should also be able to account for the fact that the basis functions change continuously
- something that our initial investigations have shown to be non-trivial.

Another issue required to make the approach based on :-NN searching more general
than presented here is associated with our test cases. The reason is that we only
considered one cycle loading, where loading always occurred until the border of
the domain, which would never occur in a nested multiscale simulation based on
computational homogenization. To solve this issue, more training simulations are
required and a more involved :-NN search is needed that properly integrates over
the load paths. Both issues are highly likely to decelerate the :-NN search and
in turn, it may be necessary to use a second neural network to emulate the :-NN
search.
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C h a p t e r 5

CONCLUSIONS AND OUTLOOK

In this thesis, a posteriori projection-basedmodel-order-reductionmethods were de-
veloped specifically for elastoplastic finite element models. A posteriori projection-
based MOR uses precomputed solutions (either orthonormalized directly as in the
method of reduced basis, or in a decomposed form as in the method of proper
orthogonal decomposition) as global basis functions to speed up the simulations of
future computations.

In the case of hyperelastic finite elements, a few global basis functions are sufficient
to obtain excellent results for future computations. On the other hand, hyperelasto-
plastic simulations requires a large number of basis functions to acquire a reasonable
accuracy.

In this regard, the thesis presents an innovative approach in chapter 2 that reduces the
number of global basis functions by incorporating an additional local interpolation
using a coarse finite element discretization. Two approaches were discussed: (i)
The conventional global basis functions interpolate the majority of fluctuations in
the geometry and the local basis functions accounts for deficiencies of global basis
functions, and (ii) The local basis functions interpolate majority of fluctuations and
the global basis functions account for inaccuracies of the local basis functions. Two
local interpolation schemes were investigated.

The results of chapter 2 demonstrate that the local/global interpolation approach of
scheme 1 improves the accuracy of online computations compared to the conven-
tional POD-based MOR. However, the results of the local/global approaches were
not consistent, and require more development to make it usable in a robust manner.

The robustness may be improved by investigating further on the identification of
global basis functions. Currently, either the global basis functions or the local
basis functions interpolates majority of displacement field. One may identify basis
functions in the center of the spectrum. How to achieve this is currently unclear to
the candidate.

Another avenue for improvement may be found in staggered solution schemes. In
the present chapter, a monolithic approach was applied (see e.g. [63]), since we
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simultaneously solve for the coefficients of the basis functions and for the DoFs of
the local interpolation. Staggered approaches, in which one solves for one set of
variables in one iteration and for the other set of variables in the next iteration, are
completely accepted in fluid-structure simulations (see e.g. [18]) and have shown to
provide stability to phase-field damage simulations [74]. They may therefore also
help the local/global schemes of chapter 2.

Another approach that may improve the robustness of the presented schemes is
increasing the hardening modulus in the stiffness matrix (ℎ in Eq. (2.2)). Such an
’engineering trick’ may be considered somewhat ad-hoc, because there is no theory
to choose the most appropriate value for this increase. On the other hand, for perfect
plasticity in infinitesimal strain settings, this modification is completely accepted to
achieve convergence.

The results of chapter 2 lead to the development of a consistent neural network
accelerated POD-basedMORapproach in chapter 3. The advantage of incorporating
neural network with POD-based MOR facilitates to preserve all the microstructural
information in the quadrature points. The developed method avoids the stiffness
matrix construction and the Newton-Raphson iterative procedure involved in the
conventional POD-based MOR. Therefore, many global basis functions can be used
for the online computations, which is particularly useful for elastoplastic finite
element models.

A recurrent neural networkwas developed to predict the basis coefficients for anRVE
described by finite plasticity, subjected to cyclic and random loading. The results
have shown that the accuracy of predictions of RNN accelerated POD-based MOR
is similar to the conventional POD-based MOR. The RNN acceleration yields speed
ups of factors between 13 and 100 times relative to direct numerical simulations for
cyclic and random loading conditions, respectively.

The RNN in chapter 3 emulates the coefficients of 100 global basis functions. Since
the use of 100 global basis functions yields acceptable accuracies, but not superb
accuracies. To achieve this, one would require even more basis functions, which
would compromize the speed of the MOR simulations. To reduce the number of
basis functions, machine learning is investigated in chapter 4 in order to adaptive
select a limited number of basis functions.

The use of :-means clustering (as investigated in the literature for other types of
simulations than elastoplastic finite element simulations) and DBSCAN (not yet
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investigated in the literature to the best of the candidate’s knowledge) to group
training simulations and construct a basis for each group shows high inaccuracies
while switching between the basis functions at the online computation stage. There-
fore, different smoothing approaches were investigated to reduce such inaccuracies.
However, the smoothing approaches did not provide a consistent improvement of
the accuracy in the online stage.

Therefore, a method that continuously changes the basis functions was incorpo-
rated. This continuous change was achieved using the k-NN search algorithm. The
algorithm determines the k most suitable for each load increment, which are then
orthonormalized to be used as basis functions for the current increment. Themethod
was investigated for an elastoplastic RVE subjected to large monotonic loading and
asymmetrical cyclic loading conditions. The results in chapter 4 have indicated
that the adaptive basis section using k-NN provides an accurate result even with the
use of substantially reduced number of basis functions compared to the traditional
POD-based MOR.

An interesting extension may be obtained by combining the :-NN-aided MOR with
a recurrent neural network to emulate the basis coefficients. However, compared to
the recurrent neural network of chapter 3, this new recurrent neural network should
not only be able to treat the path-dependency of elastoplasticity, it should also be
able to account for the fact that the basis functions change continuously - something
that our initial investigations have shown to be non-trivial.

Another issue required to make the approach based on :-NN searching more general
than presented here is associated with the considered test cases. The reason is that
only one cycle loading was considered, and loading always occurred until the border
of the domain, which would never occur in a nested multiscale simulation based
on computational homogenization. To solve this issue, more training simulations
are required and a more involved :-NN search is needed that properly integrates
over the load paths. Both issues are highly likely to decelerate the :-NN search and
in turn, it may be necessary to use a second neural network to emulate the :-NN
search. Although the proposed :-NN-aided MOR is only investigated for relatively
simple test cases with clear limitations in terms of their application, its superb
accuracy can make it a promising approach for future development that should focus
on generalizing the computational strategy.
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A p p e n d i x A

ACTIVATION FUNCTIONS

An activation function ( 5 in Fig. 3.1) is one of the hyper-parameters, which plays
an important role in restricting the output of any neuron to a certain limit, such that
the input for the next neuron is not magnified to a large value. Another feature of an
activation function is the ability to provide the network with non-linearity. This is a
significant feature because, as discussed below, the use of linear activation functions
makes the response of the entire network linear, thereby limiting the applicability of
neural networks.

In this appendix, commonly used activation functions are discussed. To ease the no-
tation in this appendix, the weighted response of the input of a neuron is abbreviated
by G, whose expressions reads:

G = 1 +
:∑
8=1

F8$8, (A.1)

where $8 denotes the 8th input of the neuron of interest, F8 denotes its associated
weight and 1 denotes the bias of the neuron.

Binary step function is a threshold based activation function that passes the output
of a neuron if the value is higher than certain threshold, or restricts them if the output
value is less than the threshold. It is thus nothingmore than aHeaviside step function:

5��# (G) =


1 for G ≥ 0

0 for G < 0
. (A.2)

Though this function is simple to implement, it can only be used for a binary
classification problem. The reason for this is that the gradient of the binary step
function is zero, making it impossible to update the parameters during the learning
stage of the network.

Linear activation function takes the form where the output is proportional to the
input. The function (with parameter 0) is given by:
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5!�# (G) = 0G, (A.3)

and its derivative is:
5
′
!�# (G) = 0. (A.4)

Because the gradient of the linear activation function is constant, it effectively
disappears in the weights and biases of the neuron (F8 and 1 in Fig. 3.1). For this
reason, the constant of the linear activation function cannot be identified during the
learning phase, so it is in practise simply ignored (0 = 1).

The problem of the linear activation function is that the combined result of a layer
of neurons is a linear function and hence, a neural network using linear activation
functions cannot emulate non-linear relations between the input and the output. This
motivates the need for non-linear activation functions formost practical applications.

Sigmoid activation function is one of the most widely used non-linear activation
functions in regression models [47]. This activation function takes the form:

5(�� (G) =
1

1 + 4−G . (A.5)

The output of the sigmoid function is in the range between 0 and 1, thereby ensuring
a normalized output of a neuron. The function provides a smooth s-shaped curve,
that is �∞-continuous, and its derivative reads:

5
′

(�� (G) = 5(�� (G) (1 − 5(�� (G)). (A.6)

Practically, the gradient of the sigmoid function is flat for values of G greater
than 2 and less than -2. This means that the update values are often substantially
small, resulting in a problem that the gradient vanishes thereby compromising the
identification of the weights and biases in the learning phase. Also, the output of
the sigmoid function for all neurons are of the same sign, since the function is not
symmetric around zero. This issue is rectified using the hyperbolic tangent function.

Hyperbolic tangent function (tanh) is similar to sigmoid function, except that
output ranges between -1 to 1. Tanh activation function reads:

5)�# (G) =
4G − 4−G
4G + 4−G . (A.7)

and its derivative is given as:
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5
′

)�# (G) = 1 − 5)�# (G)2. (A.8)

The above mentioned non-linear functions are computationally expensive. This has
motivated the construction of different activation functions.

Rectified linear unit (ReLU) is a non-linear activation function that is computa-
tionally efficient [55]. ReLU activates a neuron only if its input values are positive.
The function is nothing more than the binary step activation function and the linear
activation function multiplied with each other:

5'4!* (G) =

G, G ≥ 0

0, G < 0
. (A.9)

with the following derivatives:

5
′
'4!* (G) =


1, G ≥ 0

0, G < 0
. (A.10)

The problem with ReLU is that, when the input is lower than zero, the gradients
of ReLU is zero. Therefore, the identification of the weights and biases during the
learning phase is compromised. This phenomenon is known as the dying ReLU
problem.

Leaky ReLU activation function is an improved version of ReLU, which over-
comes the dying ReLU problem [50]. Instead of defining 0 for negative input
values, Leaky ReLU multiplies the input with a small scalar. The function reads:

5!' (G) =

G, G ≥ 0

nG, G < 0
. (A.11)

Its derivative reads:

5
′
!' (G) =


1, G ≥ 0

n, G < 0
. (A.12)
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A p p e n d i x B

RNN UNITS

In this appendix, the two main types of RNN gates are briefly introduced: the
long-short-term-memory unit (LSTM) and the gated-recurrent-unit (GRU).

B.1 Long Short Term Memory
LSTM has a cell state that allows to keep or forget the sequential information.
The processing capability of the cell state to only consider relevant information,
facilitates to carry data from past time steps to future time steps. The control of
information in the cell state is accomplished using gates. Gates effectively decide
which information has to be kept and discarded during training. The working of
LSTM is presented in Fig. B.1 can be summarized in the following steps:
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Figure B.1: A detailed LSTM architecture. Red dashed box represents the forget
gate. Green dotted box is the input gate, blue dash dotted is the output gate and the
orange dash dot box shows the cell state. + and × is an element-wise summation
and element-wise multiplication operator respectively.

1. At first, there is a forget gate. This forget gate decides what information has
to be kept in cell state ‘�C−1’. The decision is made by passing the hidden
variables of previous time step ‘�C−1’ and the input of current time step ‘GC’
through a sigmoid activation function (f). The output of forget gate ‘ 5 C’ is
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between 0 and 1, with a vector size being the number of variables in the cell
state ‘�C−1’. The information is retained for values closer to 1 and discarded
for values closer to 0. The output of a forget state can be expressed as follows:

5 C = f(,
� 5
�C−1 +,

G 5
GC + 1

5
), (B.1)

where,,
� 5

and,
G 5

are the weights of the previous hidden state ‘�C−1’ and
current input ‘GC’ respectively. ‘1

5
’ is the bias term .‘ 5 ’ in the subscript refers

that the weights and bias corresponds to forget gate.

2. Next is an input gate. This gate decides what information to be additionally
stored in the cell state, by creating a new set of values ‘�̃C’. This operation
is performed in two steps. First, the previous hidden variables ‘�C−1’ and the
current input ‘GC’ are passed through a sigmoid activation (f), that decides
which values will be updated. This yields a new input vector ‘8C’ whose values
are between 0 and 1. Again, the same data, ‘�C−1’ and ‘GC’, is passed through
‘tanh’ to create ‘�̃C’.

8C = f(,
�81
�C−1 +,

G81
GC + 1

81
), (B.2)

�̃
C
= tanh(,

�82
�C−1 +,

G82
GC + 1

82
), (B.3)

3. In the third step, new cell state ‘�C’ is updated based on 5 C , 8C and �̃C . To
discard some values of ‘�C−1’, an element-wise multiplication is performed
between 5 C and �C−1. In order to update the cell state, 8C and �̃C are multiplied
element-wise (denoted by �). The update of the cell state for the current time
step is given as:

�C = 5 C � �C−1 + 8C � �̃C , (B.4)

4. Finally, an output gate decides the next hidden state variables ‘�C’ that will
be passed on to the next sequence. In order to obtain that, �C−1 and GC are
passed through a sigmoid function and then the newly obtained cell state �C

is passed through the tanh activation function. The output hidden variables
are computed as:
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>C = f(,
�>
�C−1 +,

G>
GC + 1

>
), (B.5)

and finally,
�C = >C � tanh(�C). (B.6)

The obtained hidden state variables and cell states are passed on to the next
time step.

B.2 Gated Recurrent Unit
A GRU is a simplified form of LSTM, that enables control over the flow of infor-
mation only through the hidden variables ‘�’. There is no cell state in GRU. It
also uses only two gates: an update gate (IC) and a reset gate (A C) to determine the
amount of information to be passed on and to be retained by the hidden variable.
GRU perform less computation, which makes them faster than LSTM. The working
of a GRU is presented in B.2, and can be summarised as follows:
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Figure B.2: A detailed GRU architecture. Red dashed box is the reset gate, blue
dotted box represents the update gate. 1− is an element-wise subtraction operator.

1. First, there is an update gate that takes the role of both the forget and input
gates of LSTM. An update gate has a sigmoid function to which the hidden
variables of previous time step ‘�C−1’ and the current input ‘GC’ is passed. The
output update vector ‘IC’ is given as:

IC = f(,
�D
�C−1 +,

GD
GC + 1

D
), (B.7)
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2. Another gate is the reset gate which decides the values that are to be replaced
in the previous hidden layer with a vector of new reset values ‘A C’. The reset
gate applies the sigmoid activation function to the hidden variables of previous
time step ‘�C−1’ and to the current input ‘GC’. The computations of reset gate
can be expressed as follows:

A C = f(,
�A1
�C−1 +,

GA1
GC + 1

A1), (B.8)

3. In the third step, a candidate value ‘�̃C’ is obtained by passing the current
input GC and previous hidden state ‘�C−1’ weighted by the values from reset
gate A C . This computation can be expressed as:

�̃
C
= tanh(,

�A2
(A C � �C−1) +,

GA2
GC + 1

A2), (B.9)

4. Finally, the output of the GRU is obtained by weighing the candidate hidden
variable ‘�̃’ with the output of the update gate and adding the result to the
product of previous hidden state variable ‘�C−1’ weighted by 1 − IC , where IC

is the output of update gate. This operation can be written as:

�C = IC � �C−1 + (1 − IC) � �̃C . (B.10)
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