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Abstract

Requirements engineering (RE) is concerned with eliciting legal requirements from applicable regulations to

enable developing legally compliant software. Current software systems rely heavily on data, some of which can

be confidential, personal, or sensitive. To address the growing concerns about data protection and privacy, the

general data protection regulation (GDPR) has been introduced in the European Union (EU). Organizations,

whether based in the EU or not, must comply with GDPR as long as they collect or process personal data of

EU residents. Breaching GDPR can be charged with large fines reaching up to up to billions of euros. Privacy

policies (PPs) and data processing agreements (DPAs) are documents regulated by GDPR to ensure, among

other things, secure collection and processing of personal data. Such regulated documents can be used to elicit

legal requirements that are inline with the organizations’ data protection policies. As a prerequisite to elicit a

complete set of legal requirements, however, these documents must be compliant with GDPR. Checking the

compliance of regulated documents entirely manually is a laborious and error-prone task. As we elaborate below,

this dissertation investigates utilizing artificial intelligence (AI) technologies to provide automated support for

compliance checking against GDPR.

• AI-enabled Automation for Compliance Checking of PPs: PPs are technical documents stating the

multiple privacy-related requirements that a system should satisfy in order to help individuals make

informed decisions about sharing their personal data. We devise an automated solution that leverages

natural language processing (NLP) and machine learning (ML), two sub-fields of AI, for checking the

compliance of PPs against the applicable provisions in GDPR. Specifically, we create a comprehensive

conceptual model capturing all information types pertinent to PPs and we further define a set of compliance

criteria for the automated compliance checking of PPs.

• NLP-based Automation for Compliance Checking of DPAs: DPAs are legally binding agreements

between different organizations involved in the collection and processing of personal data to ensure that

personal data remains protected. Using NLP semantic analysis technologies, we develop an automated

solution that checks at phrasal-level the compliance of DPAs against GDPR. Our solution is able to provide

not only a compliance assessment, but also detailed recommendations about avoiding GDPR violations.

• ML-enabled Automation for Compliance Checking of DPAs: To understand how different representa-

tions of GDPR requirements and different enabling technologies fare against one another, we develop an

automated solution that utilizes a combination of conceptual modeling and ML. We further empirically

compare the resulting solution with our previously proposed solution, which uses natural language to

represent GDPR requirements and leverages rules alongside NLP semantic analysis for the automated

support.
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Chapter 1

Introduction

In this initial chapter we introduce the context, contributions, and organization of this dissertation.

1.1 Context

Legal requirements refer to the obligations stipulated in the regulations with which organizations and their

software systems must comply [1]. Modern software systems are becoming more and more complex and

data-driven [2±7], i.e., they collect, process and consume a huge amount of data, some of which (e.g., biometric

data) can be confidential and sensitive. The rapid integration of such systems in various industries raised

concerns about privacy and data protection, cybersecurity risks, and consumer rights. Regulations are being

continuously introduced to address these concerns. In Europe, the general data protection regulation (GDPR) [8]

is considered as the benchmark for privacy and data protection. While GDPR provides individuals with far-

reaching capabilities, organizations are finding it very difficult and resource-expensive to understand what it

means to comply with GDPR and how to implement its legal requirements into their software systems. Any

organization, whether based in the European Union (EU) or not, is subject to compliance with GDPR as long

as it collects and processes data in the EU. Violating GDPR can result in large fines reaching up to billions

of euros. A recent example of violating GDPR is that where Meta Platforms Ireland Limited (Meta IE) was

issued a fine of C1.2 billion following an inquiry into its Facebook service. The fine was due to the violation of

the personal data transfer requirements in GDPR [9]. GDPR imposes different obligations onto organizations

depending on what they do with the personal data. An organization that is subject to compliance with GDPR has

to identify itself as either a data controller or data processor. The controller determines the purpose and means

of the processing, whereas the processor acts on the instructions of the data controller. Both organizations should

collaborate to ensure the protection of individuals’ personal data. The responsibilities of each organization are

often outlined in specific legal documents as we will elaborate later in this dissertation.

Requirements engineering (RE) is a sub-field of software engineering that is concerned with eliciting,

documenting, and validating requirements which, in turn, are statements that describe what a system-to-be

should do and how it should do it [10]. As part of the elicitation activities, requirements engineers have to deal

with legal requirements (also referred to as compliance requirements). Specifying and properly implementing

1



CHAPTER 1. INTRODUCTION

legal requirements would enable the development of compliant software systems, avoiding thereby serious

consequences. Eliciting legal requirements from regulations like GDPR is challenging due to several factors,

mostly bound to the complexity of legal language and multiple legal interpretation [11±13]. This complexity

makes regulations difficult to comprehend, hindering thereby the extraction of necessary obligations and

constraints by non-experts. Regulations also contain generic rules targeting an entire industry and requiring

adaptation to a specific application context. Translating such generic rules into practical requirements customized

to software systems can be a complex and nuanced task [13]. These factors emphasize the necessity for

collaboration between legal experts and requirements engineers to interpret the regulation and elicit a complete set

of requirements that can contribute to developing compliant software systems. Moreover, requirements engineers

can rely on regulated documents such as privacy policies to elicit requirements. Unlike general regulations,

these documents provide a focused set of requirements that capture the specific policies of organizations, and

must therefore be satisfied. Ensuring the compliance of such regulated documents against applicable laws is a

prerequisite for using such regulated documents in the elicitation activity in addition to avoiding breaches.

This dissertation investigates automated means that help human analysts (both requirements engineers and

legal experts) assess the compliance of regulated documents. Specifically, the dissertation focuses on checking

the compliance of two types of documents, namely privacy policies (PPs) and data processing agreements (DPAs),

according to the GDPR provisions. We define compliance checking throughout this dissertation as the process

of analyzing the textual content of a legal document and assessing whether this content complies with what is

required in GDPR. The purpose of this analysis as mentioned above is to help requirements engineers elicit a

complete set of legal requirements that are essential for developing GDPR compliant software systems. The work

described in this dissertation is in collaboration with Linklaters LLP, a multinational law firm headquartered

in London with a branch in Luxembourg. Linklaters has top-tier rankings across many legal-practice areas,

including funds investment, banking, and finance. The legal experts in Linklaters have long experience in

providing legal advisory and compliance services. With their help, we created the different representations

of the legal knowledge in GDPR. The reason for focusing on compliance checking of PPs and DPAs is that

both documents provide information related to data privacy and personal data processing, major activities in

most of current software systems. According to our collaborating experts, these two documents are also very

frequently checked for compliance by legal experts. PPs are exposed to the individuals who would be potentially

using such software systems. A PP should contain enough information to help individual understand the terms

based on which personal data is collected and processed. DPAs are not exposed to individuals, yet they capture

the obligations and rights of the organizations that are involved in the data processing activities. DPAs ensure

that individuals’ personal data remains protected. Consequently, PPs and DPAs contain different sets of legal

requirements, which must be adhered to by different actors.

The solutions presented in this dissertation address two main challenges, outlined below.

C1 Creating a machine-analyzable representation of GDPR: GDPR is a complex, 88 pages long legal

document composed by several recitals (173), articles (99) and chapters (11). Encoding the GDPR

provisions related to privacy and data processing alongside the compliance procedure into a machine-

analyzable representation is paramount for building a comprehensive and consistent understanding of

GDPR, and for enabling automated compliance analysis.

C2 Develop an automated support for GDPR compliance checking: A fully manual verification to

ascertain GDPR compliance is time and effort consuming, and can be error-prone. An automated approach

for compliance checking is thus advantageous. Effective automation to check for compliance requirements

2



1.2. CONTRIBUTIONS AND ORGANIZATION

must be carefully selected taking into account the representation of the legal knowledge, the current state

of the art in text processing, and potential future changes that might be introduced in the regulations.

In the RE literature, compliance against GDPR has been widely studied in the past few years [14±18], with

a clear emphasis on analyzing privacy policies [19±22]. DPAs, on the other hand, received little attention in

RE. Our work in this dissertation builds on existing literature, yet differs in the following aspects. First, we

show how to deal with the complexity of legal text through a comprehensive hierarchical conceptual model that

describes the information required in the regulation. We further demonstrate the effectiveness of hybrid text

classification methods to accurately categorize the textual content of a given legal document with respect to

the hierarchical model. Second, we consider DPAs, another essential legal document that regulates the data

processing activities in software systems. Third, we propose methods that are capable of analyzing text at phrasal

level for checking the compliance of a given document and further providing detailed recommendations towards

achieving compliance. Finally, we provide insights based on empirical investigation about the advantages

and disadvantages of two different representation methods and two automated techniques (one of which relies

primarily on machine learning).

1.2 Contributions and Organization

In this dissertation, we present three automated solutions structured in three Chapters, as shown in Figure 1.1.
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Compliance checking report generated by DERECHA (DPA sEmantic 

fRamE-based Compliance cHecking Against GDPR)

Summary: 
The DPA did not pass the automated analysis necessary for compliance with GDPR. 

According to compliance requirements in GDPR concerning data processing activities, 

DERECHA identifies 11 violations and raises 14 warnings. Concretely, the DPA is missing content 

concerning the following compliance requirements are R4-R6, R8, R9, R17, R18, R23, R25—

R29, R32, R36—R45. The remaining 20 requirements are satisfied.

Details:

The Levico Accounting GmbH shall notify Company without undue delay 

upon Processor becoming aware of a personal data breach affecting 

Company personal data, providing Company with sufficient information to 

allow the Company to meet any obligations to report  of the personal data 

breach under the Data Protection Laws.

0.3R35

Taking into account the nature of the processing, Processor shall assist 

the Company by implementing appropriate technical and organizational 

measures, insofar as this is possible, for the fulfillment of the Company 

obligations to respond to requests to exercise data subject rights under 

the Data Protection Laws.

0.6R34

R13 0.5

Taking into account the nature of the processing, Processor shall assist 

the Company by implementing appropriate technical and organizational 

measures, insofar as this is possible, for the fulfillment of the Company 

obligations to respond to requests to exercise data subject rights under 

the Data Protection Laws.

R12 0.6

Taking into account the state of the art, the costs of implementation and 

the nature, scope, context and purposes of processing as well as the risk 

of varying likelihood and severity for the rights and freedoms of natural 

persons, Processor shall in relation to the Company personal data 

implement appropriate technical and organizational measures to ensure a 

level of security appropriate to that risk, including, as appropriate, the 

measures referred to in Article 32(1) of the GDPR.

0.2

The Levico Accounting GmbH shall notify Company without undue delay 

upon Processor becoming aware of a personal data breach affecting 

Company personal data, providing Company with sufficient information to 

allow the Company to meet any obligations to report  of the personal data 

breach under the Data Protection Laws. 

R11

R1,R2 -
This agreement is between Sefer University, 17, rue de Esch, L-4528 

Shifflange, Grand Duchy of Luxembourg (the “Company”); and Levico 

Accounting GmbH, 29, Grafinger Str., D-81671 Munich, Germany. 

Score Sentence(s)

PP Conceptual Model

Completeness Checking Criteria

DPA Conceptual Model

SFs-based RQs Representation

Compliance Report Generation

AI-enabled Automation 

for Compliance Checking 

of Privacy Policies against 

GDPR

NLP-enabled Automation 

for Compliance Checking 

of Data Processing 

Agreements against GDPR

ML-based Automation for 

Compliance Checking of 

Data Processing 

Agreements against GDPR

Ch.3

Ch.4

Ch.5

Compliance checking report generated by DIKAIO (DPA 

complIance checKing AI technolOgies)

Controller name(s) Sefer University, Company
Processor name(s) Levico Accounting

Summary: 
The DPA did not pass the automated analysis necessary 

for compliance with GDPR. 

According to compliance requirements in GDPR concerning data 

processing activities, DERECHA identifies 14 violations and raises 15 

warnings. Concretely, the DPA is missing content concerning the following 

compliance requirements are R4, R5, R6, R8—R13, R17, R18, R23, R25—

R29, R32, R35—R45. The remaining 16 requirements are satisfied.

Details:

The Levico Accounting GmbH shall notify Company without undue delay upon 

Processor becoming aware of a personal data breach affecting Company 

personal data, providing Company with sufficient information to allow the 

Company to meet any obligations to report  of the personal data breach under 

the Data Protection Laws.

     R35

Taking into account the nature of the processing, Processor shall assist the 

Company by implementing appropriate technical and organizational measures, 

insofar as this is possible, for the fulfillment of the Company obligations to 

respond to requests to exercise data subject rights under the Data Protection 

Laws.

     R34

     R13

Taking into account the nature of the processing, Processor shall assist the 

Company by implementing appropriate technical and organizational measures, 

insofar as this is possible, for the fulfillment of the Company obligations to 

respond to requests to exercise data subject rights under the Data Protection 

Laws.

     R12

Taking into account the state of the art, the costs of implementation and the 

nature, scope, context and purposes of processing as well as the risk of varying 

likelihood and severity for the rights and freedoms of natural persons, Processor 

shall in relation to the Company personal data implement appropriate technical 

and organizational measures to ensure a level of security appropriate to that 

risk, including, as appropriate, the measures referred to in Article 32(1) of the 

GDPR.

The Levico Accounting GmbH shall notify Company without undue delay upon 

Processor becoming aware of a personal data breach affecting Company 

personal data, providing Company with sufficient information to allow the 

Company to meet any obligations to report  of the personal data breach under 

the Data Protection Laws. 

     R11

     R1,R2
This agreement is between Sefer University, 17, rue de Esch, L-4528 Shifflange, 

Grand Duchy of Luxembourg (the “Company”); and Levico Accounting GmbH, 

29, Grafinger Str., D-81671 Munich, Germany. 
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Table 4.2: Mandatory DPA compliance requirements in GDPR.

ID (Cat
1) Requirement (Reference2)

R1 (MD1) The DPA shall contain at least one controller’s identity and contact details. (Linklaters LLP)

R2 (MD2) The DPA shall contain at least one processor’s identity and contact details. (Linklaters LLP)

R3 (MD3) The DPA shall contain the duration of the processing. (Art. 28(3))

R4 (MD4) The DPA shall contain the nature and purpose of the processing. (Art. 28(3))

R5 (MD5) The DPA shall contain the types of personal data. (Art. 28(3))

R6 (MD6) The DPA shall contain the categories of data subjects. (Art. 28(3))

R7 (PO1) The processor shall not engage a sub-processor without a prior specific or general written authoriza-

tion of the controller. (Art. 28(2))

R8 (PO2) In case of general written authorization, the processor shall inform the controller of any intended

changes concerning the addition or replacement of sub-processors. (Art. 28(2))

R9 (PO3) The processor shall process personal data only on documented instructions from the controller.

(Art. 28(3)(a))

R10 (PO4) If the processor requires by Union or Member State law to process personal data without instructions

and law does not prohibit informing the controller on grounds of public interest, the processor shall

inform the controller of that legal requirement before processing. (Art. 28(3)(a))

R11 (PO5) The processor shall ensure that persons authorized to process personal data have committed them-

selves to confidentiality or an appropriate statutory obligation of confidentiality. (Art. 28(3)(b))

R12 (PO6) The processor shall take all measures required pursuant to Article 32 or to ensure the security of

processing. (Art. 28(3)(c))

R13 (PO7) The processor shall assist the controller in fulfilling its obligation to respond to requests for exercising

the data subject’s rights. (Art. 28(3)(e))

R14 (PO8) The processor shall assist the controller in ensuring the security of processing. (Art. 28(3)(f), Art. 32)

R15 (PO9) The processor shall assist the controller in notifying a personal data breach to the supervisory

authority. (Art. 28(3)(f), Art. 33)

R16 (PO10) The processor shall assist the controller in communicating a personal data breach to the data subject.

(Art. 28(3)(f), Art. 34)

R17 (PO11) The processor shall assist the controller in ensuring compliance with the obligations pursuant to data

protection impact assessment (DPIA). (Art. 28(3)(f), Art. 35)

R18 (PO12) The processor shall assist the controller in consulting the supervisory authorities prior to processing

where the processing would result in a high risk in the absence of measures taken by the controller

to mitigate the risk. (Art. 28(3)(f), Art. 36)

R19 (PO13) The processor shall return or delete all personal data to the controller after the end of the provision

of services relating to processing. (Art. 28(3)(g))

R20 (PO14) The processor shall immediately inform the controller if an instruction infringes the GDPR or other

data protection provisions. (Art. 28(3)(h))

R21 (PO15) The processor shall make available to the controller information necessary to demonstrate compliance

with the obligations Article 28 in GDPR. (Art. 28(3)(h))

R22 (PO16) The processor shall allow for and contribute to audits, including inspections, conducted by the

controller or another auditor mandated by the controller. (Art. 28(3)(h))

R23 (PO17) The processor shall impose the same obligations on the engaged sub-processors by way of contract

or other legal act under Union or Member State law. (Art. 28(4))

R24 (PO18) The processor shall remain fully liable to the controller for the performance of sub-processor’s

obligations. (Art. 28(4))

Table 4.4: SF-based representations of mandatory GDPR requirements (R7 – R26 in Table 4.2)

ID§ Representation hpi, A

PO1 hnot engagei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [a sub-processor]object,

a2 = [without prior specific or general written approval of the controller]constraint, a3 = [prior specific or

general written approval]time

PO2 hinformi, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [any

intended changes]object, a3 = [the addition or replacement of sub-processors]situation, a4 = [in case of written

authorization]condition

PO3 hprocessi, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [personal data]object, a2 = [on

documented instructions from the controller]constraint

PO4 hinformi, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the processor]actor, a1 = [that legal requirement]object,

a2 = [the controller]beneficiary, a3 = [If the processor requires by Union or Member State law to process

personal data without instructions and law does not prohibit informing the controller on grounds of public

interest]condition, a4 = [before processing]time, , a5 = [Union or Member State law]reference

PO5 hensurei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [persons]object, a2 = [have

committed themselves to confidentiality]situation, a3 = [are under an appropriate statutory obligation of

confidentiality]constraint

PO6 htakei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [all measures]object, a2 = [Article

32]reference, a3 = [to ensure the security of processing]reason

PO7 hassisti, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in

fulfilling its obligation]object, a3 = [to respond to requests for exercising the data subject’s rights]reason,

a4 = [requests]situation

PO8 hassisti, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in

ensuring the security of processing]object

PO9 hassisti, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the processor]actor, a1 = [the controller]beneficiary,

a2 = [in consulting the supervisory authorities]object, a3 = [prior to processing]time, a4 = [to mitigate

the risk]reason, a5 = [where the processing would result in a high risk in the absence of measures taken by

the controller]constraint

PO10 hassisti, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in

notifying to the supervisory authority]object, a3 = [a personal data breach]situation

PO11 hassisti, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in

communicating to the data subject]object, a3 = [a personal data breach]situation

PO12 hassisti, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in

ensuring compliance with the obligations pursuant to data protection impact assessment (DPIA)]object

PO13 hreturn or deletei, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [all personal data]object,

a2 = [the controller]beneficiary, a3 = [after | end]time, a4 = [the end of the provision of services related to

processing]situation

PO14 hinformi, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [if

an instruction infringes the GDPR or other data protection provisions]condition, a3 = [GDPR or other data

protection provisions]reference

PO15 hmake availablei, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the controller]beneficiary,

a2 = [information necessary to demonstrate compliance with the obligations]object, a2 = [Article 28 in

GDPR]reference

PO16 hallow for and contribute toi, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [au-

dits including inspections]object, a2 = [conducted by the controller or another auditor mandated by the

controller]situation

PO17 himposei, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [the engaged sub-

processors]beneficiary, a2 = [the same obligations]object, a3 = [by way of contract or other legal act

under]constraint, a4 = [Union or Member State law]reference

Table 4.5: SF-based representations of optional GDPR requirements (R27 – R45 in Table 4.3)

ID§ Representation hpi, A

PO20 hnot transferi, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [a third country or

international organization]beneficiary, a2 = [personal data]object, a3 = [without a prior specific or general

authorization of the controller]constraint, a4 = [prior specific or general authorization]time

PO21 hdemonstratei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [guarantees]object,

a2 = [adherence to an approved code of conduct or an approved certification mechanism]situation, a3 = [Article

28 (1-4)]reference

PO22 himplementi, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [appropriate technical and

organizational measures]object, a2 = [to ensure a level of security appropriate to the risk]reason, a3 = [varying

likelihood and severity for the rights and freedoms of natural persons]situation

PO23 hensurei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [any person]beneficiary, a2 = [under its

authority who has access to personal data acts only on instructions from the controller]constraint, a3 = [access

to personal data]situation

PO24 hnotifyi, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [with-

out undue delay]constraint, a3 = [a data breach]situation

PO25 hbe liablei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [a processor]actor, a1 = [for the damage caused]object,

a2 = [where acting outside or contrary to lawful instructions of the controller or not complying with

obligations of the GDPR specifically directed to processors]condition, a3 = [by processing]constraint

CO1 hinformi, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the controller]actor, a1 = [the supervisory authority]beneficiary,

a2 = [no later than 72 hours after having become aware]time, a3 = [a personal data breach]situation

CO2 hdocumenti, A = {ai : 0 ≤ i ≤ 1} such that a0 = [the controller]actor, a1 = [personal data breaches]object

CO3 hinformi, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the controller]actor, a1 = [the data subject]beneficiary, a2 = [in

case of high risks]condition, a3 = [without undue delay]constraint, a4 = [a data breach]situation

CO4 hcarry outi, A = {ai : 0 ≤ i ≤ 1} such that a0 = [the controller]actor, a1 = [DPIA]object

CO5 hseeki, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the controller]actor, a1 = [advice of the DPO]object, a2 = [when

carrying out DPIA]condition

CO6 hseeki, A = {ai : 0 ≤ i ≤ 1} such that a0 = [the controller]actor, a1 = [the views of data subjects or their

representatives on the intended processing]object

CO7 hcarry outi, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the controller]actor, a1 = [a review]object, a2 = [at least

when there exists]condition, a3 = [represented by processing operations]constraint, a4 = [to assess if processing

is performed in accordance with the DPIA]reason, a5 = [a change of the risk]situation

CO8 hbe liablei, A = {ai : 0 ≤ i ≤ 3} such that a0 = [a controller]actor, a1 = [for the damage]object, a2 = [caused

by any processing infringing the GDPR]constraint, a3 = [GDPR]reference

CR2 hhave the righti, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the controller]actor, a1 = [to suspend the

processing]object, a2 = [in certain cases]condition

CR3 hhave the righti, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the controller]actor, a1 = [to terminate]object, a2 = [in

certain cases]condition, a3 = [the DPA]reference

missing some of the SRs in our list which are pertinent to compliance checking against GDPR, e.g., reference

ID (Cat ) Requirement (Reference )

R27 (MD7) The organizational and technical measures to ensure a level of security can include: (a)

pseudonymization and encryption of personal data, (b) ensure confidentiality, integrity, availability

and resilience of processing systems and services, (c) restore the availability and access to personal

data in a timely manner in the event of a physical or technical incident, and (d) regularly testing,

assessing and evaluating the effectiveness of technical and organizational measures for ensuring the

security of the processing. (Art. 32(1))

R28 (MD8) The notification of personal data breach shall at least include (a) the nature of personal data breach;

(b) the name and contact details of the data protection officer; (c) the consequences of the breach;

(d) the measures taken or proposed to mitigate its effects. (Art. 33(3))

R29 (MD9) The DPIA shall at least include (a) a systematic description of the envisaged processing operations

and the purposes of the processing, (b) an assessment of the necessity and proportionality of the

processing operations in relation to the purposes, (c) an assessment of the risks to the rights and

freedoms of data subjects, and (d) the measures envisaged to address the risks. (Art. 35(7))

R30 (PO20) The processor shall not transfer personal data to a third country or international organization without

a prior specific or general authorization of the controller. (Art. 28(3)(a))

R31 (PO21) The processor can demonstrate guarantees to Article 28 (1–4) through adherence to an approved

codes of conduct or an approved certification mechanism. (Art. 28(5))

R32 (PO22) The processor shall implement appropriate technical and organizational measures to ensure a level

of security appropriate to the risk of varying likelihood and severity for the rights and freedoms of

natural persons. (Art. 32(1))

R33 (PO23) The processor shall ensure that any natural person acting under its authority who has access to

personal data only process them on instructions from the controller. (Art. 32(4))

R34 (PO24) The processor shall notify the controller without undue delay after becoming aware of a personal

data breach. (Art. 33(2))

R35 (PO25) A processor shall be liable for the damage caused by processing only where it has not complied with

GDPR obligations specifically directed to processors or where it has acted outside or contrary to

lawful instructions of the controller. (Art. 82(2))

R36 (CO1) The controller shall inform the supervisory authority no later than 72 hours after having become

aware of a personal data breach. (Art. 33(1))

R37 (CO2) The controller shall document personal data breaches. (Art. 33(5))

R38 (CO3) In case of high risks, the controller shall communicate the data breach to the data subject without

undue delay. (Art. 34(1))

R39 (CO4) The controller shall carry out a DPIA. (Art. 35(1))

R40 (CO5) The controller shall seek advice of the DPO when carrying a DPIA. (Art. 35(2))

Table 4.2: Mandatory DPA compliance requirements in GDPR (continued).

R25 (PO19) When assessing the level of security, the processor shall take into account the risk of accidental or

unlawful destruction, loss, alternation, unauthorized disclosure of or access to the personal data

transmitted, stored or processed. (Art. 32(2))

R26 (CR1) In case of general written authorization, the controller shall have the right to object to changes

concerning the addition or replacement of sub-processors, after having been informed of such

intended changes by the processor. (Art. 8(2))

1 Cat is the category of the requirement, namely metadata (MD), processor’s obligation (PO), controller’s rightR41 (CO6) The controller shall seek the views of data subjects or their representatives on the intended processing.

(Art. 35(9))

R42 (CO7) The controller shall carry out a review to assess if processing is performed in accordance with

the data protection impact assessment at least when there is a change of the risk represented by

processing operations. (Art. 35(11))

R43 (CO8) A controller shall be liable for the damage caused by any processing infringing the GDPR.

(Art. 82(2))

R44 (CR2) The controller shall have the right to suspend the processing in certain cases. (Linklaters LLP)

R45 (CR3) The controller shall have the right to terminate the DPA in certain cases. (Linklaters LLP)

1 Cat is the category of the requirement, namely metadata (MD), processor’s obligation (PO), controller’s right
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CHAPTER 1. INTRODUCTION

• Chapter 3: AI-enabled Automation for Compliance Checking of PPs against GDPR. In this chapter,

we propose an AI-based solution for checking the compliance of PPs against the GDPR provisions.

Through systematic qualitative methods, we first build two artifacts to characterize the privacy-related

provisions of GDPR, namely a conceptual model and a set of compliance criteria. The conceptual model

consists of 56 information types, i.e., all GDPR-relevant information content that any PP may contain to

be compliant with GDPR. Examples of information types include the rights that individuals have over

their personal data such as the right to access and rectify personal data. Using these information types,

we define a set of 23 compliance criteria that enable checking whether a PP is compliant according to

GDPR, and represent these criteria as activity diagrams. We further develop an automated approach by

leveraging a combination of natural language processing (NLP) and supervised machine learning (ML).

Our solution, Compliance Checking for PPs using Aι (CompAι), identifies in a given PP the information

types from the conceptual model. Based on the identified information types in the PP, CompAι applies

the compliance criteria to detect any possible violation (i.e., missing information type) that can cause

non-compliance against GDPR. To evaluate CompAι, we collected and manually labeled 234 real PPs

with the different information types in our conceptual model. Over a set of 48 unseen PPs, CompAι

correctly detects 300 out of 334 genuine violations, while producing 23 false violations. CompAι has

a precision of 92.9% and recall of 89.8%. This work has been published in the IEEE Transactions on

Software Engineering Journal [23]. Concretely, the contributions of Chapter 3 are the following:

– We create a comprehensive conceptual model to capture the content of PPs, as stipulated in the

GDPR provisions.

– We create a set of compliance criteria that state when a PP is considered compliant according to

GDPR.

– We develop CompAι, an automated approach for checking the compliance of PPs using artificial

intelligence (AI) technologies.

– We empirically evaluate our approach using a dataset of 234 real PPs.

• Chapter 4: NLP-enabled Automation for Compliance Checking of DPAs against GDPR. In this

chapter, we propose an automated solution to check the compliance of a given DPA against GDPR. In close

interaction with legal experts, we first build two artifacts: (i) a list of ªshallº requirements extracted from

the GDPR provisions relevant to DPA compliance and (ii) a glossary table defining the legal concepts in

these requirements. Then, we develop an automated solution that leverages NLP technologies to check the

compliance of a given DPA against these ªshallº requirements. Specifically, our solution DPA SEmantic

FRamE-based Compliance CHecking Against GDPR (DERECHA) automatically generates phrasal-level

representations for the textual content of the DPA and compares them against predefined representations

of the ªshallº requirements. By comparing these two representations, the approach not only assesses

whether the DPA is GDPR compliant but further provides recommendations about missing information

in the DPA. To evaluate DERECHA, we collected and manually labeled 24 real DPAs with the list of

ªshallº requirements, extracted from GDPR. Over a set of 30 unseen DPAs, DERECHA correctly finds

618 out of 750 genuine violations while raising 76 false violations, and further correctly identifies 524

satisfied requirements. DERECHA has thus an average precision of 89.1% and a recall of 82.4%. This

work has been published in the IEEE Transactions on Software Engineering Journal [24]. Concretely, the

contributions of Chapter 4 are the following:
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– We extract, in close interaction with subject-matter experts, a set of 45 compliance rules from

the GDPR provisions concerning data processing. We further document these rules as ªshallº

requirements.

– We develop an automated approach that leverages NLP technologies for automatically checking the

compliance of data processing agreement against GDPR.

– We empirically evaluate our approach on a dataset of 54 real DPAs.

– We propose assigning confidence scores to the identified content in the input DPA, thus enabling

human analysts to effectively prioritize the content for review based on DERECHA’s output.

• Chapter 5: ML-based Automation for Compliance Checking of DPAs against GDPR. In this chapter,

we propose an automated strategy based primarily on ML for checking GDPR compliance in DPAs.

Specifically, we create, based on existing work, a comprehensive conceptual model that describes a total

of 63 information types pertinent to DPA compliance. Examples of such information types include the

data processor obligation to process personal data only on instructions from the data controller. Using

these information types, we define a set of 37 compliance criteria that enable checking whether a DPA is

compliant according to GDPR. We then develop an automated approach, thereafter referred to as DικAIo,

to predict the presence of these information types in a given DPA and detect possible breaches of GDPR

accordingly. DικAIo stands for DPA ComplIance ChecKing using AI technolOgies. To evaluate

DικAIo, we collected and manually labeled 180 real DPAs with the different information types in our

conceptual model. Over a set of 30 unseen DPAs, DικAIo correctly detects 483 out of 582 genuine

violations while introducing 93 false violations, achieving thereby a precision of 83.9% and recall of

83.0%. We empirically compare DικAIo against DERECHA. This work has been accepted for publication

in the 31st IEEE International Requirements Engineering Conference [25]. Part of the conceptual model

used in this work was presented in the 11th IEEE Model-Driven Requirements Engineering Workshop

(MoDRE) [26]. Concretely, the contributions of Chapter 5 are the following:

– We create, building on our previous work, a holistic representation of DPA-related requirements in

the form of a conceptual model that contains a total of 63 information types capturing any content to

be expected in a GDPR-compliant DPA.

– We develop an automated approach that is primarily based on ML, to check the compliance of the

textual content of data processing agreement against the conceptual model created from the GDPR

provisions.

– We empirically evaluate DικAIo on a dataset, comprised of 180 real DPAs.
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Chapter 2

Background

Below, we summarize the necessary background related to the work described in this dissertation.

2.1 The General Data Protection Regulation

The General Data Protection Regulation (GDPR) [8], put into effect in 2018, is considered as the benchmark for

privacy and data protection in Europe. It consists of 173 recitals and 99 articles divided into 11 chapters. Every

organization, whether Europe-based or not, must comply with GDPR as long as it collects or processes personal

data of EU residents. The legal obligations stipulated in GDPR can vary depending on what the organization

does with personal data. An organization that is subject to compliance with GDPR has to identify itself as either

a data controller or data processor.

The data controller determines the purpose of the data processing, whereas a processor acts according to the

instructions of the controller. Processors notably have to: (1) implement adequate technical and organizational

measures to keep personal data safe and secure, and, in cases of data breaches, notify the controllers; (2) appoint

a statutory data protection officer (if needed) and conduct a formal impact assessment for certain types of

high-risk processing; (3) keep records about their data processing; and (4) comply with GDPR restrictions

when transferring personal data outside Europe. In comparison to processors, controllers are subject to more

provisions. In particular, in addition to having to meet the obligations mentioned above, controllers have to:

(1) adhere to six core personal data processing principles, namely, fair and lawful processing, purpose limitation,

data minimization, data accuracy, storage limitation, and data security; (2) keep identifiable individuals informed

about how their personal data will be used; and (3) preserve the individual rights envisaged by GDPR, e.g., the

right to be forgotten and the right to lodge a complaint.

2.1.1 Privacy Policies

A privacy policy (PP) is a legal document that outlines how the data controller collects, uses, processes,

and protects personal data of individuals. It is a fundamental component of privacy governance and helps

ensure compliance with data protection laws, including GDPR. A PP is a legally binding agreement between
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CHAPTER 2. BACKGROUND

the controller and individuals (data subjects) to whom personal data relates. PPs convey to individuals the

organization’s data protection practices which must be in compliance with GDPR. The legal requirements

extracted from a PP represent therefore the obligations of the data controller and their associated software

platforms directly used by data subjects. From an RE stand point, a PP can be used as a reference document

for capturing privacy-related requirements to ensure that the software system or service aligns with the the

organization’s privacy commitments and legal obligations.

2.1.2 Data Processing Agreements

A data processing agreement (DPA) refers to a legally binding contract between a data controller and a data

processor. It sets out the terms and conditions under which the data processor processes personal data on behalf

of the data controller. DPAs define the roles and responsibilities of both parties and establish the safeguards

and obligations required for lawful and secure data processing. DPAs are an essential component of GDPR

compliance, as they help ensure a lawful and secure processing of personal data and in accordance with the

rights of data subjects. From an RE perspective, DPAs provide guidance for capturing the legal requirements for

the system being developed with an emphasis on data processing activities. A DPA helps define the technical

and organizational measures that must be implemented to meet the data protection requirements outlined in

GDPR. Legal requirements extracted from DPAs primarily focus on the obligations of the data processor, and

which are in turn distinct from the ones stated in PPs.

2.2 Natural Language Processing

Natural language processing (NLP) is a sub-field of artificial intelligence (AI), which is used for automatically

processing natural language data. Examples of NLP applications include machine translation and information

extraction [27, 28]. Fig. 2.1 presents a comprehensive NLP pipeline that combines seven modules divided into

four categories.

Lemmatization1

2

5

6

Legal document

3
Named Entity 

Recognition

Stopwords RemovalSentence Splitting

Tokenization

Normalized document Parsed document 

 Text Parsing

Regular Expression 

Matching

 Generalization

4

A B  NormalizationC

Generalized document

Semantic AnalysisD

7 Semantic Role 

Labeling

Labelled document

Figure 2.1: A comprehensive NLP pipeline.

The first category in the pipeline, Text Parsing, aims at parsing the text of a given legal document. This

category includes Tokenization for separating out the words and punctuation marks from the running text and

Sentence Splitting for decomposing the text into coherent sentences based on sentence boundary indicators such

as periods, question and exclamation marks [28, 29].

The second category, Generalization, is concerned with generalizing the specific entities in the text. We

generalize the text in each sentence by replacing specific textual entities with more generic ones. Specifically,
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this category uses Named Entity Recognition (NER), which is the module of marking the mentions of named

entities in a given text with their types [30], e.g., a country name like ªLuxembourgº will be annotated with the

type LOCATION. The entity types, in our work, are limited to location and organization since these two are

expected to appear often in the legal documents analyzed in this dissertation. In addition to the NER module, we

use regular expressions [31] to recognize the contact details that are mentioned in a given document, namely

email address, postal address, telephone numbers and websites. For example, the email address ªinfo@hikari.jpº

will be recognized and replaced with its type, EMAIL.

The third category, Normalization, is concerned with normalizing the text. In particular, the Lemmatization

module identifies the canonical form of the different words in a text, e.g., the words ªdeletionº, ªdeletedº and

ªdeleteº will be lemmatized to the canonical form ªdeleteº. The Stopwords Removal modules further removes

stopwords, i.e., very frequent words such as prepositions (e.g., ªinº) and articles (e.g., ªaº and ªtheº).

The last category, Semantic Analysis, is concerned with analyzing the semantics of the text. Specifically, the

semantic role labeling module provides a label to the phrases in a text about its semantic role with respect to a

particular event described in the text [32]. For instance, the purchase event in the sentence ªWilliam purchased a

brand new carº contains the semantic roles buyer which describes ªWilliamº and purchased item describing ªa

brand new carº.

2.3 Machine Learning

Machine learning (ML) is another sub-field of AI which describes the automated learning methods used for

finding meaningful patterns in data [33±35]. Supervised ML assumes that training examples (input) are provided

with their labels (output). Using these training examples, the machine then learns to predict the output of unseen

examples. We will refer to the input and its associated output value as a classification instance. Text classification

(also known as text categorization) is supervised learning for categorizing the text into a set of predefined

groups [36], e.g., classifying the text of an email into spam and not spam. In this dissertation, we experiment

with widely used ML algorithms such as decision trees [37], random forests [38], support vector machine [39],

logistic regression [40], linear discriminant analysis [41], and neural networks [42]. ML can be used for a wide

range of tasks, such as classification, regression, anomaly detection, recommendation systems, and NLP. This last

one is the most relevant application for our research work. Supervised ML is widely used in various applications

of NLP including sentiment analysis [43, 44], question answering [45, 46], text summarization [47, 48], machine

translation [49, 50], named entity recognition [51, 52], and text classification [53, 54].

In this dissertation, we focus on multiclass multilabel classification. Multiclass classification is to classify

the input examples into three or more predefined classes. A classical example in the ML literature is classifying

an iris flower, given its sepal length and width and petal length and width, into one of the three possible types

setosa, versicolor, or virginica [34]. Multilabel classification means that the same input example may belong to

multiple classes, e.g., classifying movies into one or more genres based on the plot summary, where a movie

can belong to comedy and action at the same time. The multilabel classification problem is often simplified

into multiple binary classification problems [36]. A binary classification is a specific case of the multiclass

classification with only two target classes. For example, a movie can be classified into genres using multiple

learning algorithms, such that each learner predicts whether the movie is from a specific genre (e.g., comedy) or

not from that genre (e.g., not comedy), and so on for the other genres.
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2.3.1 Learning Features

Vectorization is a prerequisite step to text classification where the text has to be transformed into a set of feature

vectors (i.e., learning features) that describe the text under the different pre-defined classes [36, 55]. Each

classification instance is represented by a feature vector. These features can be either manually crafted (e.g., the

presence of a first person pronoun like ªweº) or automatically generated using the words in the text. There are

several models to perform vectorization, e.g., bags of words (BoW) that represents words by their frequency of

occurrence [56] and TF/IDF (term frequency/inverse document frequency) that uses the frequency of words to

determine how relevant those words are to a given document [57]. More advanced representation methods apply

embeddings which are mathematical representations (also known as dense vectors) that encapsulate the syntactic

and semantic characteristics of the text [58]. Several methods have been proposed for deriving words and

sentence embeddings. In our work, we experiment with the pre-trained word embeddings from word2vec [59],

GloVe [60], and fasttext [61]. These embeddings are context-independent, i.e., a word has always the same

representation irrespective of the context in which it appears. For example, the word ªbankº will have the same

embedding regardless if it means ªa financial institutionº or ªthe side of a riverº. Moreover, regularities can be

observed in the linear relations between word pairs. For example, if a word w is represented by the vector w⃗,

then one can observe the plural relation between the embeddings: c⃗at− ⃗cats ≈ ⃗apple− ⃗apples.

Pre-trained embeddings generated by training on extensive text corpora from Wikipedia and the web are

widely used in various NLP tasks [62±69]. In modern NLP, pre-trained word embeddings perform better than

those learned from scratch [70]. The pre-trained embeddings we apply in our work represent 100-dimensional

and 300-dimensional vectors. To illustrate, consider the text segment ªHikari Bank Privacy Policyº. Using

pre-trained word embeddings, each word is represented as a 100-dimensional vector, e.g., ªhikariº is represented

as [0.42192, 0.41032, 0.23888, . . .]100. To compute the sentence embeddings we take the average of the words

embeddings in that sentence. In our work, we use simple averaging [71±73] because it proved to be effective

in text similarity-related tasks. While such representations might be limited in terms of semantic capabilities,

they are highly flexible since the embeddings can be efficiently extracted for any text. Compared to more recent

technologies for generating text representations like ELMo [74], OpenAI GPT [75] and BERT [76], the pre-

trained embeddings used in this work provide context-independent word embeddings (i.e., one-to-one mapping

between the words and their vectors) that can be directly used off-the-shelf. Contextualized embeddings are

generated for each word depending on the context in which it appears. Such methods rely on recent large-scale

language models. In our work, we experiment with the sentence embeddings generated by sentence-BERT

(SBERT) [77]. BERT [76] is a language model that has been introduced by Google and it has outperformed the

state-of-the-art models and hence dominated (with its variants) the NLP landscape. SBERT, a variant of BERT,

is a language model optimized to learn semantically meaningful representations for sentences.

2.3.2 Data Imbalance Handling

Data imbalance occurs when one class has significantly fewer training examples (i.e., under-represented) than

the other class. Imbalance can lead to building classifiers that mispredict in favor of the majority class [78].

Inspired by existing work [79], we apply in our work a combination of undersampling and oversampling to

accurately predict the minority (under-represented) class. For oversampling the minority class, we apply the

widely-used synthetic minority oversampling technique (SMOTE) [80]. In brief, SMOTE creates synthetic

examples using the k-nearest-neighbor approach [34]. For removing data points from the majority class we

apply Random Undersampling [81].
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Chapter 3

AI-enabled Automation for Compliance

Checking of Privacy Policies against GDPR

Privacy policies (PPs) play a major role in software development, as they contain privacy-related requirements

about how the personal data of individuals will be handled by an organization or a software system (e.g., a

web service or an app). For instance, a privacy policy (PP) states among other things information about how

the software system collects personal data, what personal data is being collected, for what purpose, and for

how long, with whom personal data will be shared, and what rights individuals have over their personal data,

etc. A PP is subject to compliance with the general data protection regulation (GDPR) when it involves data

collected from EU residents. Non-compliant PPs might result in large fines due to violating GDPR as well as

possibly incomplete privacy-related requirements specifications. Checking compliance entirely manually is both

time-consuming and error-prone. Providing automated support is thus desirable so that legal experts can focus

their effort on more critical tasks.

In this chapter, we propose AI-based automated support for checking the compliance of PPs. Specifically,

we devise an approach that leverages natural language processing (NLP) and machine learning (ML) for

automatically identifying whether the textual content of a given PP complies with the GDPR provisions. To do

so, we first create a comprehensive conceptual model which describes all information types that any PP might

contain according to GDPR. We subsequently train ML classifiers to categorize the content of a PP based on

these information types. We then define a set of compliance criteria to automatically check whether the PP meets

the requirements envisaged by GDPR.

Structure. The remainder of this chapter is structured as follows: Section 3.1 presents the motivation and

research contributions of this chapter. Section 3.2 outlines the investigated research questions. Section 3.3

presents the qualitative study we conducted for building our privacy-policy conceptual model. Section 3.4

describes the methods we used to create a set of criteria for checking the compliance of PPs according to GDPR.

Section 3.5 explains our proposed AI-based approach for automatically checking the compliance of a given PP.

Section 3.6 reports on our empirical evaluation. Section 3.7 positions our work against the related literature.

Section 3.8 discusses threats to validity. Section 3.9 presents an interview survey with the subject-matter experts

11
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to assess the usefulness of our approach in practice. Section 3.10 describes how we envision our overall approach

being replicated beyond GDPR. Finally, Section 3.11 concludes the chapter.

3.1 Motivation and Contributions

To comply with GDPR, organizations need to take into account the principles of personal data processing set out

in the regulation, and to regularly review their measures, practices and processes related to the collection, use

and protection of personal data. Compliance also entails that software systems storing or processing personal

data should properly implement privacy-related GDPR requirements. To help different organizations better

deal with GDPR-relevant privacy considerations, cost-effective methods have been proposed in the literature.

For example, Perrera et al. [82] propose systematic guidance to help software engineers develop privacy-aware

applications; Torre et al. [83, 84] propose the use of model-driven engineering as a basis for GDPR compliance

automation; and Ayala-Rivera and Pasquale [85] present a step-wise approach for eliciting requirements related

to GDPR compliance.

In this chapter, we focus on PPs and their compliance according to GDPR. PPs are usually defined through

natural-language statements. Natural language (NL) is an ideal medium for expressing PPs since it is flexible and

universal [86]. Though NL is advantageous for establishing a common understanding, processing NL documents

is challenging due to common quality issues such as ambiguity, incompleteness and inconsistency [87]. As

explained in Section 2.1, a PP can be viewed as a technical document stating the multiple privacy-related

requirements that an organization (including processes, services, developed systems) should satisfy in order to

help users make informed decisions about the data that this organization may collect and use. In other words,

a PP explains how an organization handles personal data and how it applies the principles of GDPR. A PP is

considered to be GDPR compliant if it explicitly contains all mandatory content for ensuring data protection and

privacy rights, e.g., about the rights individuals have over their personal data.

3.1.1 Practical Scenario

In practice, compliance checking of PPs against GDPR can be beneficial to a diverse group of legal experts,

software engineers, and other business stakeholders. The first step in compliance checking is to determine if

GDPR-relevant information content is present or not in a given PP. Based on this content analysis, the second

step is then to map what is actually present in the PP to what must be present according to the provisions of

GDPR. In the rest of this chapter, we will use the term information type to describe concepts extracted from

the privacy-related provisions of GDPR. Some of these information types are mandatory and thus have a direct

impact on compliance. We elaborate how we combine the information types for checking the compliance of a

PP in Section 3.4. A comprehensive description of these information types is provided in Section 3.3.

Examples of information types include: PROCESSING PURPOSES to characterize the purposes of the

processing for which personal data is being collected, LEGAL BASIS to capture the legal basis for the processing

of personal data, and DATA SUBJECT RIGHT to mark the clause(s) giving an individual the rights in relation with

their personal data. Under DATA SUBJECT RIGHT, several specializations are listed to describe the different

rights an individual has. For instance, DATA SUBJECT RIGHT.ACCESS is concerned with the right to request

access to the personal data from the controller. The specializations of the information types are represented,

throughout the chapter, with a dot. Fig. 3.1 shows a full PP that is annotated with all information types (from

Section 3.3). In the figure, we present the information types using numbers (further explained in the legend), and
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3.1. MOTIVATION AND CONTRIBUTIONS

Hikari Bank Privacy Policy

By accepting this policy, you are providing personal data (as defined below) to 1 [Hikari Bank Ltd], represented by the                         

2 [Holding Bank Services], 3 [16, rue de Gasperich, L-5826 Hesperange, Grand Duchy of Luxembourg.] If you have questions or 

concerns about this policy, please contact us by post: 4 [20 Nihonbashi Honcho, Tokyo 103-8691, Japan]; 5 [by email: info@hikari.jp];                         

6 [or by telephone: +81 3 36300941.]

We collect your personal data from: 7 [information you provide to us verbally, electronically or in writing]; 8 [information obtained from 

public bodies] 9 [including passport, identification card, tax identification number, national insurance number, social security number]; 

10 [information obtained from third parties including your employer, credit reference agencies, law enforcement authorities];             

11 [or information obtained through cookies.] 9 [We will hold some or all of the following types of personal data: given name(s); 

gender; date of birth / age; marital status; social security number; passport number(s); nationality; images of passports; images of 

driving licences; images of signatures; authentication data (passwords, mother maiden name, face recognition, voice recognition)];

12 [in addition to some sensitive data, such as medical history, criminal convictions and religious beliefs.] 13 [Any personal data will 

be held for a period of up to 3 years after the termination of the relationship between you and the Hikari bank and in any event no 

longer than necessary with regard to the purpose of the data processing or as required by law.]14 [Your personal data might be 

disclosed to the tax authorities, or other third parties including legal or financial advisors, regulatory bodies, auditors and technology 

providers.] 15 [The purposes for which we may process personal data include processing subscription, redemption and conversion 

orders, as well as processing payments of dividends and other distributions.]

16 [We may also transfer your personal data to countries outside of European Union (including Japan) on the basis of: (i) European 

Commission’s adequacy decisions, certified by the APPI Japan scheme]; 17 [(ii) our binding corporate rules]; 18 [(iii) suitable standard 

contractual clauses.] 19 [By accepting this policy, you expressly consent the processing of your personal data by Hikari Bank and any 

of the group companies if fits or applies to a vacancy outside the European Union.]

20 [The legal bases on which we may perform data processing, are: (i) For compliance with a legal obligation (e.g., to comply with our 

diversity reporting obligations)]; 21 [(ii) for the detection or prevention of crime (including the prevention of fraud) to the extent 

permitted by applicable law]; 22 [(iii) in accordance with applicable law, based on your consent prior to processing your sensitive 

personal data]; 23 [(iv) for reasons of substantial public interest and occurs on the basis of an applicable law that is proportionate to 

the aim pursued and provides for suitable and specific measures to safeguard your fundamental rights and interests];                        

24 [(v) for protecting the vital interests of any individual]; 25 [or (vi) for issuing any contract that you may enter into with us, or to take 

steps prior to entering into a contract with us.]

26 [Where the processing of your personal information is for contractual purposes as outlined in this privacy notice, but you fail to 

provide us with the personal information required, then this may result in Hikari Bank not being able to offer you with our services.]   

27 [Subject to applicable law, you have the following rights regarding the processing of your personal data: (i) the right to access your 

personal data] and 28 [the right to rectify any inaccuracies in the personal data we hold about you by making a request to us in 

writing]; 29 [(ii) the right to request erasure], 30 [restriction], 31 [portability] and 32 [to object to the processing of your personal data]; 

33 [(iii) the right to withdraw your consent, where we process your personal data on the basis of consent]; 34 [(iv) the right to lodge a 

complaint with a data protection authority.] 35 [If you would like to contact the data protection officer, please send an email to 

dpo@management.com.]

36 [We have implemented appropriate technical and organizational security measures designed to protect your personal data against 

accidental or unlawful destruction, loss, alteration, unauthorised disclosure, unauthorised access, in accordance with applicable law.] 

37 [Anything that is done with any personal data, whether or not by automated means, such as collection, recording, storage, 

adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, 

destruction, alignment or combination.] 38 [The Bank's intention does not include holding the personal data of minors who may have 

access to its website. However, since the Bank cannot feasibly ensure/confirm this, all minors who do use the website and send their 

personal data to the Bank via the website are obliged and expected to have obtained consent from the persons exercising parental 

care or from their guardians.]
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<latexit sha1_base64="3181Knn2FzIHmciCYPLJMosU2/E=">AAACC3icbVC7SgNBFJ31bXxFLW0Gg2C17EZBC4uAFloZwZhAEsLs5CYZMjuzzNwVw5Lexl+xsVDE1h+w82+cPApfBwYO59zLnXOiRAqLQfDpzczOzS8sLi3nVlbX1jfym1s3VqeGQ4VrqU0tYhakUFBBgRJqiQEWRxKqUf905FdvwVih1TUOEmjGrKtER3CGTmrldxsId2h5Vj6jl0Z0hfIvVFsY4Oifat0XMGzlC4EfjEH/knBKCmSKciv/0WhrnsagkEtmbT0MEmxmzKDgEoa5RmohYbzPulB3VLEYbDMbZxnSPae0aUcb9xTSsfp9I2OxtYM4cpMxw5797Y3E/7x6ip3jZiZUkiIoPjnUSSVFTUfF0EloOXCEcSPcXynvMcM4uvpyroTwd+S/5Kbohwd+8eqwUDqZ1rFEdsgu2SchOSIlck7KpEI4uSeP5Jm8eA/ek/fqvU1GZ7zpzjb5Ae/9C+Z+mvA=</latexit>

PD Category.Special
<latexit sha1_base64="p1opxAaB5e+3TISGkI4+MPANdC8=">AAACBXicbVC7SgNBFJ2NrxhfUUstBoNgtexGQQuLQCwsI5oHJCHMTu4mQ2YfzNwVw5LGxl+xsVDE1n+w82+cPApNPHDhcM693HuPF0uh0XG+rczS8srqWnY9t7G5tb2T392r6ShRHKo8kpFqeEyDFCFUUaCERqyABZ6Eujcoj/36PSgtovAOhzG0A9YLhS84QyN18octhAfUPK1c0TJD6EVqaN/GwAWTo06+4NjOBHSRuDNSIDNUOvmvVjfiSQAhcsm0brpOjO2UKRRcwijXSjTEjA9YD5qGhiwA3U4nX4zosVG61I+UqRDpRP09kbJA62Hgmc6AYV/Pe2PxP6+ZoH/RTkUYJwghny7yE0kxouNIaFco4CiHhjCuhLmV8j5TjKMJLmdCcOdfXiS1ou2e2sWbs0LpchZHlhyQI3JCXHJOSuSaVEiVcPJInskrebOerBfr3fqYtmas2cw++QPr8weFyZiR</latexit>

PD Time Stored
<latexit sha1_base64="WQzTzDx+LQ9Qs+iiBJJjH/5vWwk=">AAACAHicbVA9SwNBEN2LXzF+nVpY2CwGwSrcRUELi4AWlhHzISRH2NtMkiV7H+zOieFI41+xsVDE1p9h579xk1yhiQ8GHu/NMDPPj6XQ6DjfVm5peWV1Lb9e2Njc2t6xd/caOkoUhzqPZKTufaZBihDqKFDCfayABb6Epj+8mvjNB1BaRGENRzF4AeuHoic4QyN17IM2wiNqnlavaU0EQO8wUtAdd+yiU3KmoIvEzUiRZKh27K92N+JJACFyybRuuU6MXsoUCi5hXGgnGmLGh6wPLUNDFoD20ukDY3pslC7tRcpUiHSq/p5IWaD1KPBNZ8BwoOe9ifif10qwd+GlIowThJDPFvUSSTGikzRoVyjgKEeGMK6EuZXyAVOMo8msYEJw519eJI1yyT0tlW/PipXLLI48OSRH5IS45JxUyA2pkjrhZEyeySt5s56sF+vd+pi15qxsZp/8gfX5A388llI=</latexit>

Recipients
<latexit sha1_base64="Gt4ZstJ58kS5RMqiT/teg/AQUY0=">AAAB/HicbVDLSsNAFJ34rPUV7dJNsAiuSlIFXbgouHFZxT6gDWUyvW2HTiZh5kYMof6KGxeKuPVD3Pk3TtsstPXAwOGce7h3ThALrtF1v62V1bX1jc3CVnF7Z3dv3z44bOooUQwaLBKRagdUg+ASGshRQDtWQMNAQCsYX0/91gMozSN5j2kMfkiHkg84o2iknl3qIjyiZtkdMB5zkKgnPbvsVtwZnGXi5aRMctR79le3H7EkNGkmqNYdz43Rz6hCzgRMit1EQ0zZmA6hY6ikIWg/mx0/cU6M0ncGkTJPojNTfycyGmqdhoGZDCmO9KI3Ff/zOgkOLv2MyzhBkGy+aJAIByNn2oTT5woYitQQyhQ3tzpsRBVlaPoqmhK8xS8vk2a14p1Vqrfn5dpVXkeBHJFjcko8ckFq5IbUSYMwkpJn8krerCfrxXq3PuajK1aeKZE/sD5/ALD3lWw=</latexit>

Processing Purposes
<latexit sha1_base64="o1Q/x48PoE7gmzikvXkbXn8PJdM=">AAACBXicbVA9SwNBEN3zM8avqKUWi0GwCndR0MIiYGMZwXxAEsLeZpIs2ds9dufEcKSx8a/YWChi63+w89+4+Sg08cHA470ZZuaFsRQWff/bW1peWV1bz2xkN7e2d3Zze/tVqxPDocK11KYeMgtSKKigQAn12ACLQgm1cHA99mv3YKzQ6g6HMbQi1lOiKzhDJ7VzR02EB7Q8LRvNwVqherScmFhbsKN2Lu8X/AnoIglmJE9mKLdzX82O5kkECrlk1jYCP8ZWygwKLmGUbSYWYsYHrAcNRxWLwLbSyRcjeuKUDu1q40ohnai/J1IWWTuMQtcZMezbeW8s/uc1EuxetlKh4gRB8emibiIpajqOhHaEAY5y6AjjRrhbKe8zwzi64LIuhGD+5UVSLRaCs0Lx9jxfuprFkSGH5JickoBckBK5IWVSIZw8kmfySt68J+/Fe/c+pq1L3mzmgPyB9/kDrseZTg==</latexit>

Transfer Outside Europe.Adequacy Decision.Country
<latexit sha1_base64="HGDib2ZVeUc74UdF3YZl/A1GMIc=">AAACI3icbVBNaxsxENUmaeu6X05y7EXEFHpadt1CS+nBwSn0Fgdsx2Abo9XOOiJaaSuNQpbF/6WX/pVcekgxufTQ/xL549DGfTDweG9GmnlJIYXFKPod7OzuPXr8pPa0/uz5i5evGvsHA6ud4dDnWmozTJgFKRT0UaCEYWGA5YmE8+Sys/TPr8BYoVUPywImOZspkQnO0EvTxqcxwjVaXvUMUzYDQ08dWpEC/eKMLiA8TuGbY7ykJ8DF8pmwo51CU86njWYURivQbRJvSJNs0J02FuNUc5eDQi6ZtaM4KnBSMYOCS5jXx85Cwfglm8HIU8VysJNqdeOcvvFKSjNtfCmkK/XviYrl1pZ54jtzhhf2obcU/+eNHGYfJ5VQhUNQfP1R5iRFTZeB0VQY4ChLTxg3wu9K+QUzjKOPte5DiB+evE0GrTB+F7bO3jfbnzdx1MhrckTekph8IG3ylXRJn3DyndyQW/Ir+BH8DBbB3bp1J9jMHJJ/EPy5B6PypXk=</latexit>

Transfer Outside Europe.Safeguards.Binding Corporate Rules
<latexit sha1_base64="KrmROZ7MTRx8BvMVTS7qIVj992E=">AAACLHicbVDBShxBEO0xidlsErPGYy5NFiGnYcYI8eBBsgS8uVFXhd1lqempWRt7uofu6pBl2A/ykl8RxIMiufod9q57SNQHBY/3qqiql1VKOkqSm2jpxctXy68bb5pv371f+dBa/XjkjLcCe8IoY08ycKikxh5JUnhSWYQyU3icnXVm/vEvtE4afUiTCocljLUspAAK0qjVGRD+JifqQwvaFWj5nicnc+Q/vDUVxgdQ4NiDzV38Xepc6jHvGFsZC4R83yt001GrncTJHPwpSRekzRbojlqXg9wIX6ImocC5fppUNKzBkhQKp82Bd1iBOIMx9gPVUKIb1vNnp3w9KDkvjA2lic/VfydqKJ2blFnoLIFO3WNvJj7n9T0VW8Na6soTavGwqPCKk+Gz5HguLQpSk0BAWBlu5eIULAgK+TZDCOnjl5+So404/Rpv/Nxs72wv4miwT+wz+8JS9o3tsF3WZT0m2Dm7YNfsJvoTXUW30d+H1qVoMbPG/kN0dw/LNake</latexit>

Transfer Outside Europe.Safeguards.EU Model Clauses
<latexit sha1_base64="tk9juK/O1BL3R55quRAYKPlxxPA=">AAACJXicbVBNSxxBEO3xIzGrxk085tK4CJ6GGQ3EgwdBhFxERVeF3WWp6alZG3u6h+7qkGXYP5NL/ooXD4oEcvKv2Lvuwa8HBY/3qrqrXlYp6ShJ/kczs3PzHz4ufGosLi1/Xml++XrmjLcC28IoYy8ycKikxjZJUnhRWYQyU3ieXe2N/fNfaJ00+pSGFfZKGGhZSAEUpH5zp0v4m5yoTy1oV6Dlh56czJHve2sqjE+gwIEHm7t4v80PTI6K7ynwDt2o32wlcTIBf0vSKWmxKY76zbtuboQvUZNQ4FwnTSrq1WBJCoWjRjc8W4G4ggF2AtVQouvVkytHfD0oOS+MDaWJT9TnEzWUzg3LLHSWQJfutTcW3/M6nortXi115Qm1ePqo8IqT4ePIeC4tClLDQEBYGXbl4hIsCArBNkII6euT35KzzTjdijePv7d2d6ZxLLBvbI1tsJT9YLvsJztibSbYH3bNbtld9De6ie6jf0+tM9F0ZpW9QPTwCGFwpb4=</latexit>

Legal Basis.Legal Obligation
<latexit sha1_base64="/A2QMQyn4gWZMkKWPLqXvrqA6Hc=">AAACDnicbVC7SgNBFJ2NrxhfUUubwRCwCrtR0MIiaGMhGME8IFnC7OQmGTL7YOauGJZ8gY2/YmOhiK21nX/jJNlCEw8MHM45lzv3eJEUGm3728osLa+srmXXcxubW9s7+d29ug5jxaHGQxmqpsc0SBFADQVKaEYKmO9JaHjDy4nfuAelRRjc4SgC12f9QPQEZ2ikTr7YRnhAzZNr6DNJL5gWujTjN54U/Wls3MkX7JI9BV0kTkoKJEW1k/9qd0Me+xAgl0zrlmNH6CZMoeASxrl2rCFifMj60DI0YD5oN5meM6ZFo3RpL1TmBUin6u+JhPlaj3zPJH2GAz3vTcT/vFaMvTM3EUEUIwR8tqgXS4ohnXRDu0IBRzkyhHElzF8pHzDFOJoGc6YEZ/7kRVIvl5zjUvn2pFA5T+vIkgNySI6IQ05JhVyRKqkRTh7JM3klb9aT9WK9Wx+zaMZKZ/bJH1ifP0kJnDw=</latexit>

Legal Basis.Legitimate Interest
<latexit sha1_base64="j2TBApJqdRsGQuEQjXWRQvh/ceY=">AAACEXicbZC7SgNBFIZn4y3GW9TSZjAIqcJuFLSwCNooWEQwF0hCmJ2cJENmZ5eZs2JY8go2voqNhSK2dna+jZNLoYk/DHz85xzOnN+PpDDout9Oaml5ZXUtvZ7Z2Nza3snu7lVNGGsOFR7KUNd9ZkAKBRUUKKEeaWCBL6HmDy7H9do9aCNCdYfDCFoB6ynRFZyhtdrZfBPhAQ1PbqDHJL1gRpiCZYEiYAj0WiFoMDhqZ3NuwZ2ILoI3gxyZqdzOfjU7IY8DUMglM6bhuRG2EqZRcAmjTDM2EDE+YD1oWFQsANNKJheN6JF1OrQbavsU0on7eyJhgTHDwLed9pt9M18bm//VGjF2z1qJUFGMoPh0UTeWFEM6jod2hAaOcmiBcW1T4JT3mWbcxmAyNgRv/uRFqBYL3nGheHuSK53P4kiTA3JI8sQjp6RErkiZVAgnj+SZvJI358l5cd6dj2lrypnN7JM/cj5/AAaBncA=</latexit>

Legal Basis.Vital Interest
<latexit sha1_base64="gVIcRyb4MNzpHZr14jlWJSUf3kw=">AAACDHicbVC7SgNBFJ31GeMramkzGASrsBsFLSyCNgoWEcwDkhBmJ3eTIbOzy8xdMSz5ABt/xcZCEVs/wM6/cfIoNPHAwOGcc7lzjx9LYdB1v52FxaXlldXMWnZ9Y3NrO7ezWzVRojlUeCQjXfeZASkUVFCghHqsgYW+hJrfvxz5tXvQRkTqDgcxtELWVSIQnKGV2rl8E+EBDU9voMskvWBGmEJVoOXXCkGDwaFNuQV3DDpPvCnJkynK7dxXsxPxJASFXDJjGp4bYytlGgWXMMw2EwMx433WhYalioVgWun4mCE9tEqHBpG2TyEdq78nUhYaMwh9mwwZ9sysNxL/8xoJBmetVKg4QVB8sihIJMWIjpqhHaGBoxxYwrgW9q+U95hm3NZgsrYEb/bkeVItFrzjQvH2JF86n9aRIfvkgBwRj5ySErkiZVIhnDySZ/JK3pwn58V5dz4m0QVnOrNH/sD5/AH0YpuJ</latexit>

Legal Basis.Consent
<latexit sha1_base64="jnCsXq3xHMw8DZz+PmjdSHIrfOk=">AAACBXicbVC7SgNBFJ2NrxhfUUstBoNgFXajoIVFMI2FRQTzgCSE2clNMmR2dpm5K4YljY2/YmOhiK3/YOffOHkUmnhg4HDOPdy5x4+kMOi6305qaXlldS29ntnY3Nreye7uVU0Yaw4VHspQ131mQAoFFRQooR5pYIEvoeYPSmO/dg/aiFDd4TCCVsB6SnQFZ2ildvawifCAhic30GOSXjEjTL4UKgMKR+1szs27E9BF4s1IjsxQbme/mp2Qx4ENc8mMaXhuhK2EaRRcwijTjA1EjA9YDxqWKhaAaSWTK0b02Cod2g21fQrpRP2dSFhgzDDw7WTAsG/mvbH4n9eIsXvRSoSKYgTFp4u6saQY0nEltCM0cJRDSxjXwv6V8j7TjKMtLmNL8OZPXiTVQt47zRduz3LFy1kdaXJAjsgJ8cg5KZJrUiYVwskjeSav5M15cl6cd+djOppyZpl98gfO5w+1hZiv</latexit>

Legal Basis.Public Function
<latexit sha1_base64="X7eDV6Le8ZFvdmR3TBzf0ImmALc=">AAACDXicbVC7SgNBFJ2NrxhfUUubwShYhd0oaGERFMTCIoJ5QBLC7OQmGTI7u8zcFcOSH7DxV2wsFLG1t/NvnDwKTTwwcDjnXO7c40dSGHTdbye1sLi0vJJezaytb2xuZbd3KiaMNYcyD2Woaz4zIIWCMgqUUIs0sMCXUPX7lyO/eg/aiFDd4SCCZsC6SnQEZ2ilVvaggfCAhic30GWSXjAjTL4U+1JwehUrPkoNW9mcm3fHoPPEm5IcmaLUyn412iGPA1DIJTOm7rkRNhOmUXAJw0wjNhAx3mddqFuqWACmmYyvGdJDq7RpJ9T2KaRj9fdEwgJjBoFvkwHDnpn1RuJ/Xj3GzlkzESqKERSfLOrEkmJIR9XQttDAUQ4sYVwL+1fKe0wzjrbAjC3Bmz15nlQKee84X7g9yRXPp3WkyR7ZJ0fEI6ekSK5JiZQJJ4/kmbySN+fJeXHenY9JNOVMZ3bJHzifP6rBm+o=</latexit>

Legal Basis.Contract.To Enter Contract
<latexit sha1_base64="XoT1UBmUFYmGAPJRahIPUnqvR1A=">AAACGHicbVA9SwNBEN3zM8avqKXNYhCszrsoaGERDIKFRQSjQhLC3mYSl+ztHrtzYjjyM2z8KzYWitim89+4iRH8ejDweG+GmXlRIoXFIHj3pqZnZufmcwv5xaXlldXC2vql1anhUONaanMdMQtSKKihQAnXiQEWRxKuol5l5F/dgrFCqwvsJ9CMWVeJjuAMndQq7DYQ7tDy7Ay6TNJjZoX1K1qhYRz9C01PFIKhX8qgVSgGfjAG/UvCCSmSCaqtwrDR1jyNQSGXzNp6GCTYzJhBwSUM8o3UQsJ4j3Wh7qhiMdhmNn5sQLed0qYdbVwppGP1+0TGYmv7ceQ6Y4Y39rc3Ev/z6il2DpuZUEmKoPjnok4qKWo6Som2hQGOsu8I40a4Wym/YaMEXJZ5F0L4++W/5LLkh3t+6Xy/WD6axJEjm2SL7JCQHJAyOSVVUiOc3JNH8kxevAfvyXv13j5bp7zJzAb5AW/4AdXwoD4=</latexit>

PD Provision Obliged
<latexit sha1_base64="9TTB42rGeSVThUBipdNsYcIiQx0=">AAACBnicbVC7SgNBFJ2NrxhfUUsRBoNgFXajoIVFQAs7I5gHJEuYnb1Jhsw+mLkbDEsqG3/FxkIRW7/Bzr9x8ig08cDA4ZxzuXOPF0uh0ba/rczS8srqWnY9t7G5tb2T392r6ShRHKo8kpFqeEyDFCFUUaCERqyABZ6Eute/Gvv1ASgtovAehzG4AeuGoiM4QyO184cthAfUPK1c04qKBmKcpLeeFF3wR+18wS7aE9BF4sxIgcxQaee/Wn7EkwBC5JJp3XTsGN2UKRRcwijXSjTEjPdZF5qGhiwA7aaTM0b02Cg+7UTKvBDpRP09kbJA62HgmWTAsKfnvbH4n9dMsHPhpiKME4SQTxd1EkkxouNOqC8UcJRDQxhXwvyV8h5TjKNpLmdKcOZPXiS1UtE5LZbuzgrly1kdWXJAjsgJccg5KZMbUiFVwskjeSav5M16sl6sd+tjGs1Ys5l98gfW5w9kg5kN</latexit>

Data Subject Right.Access
<latexit sha1_base64="a57qVR7LgiGVD7g09gitsthgMiI=">AAACC3icbVC7TgJBFJ3FF+Jr1dJmAjGxIrtoooUFRgtLfPBIgJDZ4QIjs4/M3DWSDb2Nv2JjoTG2/oCdf+PwKBQ8ySQn59ybO+d4kRQaHefbSi0sLi2vpFcza+sbm1v29k5Fh7HiUOahDFXNYxqkCKCMAiXUIgXM9yRUvf75yK/eg9IiDG5xEEHTZ91AdARnaKSWnW0gPKDmyQVDRm9i7w440mvR7WH+jHPQetiyc07eGYPOE3dKcmSKUsv+arRDHvsQIJdM67rrRNhMmELBJQwzjVhDxHifdaFuaMB80M1knGVI943Spp1QmRcgHau/NxLmaz3wPTPpM+zpWW8k/ufVY+ycNBMRRDFCwCeHOrGkGNJRMbQtlIkuB4YwroT5K+U9phhHU1/GlODORp4nlULePcwXro5yxdNpHWmyR7LkgLjkmBTJJSmRMuHkkTyTV/JmPVkv1rv1MRlNWdOdXfIH1ucP70Ca9A==</latexit>

Data Subject Right.Rectification
<latexit sha1_base64="eOQZHAztNDP3qWpGUKNOCfejB+8=">AAACEnicbVC7SgNBFJ31GeNr1dJmMAjaLLtR0MIioIVljOYByRJmJ7PJmNkHM3fFsOQbbPwVGwtFbK3s/BsnySKaeGDgcM653LnHiwVXYNtfxtz8wuLScm4lv7q2vrFpbm3XVJRIyqo0EpFseEQxwUNWBQ6CNWLJSOAJVvf65yO/fsek4lF4A4OYuQHphtznlICW2uZhC9g9KJpeECD4OvFuGQVc4d0eWBVNf6LDtlmwLXsMPEucjBRQhnLb/Gx1IpoELAQqiFJNx47BTYkETgUb5luJYjGhfdJlTU1DEjDlpuOThnhfKx3sR1K/EPBY/T2RkkCpQeDpZECgp6a9kfif10zAP3VTHsYJsJBOFvmJwBDhUT+4w6U+Www0IVRy/VdMe0QSCrrFvC7BmT55ltSKlnNkFa+OC6WzrI4c2kV76AA56ASV0CUqoyqi6AE9oRf0ajwaz8ab8T6JzhnZzA76A+PjG877niw=</latexit>

Data Subject Right.Restriction
<latexit sha1_base64="Ki3IUXvv7kXnr2ZjguAu2jE78wo=">AAACEHicbVC7SgNBFJ2Nrxhfq5Y2g0G0CrtR0MIioIVljOYBSQizk5tkzOyDmbtiWPIJNv6KjYUitpZ2/o2TR6GJBwYO55zLnXu8SAqNjvNtpRYWl5ZX0quZtfWNzS17e6eiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9i5FfvQWkRBrc4iKDps24gOoIzNFLLPmwgPKDmySVDRm9i7w440pLo9jBXAo1K8FFw2LKzTs4Zg84Td0qyZIpiy/5qtEMe+xAgl0zruutE2EyYQsElDDONWEPEeJ91oW5owHzQzWR80JAeGKVNO6EyL0A6Vn9PJMzXeuB7Jukz7OlZbyT+59Vj7Jw1ExFEMULAJ4s6saQY0lE7tC2UuV8ODGFcCfNXyntMMY6mw4wpwZ09eZ5U8jn3OJe/PskWzqd1pMke2SdHxCWnpECuSJGUCSeP5Jm8kjfryXqx3q2PSTRlTWd2yR9Ynz9fRJ1q</latexit>

Data Subject Right.Erasure
<latexit sha1_base64="VWtrBQTTJVI08zJjule1ErjtUQ8=">AAACDHicbVDJSgNBFOxxjXGLevTSGARPw4wKevAgqOAxLolCEuRN503S2rPQ/UYMQz7Ai7/ixYMiXv0Ab/6NneXgVtBQVNXj9asgVdKQ5306Y+MTk1PThZni7Nz8wmJpablmkkwLrIpEJfoyAINKxlglSQovU40QBQovgpuDvn9xi9rIJD6nborNCNqxDKUAstJVqdwgvCMj8kMg4GdZcI2C+Klsd8g90mAyjT2b8lxvAP6X+CNSZiNUrkofjVYisghjEgqMqfteSs0cNEmhsFdsZAZTEDfQxrqlMURomvngmB5ft0qLh4m2LyY+UL9P5BAZ040Cm4yAOua31xf/8+oZhbvNXMZpRhiL4aIwU5wS3m+Gt6S2t6uuJSC0tH/logMaBNn+irYE//fJf0lt0/W33M2T7fL+3qiOAltla2yD+WyH7bNjVmFVJtg9e2TP7MV5cJ6cV+dtGB1zRjMr7Aec9y/rr5uD</latexit>

Data Subject Right.Portability
<latexit sha1_base64="i9KqzcDWL+UoogZPs+sgtnKOt70=">AAACEHicbVC7SgNBFJ31GeMramkzGESrsBsFLSwCWljGRx6QhHB3MpuMmX0wc1dclnyCjb9iY6GIraWdf+PkUWjigYHDOfdy5xw3kkKjbX9bc/MLi0vLmZXs6tr6xmZua7uqw1gxXmGhDFXdBc2lCHgFBUpejxQH35W85vbPh37tnistwuAWk4i3fOgGwhMM0Ejt3EET+QNqll4AAr2J3TvOkF6Lbg8L5VAhuEIKTAbtXN4u2CPQWeJMSJ5MUG7nvpqdkMU+D5BJ0Lrh2BG2UlAomOSDbDPWPALWhy5vGBqAz3UrHQUa0H2jdKgXKvMCpCP190YKvtaJ75pJH7Cnp72h+J/XiNE7baUiiGLkARsf8mJJMaTDdmhHKJNfJoYAU8L8lbIeKGBoOsyaEpzpyLOkWiw4R4Xi1XG+dDapI0N2yR45JA45ISVyScqkQhh5JM/klbxZT9aL9W59jEfnrMnODvkD6/MHWm+dZw==</latexit>

Data Subject Right.Object
<latexit sha1_base64="cN5iZIvlym03vSkF00ZpFsWshNY=">AAACC3icbVC7TsMwFHXKq5RXgJHFaoXEFCUFCQaGSjCwUR59SG1UOa7bmjoP2TeIKurOwq+wMIAQKz/Axt/gphmg5UiWjs+5V/Y5XiS4Atv+NnILi0vLK/nVwtr6xuaWub1TV2EsKavRUISy6RHFBA9YDTgI1owkI74nWMMbnk38xj2TiofBLYwi5vqkH/AepwS01DGLbWAPoGhyToDgm9i7YxTwNe8PwLpML+OOWbItOwWeJ05GSihDtWN+tbshjX0WABVEqZZjR+AmRAKngo0L7VixiNAh6bOWpgHxmXKTNMsY72uli3uh1CcAnKq/NxLiKzXyPT3pExioWW8i/ue1YuiduAkPohhYQKcP9WKBIcSTYnCXS51WjDQhVHL9V0wHRBIKur6CLsGZjTxP6mXLObTKV0elymlWRx7toSI6QA46RhV0gaqohih6RM/oFb0ZT8aL8W58TEdzRrazi/7A+PwB9yCa+Q==</latexit>

Data Subject Right.Withdraw Consent
<latexit sha1_base64="m75RNNmknEX5q5kygnm9gaJqqlo=">AAACFXicbVC7SgNBFJ31GeMramkzGAQLCbsqaGEhaGEZH0mEZAl3ZyfJmNnZZeauGpb8hI2/YmOhiK1g5984eRS+DgwczrmHO/cEiRQGXffTmZicmp6Zzc3l5xcWl5YLK6tVE6ea8QqLZayvAjBcCsUrKFDyq0RziALJa0H3eODXbrg2IlaX2Eu4H0FbiZZggFZqFrYbyO/QsOwEEOhFGlxzhvRctDtYqgnshBpu6XGsDFfYbxaKbskdgv4l3pgUyRjlZuGjEcYsjWyYSTCm7rkJ+hloFEzyfr6RGp4A60Kb1y1VEHHjZ8Or+nTTKiFtxdo+hXSofk9kEBnTiwI7GQF2zG9vIP7n1VNsHfiZUEmKXLHRolYqKcZ0UBENhbYlyJ4lwLSwf6WsAxoY2iLztgTv98l/SXWn5O2Wds72ikeH4zpyZJ1skC3ikX1yRE5JmVQII/fkkTyTF+fBeXJenbfR6IQzzqyRH3DevwDyOZ9K</latexit>

Data Subject Right.Complaint.SA
<latexit sha1_base64="OKC6qrCaPfbZB+48/1pVEYfZTYA=">AAACEXicbVA9TwJBEN3Db/xCLW02EhOqyx2aaGGBwcLSL8AECJlbFljZ27vszhnJhb9g41+xsdAYWzs7/40LUqj4kkle3pvJzLwglsKg5306mZnZufmFxaXs8srq2npuY7NqokQzXmGRjPR1AIZLoXgFBUp+HWsOYSB5LeiXR37tlmsjInWFg5g3Q+gq0REM0EqtXKGB/A4NS08AgV4mwQ1nSC9Et4duOQpjCUKhe3k8bOXynuuNQaeJPyF5MsFZK/fRaEcsCblCJsGYuu/F2ExBo2CSD7ONxPAYWB+6vG6pgpCbZjr+aEh3rdKmnUjbUkjH6s+JFEJjBmFgO0PAnvnrjcT/vHqCncNmKlScIFfse1EnkRQjOoqHtoW2AciBJcC0sLdS1gMNDG2IWRuC//flaVItuv6eWzzfz5eOJnEskm2yQwrEJwekRE7JGakQRu7JI3kmL86D8+S8Om/frRlnMrNFfsF5/wJNiZ1H</latexit>

DPO.Contact.Email
<latexit sha1_base64="Rb7y5cYN1w61IfbcV21zQcDtf48=">AAACA3icbVBNS8NAEN3Ur1q/ot70EiyCp5BUQQ8eClXwZgXbCm0om+2mXbrZDbsTsYSCF/+KFw+KePVPePPfuP04aOuDgcd7M8zMCxPONHjet5VbWFxaXsmvFtbWNza37O2dupapIrRGJJfqLsSaciZoDRhwepcoiuOQ00bYr4z8xj1VmklxC4OEBjHuChYxgsFIbXuvBfQBNMkuqtduRQrABNzLGDM+bNtFz/XGcOaJPyVFNEW1bX+1OpKkMRVAONa66XsJBBlWwAinw0Ir1TTBpI+7tGmowDHVQTb+YegcGqXjRFKZEuCM1d8TGY61HsSh6Ywx9PSsNxL/85opRGdBxkSSAhVksihKuQPSGQXidJiiBPjAEEwUM7c6pIeVycHEVjAh+LMvz5N6yfWP3dLNSbF8Po0jj/bRATpCPjpFZXSFqqiGCHpEz+gVvVlP1ov1bn1MWnPWdGYX/YH1+QO9l5eP</latexit>

PD Security
<latexit sha1_base64="diVTljfuZpDW9/6i21XJUEuBNqA=">AAAB/XicbVDJSgNBEO1xjXEbl5uXxiB4CjNR0IOHgB48RjQLJEPo6VSSJj0L3TViHIK/4sWDIl79D2/+jZ1kDpr4oODxXhVV9fxYCo2O820tLC4tr6zm1vLrG5tb2/bObk1HieJQ5ZGMVMNnGqQIoYoCJTRiBSzwJdT9weXYr9+D0iIK73AYgxewXii6gjM0UtvebyE8oOZp5YreAk+UwOGobRecojMBnSduRgokQ6Vtf7U6EU8CCJFLpnXTdWL0UqZQcAmjfCvREDM+YD1oGhqyALSXTq4f0SOjdGg3UqZCpBP190TKAq2HgW86A4Z9PeuNxf+8ZoLdcy8VYZwghHy6qJtIihEdR0E7QgFHOTSEcfO44JT3mWIcTWB5E4I7+/I8qZWK7kmxdHNaKF9kceTIATkkx8QlZ6RMrkmFVAknj+SZvJI368l6sd6tj2nrgpXN7JE/sD5/AMpclWw=</latexit>

Children
<latexit sha1_base64="NGuCZ1L/Oy1Gphpx7Yk6dzflNro=">AAAB+nicbVBNS8NAEN3Ur1q/Uj16CRbBU0mqoAcPhV48VrAf0Jay2UzapZtN2J2oJfanePGgiFd/iTf/jduPg7Y+GHi8N8PMPD8RXKPrflu5tfWNza38dmFnd2//wC4eNnWcKgYNFotYtX2qQXAJDeQooJ0ooJEvoOWPalO/dQ9K81je4TiBXkQHkoecUTRS3y52ER5Rs6w25CJQICd9u+SW3RmcVeItSIksUO/bX90gZmkEEpmgWnc8N8FeRhVyJmBS6KYaEspGdAAdQyWNQPey2ekT59QogRPGypREZ6b+nshopPU48k1nRHGol72p+J/XSTG86mVcJimCZPNFYSocjJ1pDk7AFTAUY0MoU9zc6rAhVZShSatgQvCWX14lzUrZOy9Xbi9K1etFHHlyTE7IGfHIJamSG1InDcLIA3kmr+TNerJerHfrY96asxYzR+QPrM8f8HuUaw==</latexit>

Figure 3.1: Example of a fully annotated PP.

square brackets to delineate the text corresponding to the information types. For example, number 15 in Fig. 3.1

refers to the information type PROCESSING PURPOSES, numbers 20 – 25 refer to different specializations of

LEGAL BASIS, and number 27 refers to DATA SUBJECT RIGHT.ACCESS.
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To deem the example PP in Fig. 3.1 compliant, GDPR requires the presence of multiple mandatory infor-

mation types, including the ones concerning CONTROLLER, i.e., the organization which collects personal

data (GDPR, Art. 13 and Art. 14(f)). In particular, the policy should include the identity (i.e., CON-

TROLLER.IDENTITY) and contact details of the controller (i.e., CONTROLLER.CONTACT). As we see in

Fig. 3.1, these two information types are mentioned respectively in number 1, and numbers 4 ± 6. Checking

the presence of the information types about CONTROLLER is however not sufficient, and verification of other

information types is needed in order to make the final decision as to whether the PP is compliant according to

GDPR.

Legal provisions in GDPR can contain requirements which depend on one another. Consequently, the

presence of certain information types in a PP may necessitate the presence of certain other information types

in the policy. For instance, if a PP states that the legal basis for the processing of personal data is based

on individual consent (i.e., LEGAL BASIS.CONSENT), then the right to withdraw this consent should be

granted in the same policy (i.e., DATA SUBJECT RIGHT.WITHDRAW CONSENT). These information types

correspond to two different GDPR articles, Art. 6.1(a) and Art. 13.2(c), respectively. Information related

to these types can be found by reviewing paragraphs that are usually located in different parts of the PP. In

Fig. 3.1, LEGAL BASIS.CONSENT is mentioned in the text: in accordance with applicable law, based in your

consent [...](number 22), while DATA SUBJECT RIGHT.WITHDRAW CONSENT is mentioned in: the right to

withdraw your consent [...] (number 33). If done manually, this back-and-forth reviewing of the text requires a

considerable amount of effort and time in practice.

Checking the compliance of a given PP according to GDPR is essential for ensuring the compliance of the

privacy-related software requirements induced by the policy. To illustrate, consider our example in Fig. 3.1.

Since the CONTROLLER (i.e., Hikari Bank Ltd ± number 1) is located in Japan, it is likely that the personal data

of the bank’s customers will be transferred outside the Europe. Articles 13.1(a), 13.1(f) and 14.1(f) in GDPR

enforce requirements to ensure the protection of personal data, for example when transferred outside Europe.

The implications of these articles are then two-fold. On one hand, the PP must provide information about the

IDENTITY and CONTACT details of the CONTROLLER REPRESENTATIVE (who has to be located in Europe)

± as shown in numbers 2 and 3, respectively. The policy must also state the legal agreement that is in place

for transferring data to Japan such as the Act on the Protection of Personal Information (APPI) ± provided in

number 16. On the other hand, the software developed to handle such personal data (e.g., the online banking

service) has to comply with Japan’s data protection law. APPI-compliant software should provide a response to

the individuals’ requests in relation with their personal data within two weeks. Otherwise, an individual can sue

the controller. PPs missing, for instance, information types related to the location of the controller (in this case,

Japan) or to the legal agreement used for transferring data (i.e., APPI) fails to comply with GDPR. The missed

information types will remain unknown for a software developer and might lead to developing a non-compliant

system. Consequently, the organization could bear significant fines for violating data-protection rules.

More precisely, a PP can be considered as a form of legally binding requirements specification which

describes some of the properties and functionalities of a system-to-be. Therefore, compliance checking of PPs,

and identifying their information types as a primary step, can be seen as part of a broader solution to ensure

legal compliance in information systems. In the software engineering (SE) literature, there have been attempts

at mapping the text of a PP to the implementation of a given software application, as a method for detecting

GDPR violations [88, 89]. For instance, based on what we argued earlier, the privacy-related requirement about

answering an individual’s request pertaining to their personal data has to be mapped onto some function in the

developed software.
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Similarly, other information types identified in PPs can play a major role in software development. Examples

include PD SECURITY, PD TIME STORED, DATA SUBJECT RIGHT.ERASURE, LEGAL BASIS.CONSENT, and

DATA SUBJECT RIGHT.WITHDRAW CONSENT. In response to PD SECURITY, the controller has to implement

appropriate protection mechanisms during software development (e.g., using encryption) to avoid penalty charges

for information leakage as stated in GDPR. Further, a software system has to automatically delete collected

personal data according to the time limit specified in the PP (PD TIME STORED) or upon an individual’s request

(DATA SUBJECT RIGHT.ERASURE). When the consent of an individual is required for processing personal data

(LEGAL BASIS.CONSENT), a software system has to implement a clear request procedure for consent where the

individual takes an action to provide consent, e.g., by checking an ªI agreeº checkbox. As stipulated by GDPR,

the system would also have to provide individuals with the possibility to withdraw this consent (DATA SUBJECT

RIGHT.WITHDRAW CONSENT). The above examples show the benefits of compliance checking in different

scenarios. Since checking compliance manually is time-consuming and effort-intensive, computer-assisted

support for this task is advantageous.

A naive compliance-checking solution is to automatically find certain information types in a PP through

searching for keywords that are commonly used to express them. Relying merely on keyword search is

problematic due to several reasons. First, there are overlapping keywords among multiple information types. For

example, the keyword ªprotectº can indicate three information types related to security, data protection office, and

safeguards for transferring personal data outside of Europe. Second, some information types cannot be captured

via keywords. For instance, the information type RECIPIENTS (i.e., the parties with which individual personal

data is shared) is usually expressed in the PP as a list of diverse organizations (number 14 in Fig. 3.1). Since each

PP can have a different list of RECIPIENTS, using keyword search is infeasible for identifying this information

type. To illustrate, let us suppose that ªthird partiesº is used as a keyword for identifying RECIPIENTS. Note

that the same keyword can also be used to identify PD ORIGIN.INDIRECT.THIRD-PARTY. Searching for this

keyword will result in missing all occurrences of RECIPIENTS that do not contain the keyword and falsely

identifying some occurrences due to overlapping keywords. In addition to the limitations of keyword search,

the problem of checking compliance raises several other challenges. A particular sentence can discuss one or

more information types which can be described in a hierarchy based on the specializations introduced in GDPR.

In other words, an automated solution should be able to predict multiple (hierarchical) labels (information types)

for a given sentence in the PP. Inter-dependent information types (e.g., CONSENT and WITHDRAW CONSENT ±

discussed earlier) do not always occur consecutively in the PP. This means that successful compliance checking

requires identifying all the related information types accurately.

3.1.2 Contributions

This research makes the following four contributions:

(1) We develop a conceptual model to characterize the content of PPs, as stated in the GDPR provisions.

This conceptual model provides an abstract and yet precise set of information types that one can expect to find in

PPs according to GDPR.

(2) We create a set of compliance criteria that describe when a PP is considered compliant according to

GDPR. For creating these criteria (and also the conceptual model in (1)), we use systematic qualitative methods,

as we further explain in this chapter.

(3) We develop an automated compliance checking approach using AI technologies. Specifically, we devise

an approach based on NLP and ML for automatically identifying the content of a given PP. To do so, we rely
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on the information types in the conceptual model developed in (1) as classification types. Given the identified

information types, we subsequently use the compliance criteria created in (2) to automatically check whether a

given policy meets the information requirements envisaged by GDPR.

(4) We empirically evaluate our approach using a dataset of 234 PPs. These policies collectively contain

19,847 sentences manually assigned (when applicable) to one or more of the information types from our

conceptual model. The large majority (87%) of these assignments have been made by independent, third-party

annotators. We use ≈80% of our dataset for developing our proposed solution and the remaining ≈20% for

evaluation. On our evaluation set, our AI-based approach yields an average precision of 92.1% and recall of

95.3% in automatically identifying information types. Our compliance checking yields an average precision of

92.9% and an average recall of 89.8%. Compared to a baseline that uses keyword search, our approach leads to

an overall average improvement of 24.5% in precision and 38% in recall when checking the compliance of PPs.

3.2 Research Questions

The chapter investigates the following six research questions (RQs):

RQ1: What are the information types required for checking the compliance of a PP according to GDPR?

We answer RQ1 by building a conceptual model that specifies GDPR’s information requirements for PPs. Our

conceptual model, comprised of 56 information types, was developed in close collaboration with subject-matter

experts. The concepts in this model are described in a glossary and are further traceable to the articles of GDPR.

RQ2: What are the criteria for checking whether a PP is compliant according to GDPR? Drawing on our

conceptual model, to answer RQ2, we define a set of 23 criteria specifying what in a PP should be checked for

compliance against GDPR. Violating any of these criteria might lead to non-compliance.

RQ3: How can PPs be automatically checked for compliance against GDPR? To answer RQ3, we use a

combination of NLP and ML methods based on word embeddings and semantic similarity to develop an AI-based

approach. Our approach identifies the different information types (from our conceptual model in RQ1) that are

present in a PP and then checks these information types against the compliance criteria (derived in RQ2) using

automated conditional expressions.

RQ4: How accurate is our proposed approach in identifying GDPR-relevant information types in PPs? RQ4

examines the accuracy of our information types identification approach. As we discuss in Section 3.6, we achieve

an average precision of 92.1% and average recall of 95.3% on an evaluation set made up of 48 unseen PPs.

RQ5: How accurate is our approach in checking the compliance of PPs? In RQ5, we investigate the accuracy

of our automated approach in checking the compliance of PPs according to the provisions of GDPR. Over the

evaluation set, our approach successfully finds 300 out of 334 violations of the compliance criteria, while raising

false alarms (false positives) in 23 cases. Our approach has thus a precision of 92.9% and a recall of 89.8%.

RQ6: Is our approach worthwhile compared to a simpler solution? In RQ6, we compare our AI-based

approach to a baseline that uses only keyword search. Compared to this baseline and over our evaluation set,

using AI-technologies improves the information types identification by an average precision of 26.9% and

average recall of 5.2%. Our approach significantly improves the overall compliance checking of PPs by an

average precision of 24.5% and average recall of 38%.

This chapter extends an existing work by Torre et al. [90] by providing a much more extensive empirical

investigation in terms of the research questions, PPs used for evaluation, and information types covered by

these policies. In particular, (1) we provide, through a concrete and detailed example, different scenarios where

automated compliance checking turned out to be useful to a diverse group of people including lawyers and
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software engineers; (2) we include two more research questions: RQ2 for addressing the qualitative methods

leading to the derivation of compliance criteria and RQ6 for comparing our approach to a simple, intuitive

baseline; (3) we apply our AI-based approach for identifying all the 56 information types in a given PP instead

of only 20; and (4) we improve our validation method to empirically evaluate our approach on 48 unseen PPs

(≈20% of the entire dataset), instead of only 24.

3.3 A Conceptual Model of Privacy-Policy Information Types (RQ1)

In this section, we present the following artifacts to answer RQ1: (1) a conceptual model specifying, in a

comprehensive manner, the information types pertinent to GDPR PPs; and (2) a glossary defining all necessary

terms to better understand the conceptual model with traceability to GDPR articles. The artifacts were built

using an iterative and incremental method following three main steps (see Fig. 3.2): (1) reading the articles of

GDPR that address PPs, (2) creating and refining the artifacts, and (3) validating these artifacts

1. Reading the GDPR

2. Creating/Refining

Artifacts3. Validating Artifacts

with Legal Experts

Iterative

Process

Figure 3.2: Iterative process.

with legal experts. The conceptual model (artifact 1)

is shown in Fig. 3.3 and an excerpt of the glossary

(artifact 2) is presented in Table 3.1. The complete

glossary is provided as an online annex [91]. Building

the artifacts took four iterations with each iteration

requiring, on average, one month. We had several

face-to-face and off-line validation sessions with le-

gal experts. The sessions, which lasted between two

and three hours each, collectively added up to ap-

proximately 30 hours. We conducted our validation

sessions with three legal experts, namely (a) a senior

lawyer with more than 30 years of experience in European and international laws; (b) a mid-career lawyer with

more than 10 years of experience in law with a focus on the data protection and financial domains; and (c)

an IT professional with more than 10 years of experience in the legal domain. Each validation session was

attended by at least two legal experts. The discussions continued until the experts in attendance agreed that the

model correctly reflected their interpretation of GDPR. We observed that the differing viewpoints and thus the

deliberations between the legal experts centered primarily around the specializations in the conceptual model

(e.g., the sub-information types of LEGAL BASIS.CONTRACT) and about how different information types should

be inter-related (e.g., how PD ORIGIN.INDIRECT is related to PD CATEGORY.TYPE).

Initially, as suggested by our collaborating legal experts from Linklaters, we analyzed Art(icles) 13 and 14

of GDPR, i.e., the main GDPR articles targeting PPs. From these two articles, we extracted important concepts

to create the information types and the dependencies between them. Art. 13 focuses on personal data collected

directly from data subjects (e.g., filling an online form or an interview), whereas Art. 14 focuses on personal

data obtained indirectly from data subjects (e.g., obtained from a public website or public list). We observe that

Art. 13.2(e) ªwhether the provision of personal data is a statutory or contractual requirement, or a requirement

necessary to enter into a contract, as well as whether the data subject is obliged to provide the personal data

and of the possible consequences of failure to provide such dataº is related to the direct collection of personal

data, while Art. 14.2(f) ªfrom which source the personal data originate, and if applicable, whether it came from

publicly accessible sourcesº deals with indirect collection. These observations were considered while building

the two artifacts discussed above. Starting from Art. 13 and 14, as per the recommendation of legal experts, we
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Table 3.1: Glossary excerpt.

Information Types (Reference1) Description

CONTROLLER (Art. 13/14(f)) A natural or legal person, public authority, agency or any other body which, alone
or jointly with others, determines the purposes and means of the processing of
personal data where the purposes and means of such processing are determined
by national or EU laws or regulations, the controller or the specific criteria for
its nomination may be provided by national or EU law.

IDENTITY (Art. 13/14(f)) The legal name of the company/organization.

CONTACT (Art. 13/14(f)) The method(s) with which the company/organization can be contacted.

CONTROLLER

REPRESENTATIVE

(Art. 13/14(f))

A natural or legal person established in the Union who is designated by the
controller.

DATA PROTECTION

OFFICER (DPO)
(Art. 13/14(f))

The one who is responsible for overseeing data protection strategy and imple-
mentation to ensure compliance with GDPR requirements.

PROCESSING (Art. 13/14(f)) Any operation performed on personal data, whether or not by automated means,
including collection, recording, organization, structuring, storage, adaptation or
alteration, retrieval, consultation, use, disclosure by transmission, dissemination
or otherwise making available, alignment or combination, restriction, erasure or
destruction.

PERSONAL DATA (PD)
(Art.5(f))

Any information related to an identified or identifiable natural person.

PROVISION (Art. 14(f)) The action of providing something (i.e., personal data) for use (i.e., to be
processed).

PD ORIGIN (Art. 14.2(f)) From which source the personal data originates (i.e., direct or indirect), and if
applicable, whether it came from a publicly and/or third-party and/or cookie
sources.

INDIRECT (Art. 14) When the personal data are not obtained from the data subject.

THIRD PARTY (Art. 14) When the personal data are obtained from organisations external to the data
controller.

PUBLICLY (Art. 14) When the personal data are obtained from public sources (i.e., from a public
website).

PROFILING (Art. 4(f)) To analyze or predict aspects concerning a natural person’s performance at work.

1 GDPR-related articles

also examined Art. 6, 9, 21, 37, 46, 47, 49, 55, and 56 by doing a snowball sampling from the cross-references

in Art 13 and 14.

Fig. 3.4 illustrates an excerpt of Art. 13 from which we have inferred the hierarchical representation of

four information types: CONTROLLER, CONTROLLER REPRESENTATIVE, and their descendants IDENTITY

and CONTACT. These information types refer to four distinct concepts: (1) the identity of the data controller

(CONTROLLER.IDENTITY), (2) the contact details of the data controller (CONTROLLER.CONTACT), (3) the

identity of the data controller’s representative (CONTROLLER REPRESENTATIVE.IDENTITY), and (4) the contact

details of the data controller’s representative (CONTROLLER REPRESENTATIVE.CONTACT). The information

types IDENTITY and CONTACT were ultimately specialized with the inclusion of other sub-information types.

The former, with LEGAL NAME and REGISTER NUMBER information types and the latter with EMAIL, LEGAL

ADDRESS and PHONE NUMBER. Our conceptual model (depicted in Fig. 3.3) is organized into three hierarchical

levels: level-1, shaded yellow, level-2, shaded grey, and level-3, shaded white. The colors were introduced to
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Figure 3.3: Conceptual model of PP information types.

make the model more readable to annotators and legal experts. As presented in Fig. 3.5, the methodology we

used for identifying the information types from GDPR and building the conceptual model involved three types

of coding: in-vivo coding, hypothesis coding and subcoding [92].

Figure 3.4: Example of coding in the context of GDPR.

1. In-vivo coding: we use this type of coding to identify the core concepts in GDPR and create an initial set

of codes. In-vivo coding emphasizes the actual words in the text ± in our case the text of GDPR ± in order to

create codes. The in-vivo approach allowed us to derive the names of the information types directly from the text

of GDPR (i.e., the meta documents). Those information types are then used to characterize GDPR-related text

found in PPs. An information type, representing a code, is a short phrase that symbolically assigns a summative,

salient, essence-capturing, and/or evocative attribute to a particular text in a given PP [92]. For example, the

information type CONTROLLER in Fig. 3.4 refers to the text in a given PP that discusses a natural or legal person,

public authority, agency or any other body which, alone or jointly with others, determines the purposes and

means of personal data processing (see Art. 13.1(a) of GDPR).

2. Hypothesis coding: this type of coding refers to the application of a predetermined set of codes to

qualitative data in order to assess researcher-generated hypotheses. The codes are developed from a prediction ±

in our case, the initial set of codes identified from GDPR with in-vivo coding ± about what one would find in

the actual data ± in our case, PPs ± before the data was collected and analyzed. Usually, the application of this

coding methodology can range from simple frequency counts to more complex multivariate analyses. In our

context, we are interested in the presence or absence of information types in a given PP in order to check its

compliance against GDPR. In particular, with the help of legal experts, we manually applied this initial set of

codes (obtained with in-vivo coding) via hypothesis coding over 30 PPs (a subset of our training set) in order to

ensure that our in-vivo codes are sufficient and at the right level of abstraction.
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Figure 3.5: Coding methodology.

While applying hypothesis coding to the PPs, for each information

type, we collected the keywords that made us decide to associate a given

sentence with a specific information type. For example, the combina-

tion of keywords "right to access" was extracted from sentence number

27 of Fig. 3.1 and included in the list of of keywords associated with

DATA SUBJECT RIGHTS.ACCESS. At the end of hypothesis coding,

we obtained a list of keywords for each information type as shown in

Fig. 3.3.

3. Subcoding: in addition to hypothesis coding, we also use sub-

coding, which refers to sub-codes as a second-order tag assigned after

a primary code, in order to enrich our information types in terms of

specificity. For example, in Fig. 3.3, the information type PD ORI-

GIN (in yellow) is specialized into two sub-information types: DIRECT

and INDIRECT (in gray). Then, INDIRECT is further specialized into:

THIRD-PARTY, PUBLICLY and COOKIE (in white). The use of subcod-

ing ultimately contributed to the final set of codes represented by the

conceptual model of Fig. 3.3.

Based on our interpretation and understanding of GDPR articles, we

created an initial version of the information types conceptual model along

with their definitions. We kept track of GDPR articles to ensure traceability in our glossary (artifact 2). Table 3.1

presents an excerpt of our glossary.

These (interim) artifacts were then presented to legal experts for feedback. In addition to pointing out

issues and omissions, the experts were encouraged to bring to our attention any GDPR article or external

documentation/information needed to be considered in the context of PPs. The feedback obtained from legal

experts was, by large, concerned with information that was not explicitly included in GDPR (e.g., the European

Working Party [93]). For example, Art. 13.1(f) states that ªthe controller intends to transfer personal data

to a third country or international organization and the existence or absence of an adequacy decision by the

Commission, or [...] appropriate or suitable safeguards [...]º. This article is addressed in Fig. 3.3 by the

information type TRANSFER OUTSIDE EUROPE.ADEQUACY DECISION. In response to the legal experts’

feedback and by following the external source1 recommended by them, we created the sub-information types of

ADEQUACY DECISION that are not discussed in GDPR. In particular, three sub-information types were added

to the conceptual model in Fig. 3.3, namely, TERRITORY, SECTOR, and COUNTRY. These information types

refer to the adequacy decisions between the EU and a territory (e.g., Andorra, the Bailiwick of Jersey, etc.),

specific sectors (e.g., the commercial organizations from Canada, Argentina, etc.), and a country (i.e., Japan,

New Zealand, etc.), respectively. In the same manner, we used another external source2 to create the level-3

sub-information type EU MODEL CLAUSES.

Once the conceptual model converged to a stable state, we put together a general report including the

conceptual model and the glossary table. The conceptual modeling step terminated when the general report was

approved by legal experts. The final version of the conceptual model, with a total of 56 information types (see

Fig. 3.3), along with a complete glossary table of 60 entries, are provided in an online annex [91].

1EU Adequacy Decisions ± https://bit.ly/38ciwPU (January 2021)
2EU Standard Contractual Clauses ± https://bit.ly/3nd6JFt (January 2021)

20



3.4. CRITERIA FOR COMPLIANCE CHECKING OF PPS (RQ2)

3.4 Criteria for Compliance Checking of PPs (RQ2)

In this section, we answer RQ2 by presenting the criteria we use to check the compliance of PPs according to

GDPR. In particular, we discuss our method for creating a set of 23 criteria for checking the compliance of PPs

by analyzing GDPR articles. In order to identify these criteria, we used an iterative three-step method similar

to the one we used to create the other two artifacts mentioned in Section 3.3 (see Fig.3.2). We obtained the

final set of compliance criteria in six iterations, with each iteration requiring, on average, 15 days. During this

process, we combined bi-weekly face-to-face validation sessions and off-line interactions with legal experts.

The face-to-face sessions, which lasted between 2 to 3 hours each, collectively added up to approximately 15

hours, plus an additional five hours for off-line interactions.

3.4.1 Transforming GDPR Articles into Criteria

The complete set of criteria discussed in this section uses the information types identified in the conceptual

model of Fig. 3.3. We note that some information types are inter-dependent, meaning that the presence of an

information type requires the presence of another information type. For example, if a PP requires individuals to

provide consent for collecting their personal data, then the policy shall also allow individuals to withdraw their

consent, i.e., LEGAL BASIS.CONSENT and DATA SUBJECT RIGHT.WITHDRAW CONSENT are inter-dependent.

Most of the criteria were extracted from the same GDPR articles from which the information types were also

identified (see the external online annex [91] for criteria traceability to the GDPR articles). Based on our

interpretation and understanding of these GDPR articles, we identified an initial set of criteria that we formulated

as pseudo-code. Each pseudo-code statement is composed of two main parts: 1) a precondition (if any) about

the identification of one or more information types in a PP or other GDPR-related conditions proposed by the

legal experts, and 2) a postcondition asserting the identification of one or more information types (different from

the one(s) in the precondition) in a PP. We use the following template [precondition], <postcondition> and show

below examples of criteria written in pseudo-code; these are derived from the excerpt of Art. 13.1(a) shown in

Fig. 3.4:

C1 [ ], <CONTROLLER.IDENTITY.{REGISTER NUMBER or LEGAL NAME} must be identified>.

C2 [ ], <CONTACT.{EMAIL or PHONE or LEGAL ADDRESS} must be identified>.

C3 [if CONTROLLER is located outside of Europe], <then CONTROLLER REPRESENTATIVE.IDENTITY.

{REGISTER NUMBER or LEGAL NAME} must be identified>.

C4 [if CONTROLLER is located outside of Europe], <then CONTROLLER REPRESENTATIVE.CONTACT.

{EMAIL or PHONE or LEGAL ADDRESS} must be identified>.

In this step, we transform the text of the relevant GDPR provisions into compliance criteria. For exam-

ple, considering Fig. 3.4, the word shall is translated into a mandatory requirement for including the CON-

TROLLER.IDENTITY (C1) and CONTROLLER.CONTACT details (C2). On the other hand, the combination of the

words where and applicable suggests that a given criterion should be enforced only if certain precondition(s) are

met: the CONTROLLER REPRESENTATIVE.IDENTITY (C3) and CONTROLLER REPRESENTATIVE.CONTACT

(C4) need to be checked only if the CONTROLLER is located outside of Europe.

While defining the criteria from the GDPR articles, we realized that some of them should not always be

checked. Articles 13.1(a,e,f), 13.2(e), 14.1(a,d,e,f), and 14.2(f) are GDPR articles that apply to PPs only in
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specific situations. After reviewing these articles with legal experts, they asked us to create a questionnaire that

would help them specify, under various situations, the exact content of a given PP for compliance checking. The

person who should ideally provide answers to the questionnaire should have expertise in the legal domain as

well as extensive knowledge about the company for which the PP analysis is being performed. For example,

to determine whether C3 and C4 above should be checked, it is important to know beforehand from the

questionnaire that the CONTROLLER is located outside Europe.

The questionnaire contains a set of critical questions whose answers depend on context and are often left

tacit in PPs. Nevertheless, these answers carry important implications on what needs to be explicitly covered

when checking the compliance. The questionnaire includes the following six questions:

Q1 Who is the CONTROLLER in charge of data processing? Write name.

Q2 Do you plan to transfer the collected personal data outside Europe? Yes/No.

Q3 Will there be other recipients of the collected personal data besides you? Yes/No.

Q4 What is the core of your activities?

□ The processing of personal data is carried out by a public authority or body (except for courts acting in

their judicial capacity).

□ The processing of operations which, by nature, scope and/or purposes, require regular and systematic

monitoring of data subjects on a large scale.

□ The processing, on a large scale, of personal data relating to sensitive categories (e.g., racial or ethnic

origin, political opinions, or religious or philosophical beliefs) or to criminal convictions and offenses.

Q5 Where will the activities carried out by your organization take place?

# Inside Europe

# Outside Europe ± if selected, then write the name of CONTROLLER REPRESENTATIVE : . . . . . . . . .

Q6 How will the personal data of the data subject be collected?

# DIRECT # INDIRECT # Both

Question Q1 is not intended to trigger the checking of any criterion. This first question is used to facilitate

the identification of the information type CONTROLLER.IDENTITY.

The main objective of the remaining questions is to determine whether some context-related criteria should be

checked. In particular, each of the other five questions (Q2-Q6) triggers the search for one or more information

types. This leads to checking some specific criteria. A positive answer to question Q2 triggers the verification

of criteria C10 ± C14. If the answer to Q3 is yes, then criterion C19 is verified. Similarly, Q4 will trigger the

verification of criterion C23, if any of the optional answers to this question is checked. The answer to question

Q5 activates the verification of criteria C3 and C4, if the activities carried out by the CONTROLLER take place

outside Europe. Finally, answering Q6 as ªDIRECTº activates checking criterion C22; ªINDIRECTº activates

checking criteria C15 ± C18; and ªBothº requires checking all the above criteria (i.e., C15 ± 18 and C22). The

remaining criteria (C1, C2, C5 ± C9, C20 and C21) are always verified because they refer to information types

that, according to GDPR, must be present in every PP.
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At the end of the first step, we created a table with all the information about the criteria set, including an

identifier (ID) for each criterion (first column), preconditions (middle column) and postconditions (last column),

as shown in Table 3.2. Since C1, C2, C5, C20 and C21 are not triggered by any preconditions, they always need

to be checked. The rest of the criteria are triggered by some precondition related to answers to questions Q2 ±

Q6 (referred to as A2 ± A6) from the questionnaire or the presence of some information in the PP.

Table 3.2 presents criteria that should be satisfied according to GDPR (ID highlighted in orange) and may

lead to a warning, and other criteria that must always be satisfied (ID highlighted in red) and may lead to a

violation. We further discuss the difference between warnings and violations in the next subsection.

3.4.2 Evaluating the Criteria with Legal Experts

To facilitate the validation of the criteria presented in Table 3.2 with legal experts, we decided to capture them

as activity diagrams, following the observation by Soltana et al. [94] that legal experts can understand activity

diagrams with relative ease given some basic training. With the help of legal experts, we created a final set of 23

criteria to capture the mechanisms necessary to check the compliance of PPs according to GDPR. Among the 16

criteria shown in Fig. 3.6, C3, C4, C15, C17, C19, and C23 depend on the answers to the questionnaire. Fig. 3.6

and Fig. 3.7 show the 23 criteria to check the compliance of a PP with respect to the information types of the

conceptual model presented earlier. Fig. 3.6 contains every possible violation in PPs and Fig. 3.7 all the possible

warnings.

The compliance criteria in Fig. 3.6 and Fig. 3.7 use in general three shapes to represent different types of

actions or steps in a process: (1) a circle represents the start and endpoint, (2) a diamond indicates a decision,

and (3) a rectangle stands for an action representing that (3.1) an information type was correctly identified or

not needed in a PP (in green), (3.2) a mandatory information type was entirely missing in a PP (referred to as

violation ± highlighted in red), and (3.3) an information type was only partially identified or, in other words, an

information type was identified but some related information is missing (referred to as warning ± highlighted

in orange). An non-compliance issue is raised when a criterion returns a violation or warning. A violation

corresponds to a direct breach of GDPR, whereas a warning leads to further assessment by the legal expert to

finally decide whether there is a breach of GDPR.

Below, we illustrate two criteria, C15 and C16, derived from Art. 14.2(f) of the GDPR (see Fig. 3.6 and

Fig. 3.7). These criteria check the compliance of a PP with respect to the information type PD ORIGIN.INDIRECT.

C15 is meant for identifying a violation:

(1) If the answer to Q6 is INDIRECT or Both (recall the questionnaire presented in Section 3.4.1), then go to

(2); otherwise PD ORIGIN.INDIRECT is not needed.

(2) If the indirect origin of the personal data is mentioned, then PD ORIGIN.INDIRECT is identified; otherwise

PD ORIGIN.INDIRECT is missing ± Violation.
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Table 3.2: Compliance criteria according to GDPR.

ID
Criteria

Precondition1 Postcondition2

C1 - CONTROLLER.IDENTITY

C2 - CONTROLLER.CONTACT.{LEGAL ADDRESS, EMAIL, or

PHONE NUMBER}

C3 A5 is a country outside the EU CONTROLLER REPRESENTATIVE.IDENTITY

C4 A5 is a country outside the EU CONTROLLER REPRESENTATIVE .CONTACT.{LEGAL AD-
DRESS, EMAIL, or PHONE NUMBER}

C5 - DATA SUBJECT RIGHT.{ACCESS, COMPLAINT, RECTIFI-
CATION, and RESTRICTION}

C6 DATA SUBJECT RIGHT.COMPLAINT DATA SUBJECT RIGHT.COMPLAINT.SA

C7 LEGAL BASIS.CONTRACT DATA SUBJECT RIGHT.PORTABILITY

C8 LEGAL BASIS .{LEGITIMATE INTEREST

or PUBLIC FUNCTION}
DATA SUBJECT RIGHT.OBJECT

C9 LEGAL BASIS.CONSENT DATA SUBJECT RIGHT.{ERASURE, OBJECT, PORTABILITY,
and WITHDRAW CONSENT}

C10 A2 is Yes TRANSFER OUTSIDE EUROPE

C11 TRANSFER OUTSIDE EUROPE TRANSFER OUTSIDE EUROPE.{ADEQUACY DECISION,
SAFEGUARDS, or SPECIFIC DEROGATION}

C12 TRANSFER OUTSIDE EUROPE

.ADEQUACY DECISION

TRANSFER OUTSIDE EUROPE.ADEQUACY DECISION

.{COUNTRY, SECTOR, or TERRITORY}

C13 TRANSFER OUTSIDE EUROPE

.SAFEGUARDS

TRANSFER OUTSIDE EUROPE.SAFEGUARDS.{EU MODEL

CLAUSES,
or BINDING CORPORATE RULES}

C14 TRANSFER OUTSIDE EUROPE

.SPECIFIC DEROGATION

TRANSFER OUTSIDE EUROPE.SPECIFIC DEROGA-
TION.UNAMBIGUOUS CONSENT

C15 A6 is INDIRECT or Both PD ORIGIN.INDIRECT

C16 PD ORIGIN.INDIRECT PD ORIGIN.INDIRECT.{THIRD PARTY, or PUBLICLY}

C17 A6 is INDIRECT or Both PD CATEGORY

C18 PD ORIGIN.INDIRECT

.{THIRD PARTY, or PUBLICLY}
PD CATEGORY.TYPE

C19 A3 is Yes RECIPIENTS

C20 - PD TIME STORED

C21 - PROCESSING PURPOSES

C22 A6 is DIRECT or Both and LEGAL BASIS

.{CONTRACT.TO ENTER CONTRACT,
or LEGAL OBLIGATION}

PD PROVISION OBLIGED

C23 At least one answer in Q4 is selected DPO.CONTACT.{LEGAL ADDRESS, EMAIL or PHONE

NUMBER}

1 Includes the answers to Q2 ± Q6 (A2 – A6), or the information types that are present in a PP.
2 Information types that must / should be present.
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Figure 3.6: GDPR compliance criteria represented as activity diagrams (violations).

Criterion C16 is meant for identifying a warning:

(1) If PD ORIGIN.INDIRECT is identified in C15, then go to (2); otherwise PD ORIGIN.INDIRECT is not
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needed.

(2) If the indirect origin of personal data is from a third-party, then PD ORIGIN.INDIRECT.THIRD-PARTY is

identified; otherwise go to (3).

(3) If the indirect origin of personal data is from public sources, then PD ORIGIN.INDIRECT.PUBLICLY is

identified; otherwise PD ORIGIN.INDIRECT is partially identified ± Warning.

Note that C16 in Fig. 3.7 does not refer to COOKIE although COOKIE is a subtype of PD ORIGIN.INDIRECT

in the conceptual model of Fig. 3.3. The above-shown criterion strictly follows GDPR, which does not regulate

cookies. However, our collaborating legal experts suggested the inclusion of COOKIE in our conceptual model

since cookies are often mentioned in PPs and they may become relevant to GDPR in the future.

Figure 3.7: GDPR compliance criteria represented as activity diagrams (warnings).

3.5 Approach (RQ3)

In this section, we address RQ3 and present our AI-based approach for Compliance checking of PPs using

Artificial Intelligence against GDPR (thereafter referred to as CompAι). CompAι does not use deep learning

(DL) architectures (e.g., LSTM [95]), since we do not have enough data for developing such models with enough

accuracy. CompAι, shown in Fig. 3.8, is composed of two main phases.
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Figure 3.8: Overview of the compliance checking approach (CompAι).

Phase A, information types identification, takes as an input a PP, and returns the information types that are

present in this policy as an intermediary output. More precisely, Phase A results in a binary decision for each

information type regarding whether or not it is present in the input PP. Phase B, compliance checking, takes as

an input the identified information types from Phase A and the user input based on the questionnaire (explained

in Section 3.4). Phase B then returns a detailed report about whether the input PP is compliant according to

GDPR. We elaborate these phases next.

3.5.1 Information Types Identification (Phase A)

Phase A uses a combination of NLP and ML to identify the information types that are present in a given

PP. Our information types identification approach aims to solve a hierarchical, multi-label and multi-class

classification problem. The nature of the problem is visible from the conceptual model in Fig. 3.3, where most

level-1 information types are further specialized into sub-information types (level-2 and level-3). Multi-label

classification reflects the fact that a sentence in the PP can discuss one or more information types. Therefore,

our solution can predict one or more potential labels (information types) for each sentence in the input PP. Our

approach considers a sentence as the unit of analysis. A sentence refers to the textual entity that results from

applying the sentence splitting module in the NLP pipeline (Fig. 2.1 in Section 2.2), irrespective of whether the

sentence identified by this module corresponds to a grammatical sentence. The rationale behind using sentences

rather than phrases is that the former are more likely to contain the context necessary for understanding their

meaning [96] and thus lead to more accurate classification results.

Phase A is further composed of seven steps. In the first two steps, the text of the input PP is preprocessed,

generalized and transformed into a mathematical representation (vectors). In steps 3-5, we classify the sentences

of the input PP into one or more information types using three classification methods based on ML, semantic

similarity, and keywords. As we will see, relying on these complementary methods is necessary to overcome
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the complexity of the hierarchical classification problem. In step 6, we combine the results of steps 3, 4, and

5 to predict information types for each sentence in the input PP. In the last step, we refine the results through

post-processing. We explain these steps in detail next.

Step 1: Text Preprocessing and Generalization

In step 1, we apply the categories A, B, and C of the NLP pipeline (Fig. 2.1 in Section 2.2) to parse the input PP

and obtain the sentences. Using the annotations produced by the NLP pipeline, we generalize the text in each

sentence by replacing specific textual entities with more generic ones. Specifically, we replace named entities

(as identified by the named entity recognition module) with their types. For example, the entities ªJapanº and

ªHikari Bank Ltdº in Fig. 3.9 will be replaced with the types location and organization, respectively. Similarly,

we generalize emails, postal addresses, telephone numbers, and websites, e.g., ªinfo@hikari.jpº is replaced

with email. The intuition behind generalization is to normalize the text such that, despite significant diversity

across the PPs used for training (e.g., the mention of different locations), the approach can still learn common

patterns and accurately predict information types. The generalized sentences are further normalized through

lemmatization and stopword removal, e.g., in Fig. 3.9 ªacceptingº becomes ªacceptº and stopwords like ªbyº

are removed.

         accept policy provide personal data define organization represent 

organization address location.                  question concern policy please contact 

post Nihonbashi Honcho location location email email  telephone phone.

Sentence-1

Preprocessed and Generalized Text

Sentence-2

By accepting this policy, you are providing personal data (as defined below) to 

Hikari Bank Ltd, represented by the Holding Bank Services, 16, rue de Gasperich, 

L-5826 Hesperange, Grand Duchy of Luxembourg. If you have questions or 

concerns about this policy, please contact us by post: 20 Nihonbashi Honcho, 

Tokyo 103-8691, Japan; by email: info@hikari.jp; or by telephone: +81 3 36300941.

Original Text

Figure 3.9: Example of text preprocessing and generalization.

Step 2: Vectorization

Step 2 transforms the textual sentences resulting from step 1 into embeddings. To do this, we utilize the

pre-trained word-vector model of 100-dimensional vectors from GloVe [60] (introduced in Section 2.3.1). Using

 [-0.14414, -0.22713, 0.58080, …]100  

Sentence Embedding

Word Embeddings

data      [-0.47099, 0.61577, 0.68969, …   ]100

privacy [0.099115, -0.83856, 0.76247, …  ]100 

policy   [-0.060532, -0.45859, 0.29025, …]100

data privacy policy

Textual Sentence

Figure 3.10: Example of vectorization.

off-the-shelf, pre-trained and context-independent (i.e., one vec-

tor per word regardless of context) word vectors increases the

applicability of our approach by making it directly applicable for

analyzing new document types.

For computing the sentence embedding, we first retrieve the

corresponding embedding for each word in the sentence as given

by the pre-trained model. Then, we average over all the word

embeddings to get a single vector representing the sentence em-

bedding. For example, the embedding of the sentence ªdata PPº

in Fig. 3.10 is the average of the word embeddings in that sen-

tence, such that the first entry in the sentence embedding (i.e.,

-0.14414) corresponds to the average of the first entries in the word embeddings of ªdataº, ªprivacyº, and ªpolicyº

28



3.5. APPROACH (RQ3)

(i.e., -0.47099, 0.099115, and -0.060532), respectively. The objective of the vectorization step is to achieve a

representation for measuring text similarity that is effective and fast to train and test. Driven by this objective,

we use simple averaging of embeddings because doing so has proven to be efficient for generating sentence

embeddings across a broad range of different domains and NLP tasks, including text similarity [71, 73].

Step 3: ML-based Classification

In this step, we attempt to solve the multi-class, multi-label classification problem by transforming it into

multiple binary classification problems (as explained in the background in Section 2.3). To do so, we apply the

pre-trained ML classifiers for predicting the presence of level-1 and level-2 information types in each sentence

of the input PP. We restrict the use of ML to level-1 and level-2 information types because the number of positive

examples we have in our training set for level-3 information types is not sufficient for building accurate ML

classifiers at that level.

Our classifiers are trained on a feature matrix in which each row corresponds to a sentence and the columns

are the 100-dimensional sentence embedding computed in step 2. The prediction class for each classifier

indicates the presence of a level-1 or level-2 information type in the sentence. For example, the sentence: Your

personal data might be disclosed to the tax authorities, or other third parties including legal or financial advisors,

regulatory bodies, auditors and technology providers. (number 14 in Fig. 3.1) is predicted as RECIPIENTS. We

train the classifiers with positive examples representing the sentences that have been annotated with a particular

information type (e.g., DATA SUBJECT RIGHT) and negative examples annotated with any other information type

at the same level (i.e., all but DATA SUBJECT RIGHT). In most of the cases, we obtained imbalanced datasets

with positive examples being under-represented. Inspired by Wang and Manning [97], we use a support-vector

machine (SVM) classifier with its default hyper-parameters for sentence classification. SVM is widely used

for text classification [98]. We address the imbalance problem in our work using under-sampling over negative

examples [34].

Our preliminary experiments suggested that using both SVM for text classification and under-sampling

for handling imbalanced datasets outperformed alternatives, e.g., using Naïve Bayes classifier or minority

over-sampling. Further, as we will discuss in Section 3.6, the high accuracy obtained by our current solution

alleviates the need to empirically examine alternatives.

Step 3 uses one pre-trained binary classifier for each level-1 and level-2 information type in the model

of Fig. 3.3. The classifier predicts for each sentence in the input PP, using its embedding vector as features,

whether it should be labelled with the information type on which the classifier has been trained. For example, the

sentence: the right to request erasure, restriction, portability, and to object to the processing of your personal

data (numbers 29 ± 32 in Fig. 3.1) is predicted by the corresponding binary classifiers as the level-2 information

types DATA SUBJECT RIGHT.{ERASURE, RESTRICTION, PORTABILITY, AND OBJECT}. If an information

type is not predicted by any binary classifier to be present in a sentence, then this information type is deemed as

absent. The resulting classifications are passed on to step 6 (Prediction).

Step 4: Similarity-based Classification

In this step, we classify each sentence of the input PP based on how similar it is to the group of sentences, in

the training set, that are annotated with a certain level-1 or level-2 information type. Restricting the use of this

classification to level-1 and level-2 information types is due to the same reason explained in step 3. Step 4 creates

one group for each level-1 and level-2 information type. Similar to step 3, this step characterizes a sentence
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using the vector representation built in step 2. Since an individual sentence can have multiple information-type

annotations, the same sentence embedding can be part of several groups. Each group is represented by a single

vector which is computed as the average of all sentence embeddings in that group. To predict whether a sentence

(S) should be annotated with a certain information type (t), we compute the cosine similarity between the

sentence embedding (S⃗) and the vector capturing the average embedding of the group of sentences annotated by

t (i.e., t⃗) in the training set.

If the similarity is above a pre-specified threshold (0.9), we predict t to be an information type for S.

The threshold value was empirically obtained by evaluating the accuracy of the prediction using a range of

similarity threshold values between 0.5 and 0.9, with a step of 0.01, on a subset of the PPs in the training set.

Threshold values less than 0.5 are not considered because they fail to capture similarity. To illustrate, consider

our example in Section 3.1 (Fig. 3.1). The cosine similarity between the group of sentences annotated with PD

ORIGIN.INDIRECT (t) and the vector representation (S⃗) of the sentence: information obtained from third parties

including [...] (number 10) is 0.91, while the cosine similarity with S⃗′ of the sentence: Your personal data might

be disclosed to the tax authorities, or other third parties [...] (number 14) is 0.43. As a result, S is classified as t

while S′ is not. The results of this step are passed on to step 6 (Prediction).

Step 5: Keyword-based Classification

In this step, we conduct a keyword search (from a predefined list) over the (textual) sentences in the input

PP. If a sentence S contains one or more of the keywords associated with information type t, then we predict

that S should be annotated with t. For example, the sentence (number 16 in Fig. 3.1): We may also transfer

your personal data to countries outside the European Union (including Japan) on the basis of: European

Commission’s adequacy decisions, certified by the APPI Japan Scheme. will be predicted as TRANSFER

OUTSIDE EUROPE.ADEQUACY DECISION.COUNTRY, since it contains keywords indicating this information

type (highlighted in bold). Another important point in relation to keywords is that, the text generalization

performed in step 1 improves the efficacy of keyword search. For example, number 5 in Fig. 3.1 represents

an email address that is generalized with email. Thus, including email as a keyword enables identifying the

information type CONTACT.EMAIL. We have collected a list of keywords covering all of the information types

in Fig. 3.3. We elaborate in Section 3.6 on how we obtain these keywords. The results of this step are passed on

to the next step (Prediction).

Step 6: Prediction

This step combines the classification results produced based on ML (step 3), semantic similarity (step 4) and

keyword search (step 5) to produce a final recommendation about which information types should be ascribed

to a given sentence. The reason why we use three different classifiers is to overcome the complexity of the

hierarchical multi-class classification problem and hence improve the accuracy of predicting the potential labels

for each sentence in the PP. Each method alone has some limitations. On the one hand, relying only on keyword

search is not sufficient because of the limitations discussed in Section 3.1. ML-based and similarity-based

classifications, on the other hand, are restricted to level-1 and level-2 information types and are further more

accurate for the former since the number of datapoints gets much smaller at level-2. Thus, ensembling the three

classifiers yields accurate predictions as we will show in our empirical evaluation (Section 3.6).

Our strategy for combining the above classification methods is elaborated in Algorithm 1. The algorithm

applies ML-based and similarity-based classifiers for predicting both level-1 and level-2 information types.
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Despite having keywords for all information types, the use of keyword search in our approach is limited. We use

keywords to predict level-3 that is specializing an already-predicted (level-2) information type or to provide

supporting evidence for predicting a level-2 information type in case its level-1 cannot be predicted.

The algorithm starts with an initially empty set of labels (M) ± line 1. A label can be represented as

level-1.level-2.level-3 for specialized information types, e.g., DATA SUBJECT RIGHT.COMPLAINT.SA. A partial

label can also be predicted, e.g., DATA SUBJECT RIGHT.COMPLAINT or CHILDREN, in case the information

type has no specialization or there is no evidence that supports predicting a specialization.

Level-1 and Level-2 Information Types. The algorithm predicts a level-1 information type and its corresponding

level-2 specializations in two cases, Case 1 (lines 4 ± 10) and Case 2 (lines 11 ± 17). Case 1 applies when

some level-1 information type can be predicted; the algorithm then attempts to predict its level-2 type. Case 2

applies when Case 1 fails to predict a level-1 type but there is strong support for predicting its level-2 type. The

rationale behind Case 2 is that when two classifiers jointly predict a level-2 information type (as we elaborate

next), then their predictions should compensate for the absence of a level-1 prediction in Case 1. If Case 2 leads

to a prediction of a certain level-2 information type (e.g., VITAL INTEREST), then this will be considered as an

indirect indication for predicting the level-1 of that information type (e.g., LEGAL BASIS).

Case 1: If a level-1 information type (ℓi) is predicted for the sentence (S) via the (level-1) ML-based

classifier (cf 1) or by the similarity-based classifier (line 4), then ℓi is added toM (Line 5). If the predicted ℓi has

any specialization, the algorithm attempts to further predict its level-2 information type (ℓj). If ℓj is predicted

by the (level-2) ML-based (cf 2) or similarity-based classifiers (line 7), then the annotation ℓi.ℓj is added toM.

Since ℓi has been confirmed earlier, it is sufficient to get ℓj predicted by one classifier (excluding keyword-based

for the reasons mentioned earlier). Regardless of whether or not the algorithm succeeds to predict ℓj , ℓi is still

added toM (line 5). The rationale is that pinpointing the sentence that discusses ℓi helps the legal experts easily

locate ℓj which is expected to appear in the following sentences.

Case 2: If the level-1 information type (ℓi) cannot be directly predicted, the algorithm checks whether its

level-2 (ℓj) can still be predicted. Case 2 requires ℓj to be predicted by two classifiers (line 18). Specifically, the

label ℓi.ℓj is added toM if at least one of the following three pre-conditions is satisfied: ℓj is predicted by the

(level-2) ML-based (cf 2) and similarity-based classifiers (line 13 ± first condition). Alternatively, ℓj is predicted

by either cf 2 or the similarity-based classifier, and ℓj is further predicted by keyword search (line 13 ± second

two conditions). In Case 2, ℓi is automatically added to the set of annotations to get the hierarchical label, since

there is enough evidence to support the prediction of ℓj . To obtain a joint prediction by the three classifiers in

Case 2, we considered all possible combinations as described in the set of rules ± line 13. These rules include

combining the predictions of (i) ML-based with similarity-based, (ii) ML-based with keyword-based, and (iii)

similarity-based with keyword-based.

The level-2 information types CONTROLLER.IDENTITY (CID) and CONTROLLER REPRESENTATIVE.IDENTITY

(CRID) are provided by the user through the questionnaire explained in Section 3.4 (as answers to Q1 and Q5).

If CID (or CRID) occurs in the sentence S, then CONTROLLER.IDENTITY (or CONTROLLER REPRESENTA-

TIVE.IDENTITY) is added toM (lines 19 ± 23).

Level-3 Information Types. Recall that ML-based and similarity-based classifiers are not applicable to level-3

information types due to the lack of positive examples in our training data. Therefore, we use keyword-based

classification only. The algorithm attempts to predict level-3 information types based on any already predicted

level-1.level-2 annotation. Specifically, the algorithm considers all level-3 information types that specialize

some level-2 information type already inM. For each level-2 information type that is predicted, if its level-3 is

predicted by keyword search, then level-3 information type is added toM (line 27).

31



CHAPTER 3. AI-ENABLED AUTOMATION FOR COMPLIANCE CHECKING OF PRIVACY POLICIES

AGAINST GDPR

Algorithm 1 Information types prediction for a sentence S

Require: S⃗: vector representation of S; cf 1, cf 2: binary classifiers trained on level-1 and level-2 information
types for S⃗, respectively; a⃗v(t): average vector for the group of sentences annotated with information
type t; K: set of information types predicted based on keyword search in S; CID, CRID: the values of
CONTROLLER.IDENTITY and CONTROLLER REPRESENTATIVE.IDENTITY, respectively.

Output: M: a set of information types predicted for S
1: M← ∅
2: Let L1 be the set of level-1 information types
3: for ℓi ∈ L1 do

4: if cf 1 predicts ℓi or sim(S⃗, a⃗v(ℓi)) ≥ 0.9 then // Predict level-1 & level-2 (Case 1)

5: Add ℓi toM
6: for ℓj s. t. ℓj is a (level-2) specialization of ℓi do

7: if cf 2 predicts ℓj or sim(S⃗, a⃗v(ℓj)) ≥ 0.9 then

8: Add ℓi.ℓj toM
9: end if

10: end for

11: else // Predict level-1 & level-2 (Case 2)

12: for ℓj s. t. ℓj is a (level-2) specialization of ℓi do

13: if (cf 2 predicts ℓj and sim(S⃗, a⃗v(ℓj)) ≥ 0.9) or

(cf 2 predicts ℓj and ℓj ∈ K) or

(sim(S⃗, a⃗v(ℓj)) ≥ 0.9 and ℓj ∈ K) then

14: Add ℓi.ℓj toM
15: end if

16: end for

17: end if

18: end for

19: if S contains CID then

20: Add CONTROLLER.IDENTITY toM
21: else if S contains CRID then

22: Add CONTROLLER REPRESENTATIVE.IDENTITY toM
23: end if

24: for ℓi.ℓj ∈M do // Predict level-3

25: for ℓq s. t. ℓq is a (level-3) specialization of ℓj do

26: if ℓq ∈ K then

27: Add ℓi.ℓj .ℓq toM
28: end if

29: end for

30: end for

Step 7: Post-processing

In the seventh and final step of our information types identification approach, we refine the results of step 6

by considering the information types predicted for the sentences surrounding a given sentence. The intuition

behind this step is the observation that specializations of certain information types are discussed in consecutive

sentences of PPs. Based on this observation, when a sentence S is predicted as having a specific information

type t, the surrounding context, specifically the preceding and succeeding sentences, can provide a confirmatory

measure about whether t is a reliable prediction for S.

We employ several such context-based heuristics for post-processing DATA SUBJECT RIGHT, TRANSFER

OUTSIDE EUROPE, and LEGAL BASIS, since these types are often discussed in consecutive sentences in the

PP. The heuristic states that if some level-2 information type (ℓj) is predicted for a sentence (S), then we look
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at the n preceding and n succeeding sentences, such that n equals the number of the information types at the

same level of ℓj . The number n accounts for the possibility to discuss the level-2 of an information type each in

a separate sentence. For example, eight sentences before and after a sentence are considered to belong to the

context for the level-2 information type DATA SUBJECT RIGHT.PORTABILITY, where the level-2 information

types of DATA SUBJECT RIGHT can be listed in eight sentences at most.

If none of these surrounding sentences are predicted to discuss an information type relevant to ℓj , then we

remove from the annotations for S the predicted label that includes ℓj . This is because the context around S

lends no support to ℓj being a correct annotation for S. An information type ℓ′j is said to be relevant to ℓj if it

belongs to the same level-1 information type. To illustrate, let S be sentence number 16 in Fig. 3.1. This sentence

can be falsely classified as DATA SUBJECT RIGHT.PORTABILITY, because of the misleading words (ªtransferº,

ªpersonalº, ªdataº). In post-processing, we look at the information types predicted for the eight preceding (i.e., 8

– 15) and eight following sentences (i.e., 17 – 24) to decide if there is enough support to confirm the prediction of

S. If none of the predicted information types in the context is relevant to DATA SUBJECT RIGHT.PORTABILITY,

then we filter out this prediction assuming it is false.

3.5.2 Compliance Checking (Phase B)

Phase B takes as an input: (1) the output of Phase A representing the predicted information types in the input PP,

and (2) the answers of the user to the six questions discussed in Section 3.4. Phase B then returns a detailed

report on compliance analysis as the final output of our overall approach. Fig. 3.11 shows the template of the

report which CompAι generates.

The first part is a preamble including the name of the PP. The second part presents a summary about the

final decision regarding compliance. The third part shows the details of the identified information types under

each compliance criterion. If the information type is not identified in any sentence, the report will show ªNOT

FOUNDº and indicate a violation or warning accordingly. If the information type is not required because the

presence of another information type is sufficient, or if the criterion is not applicable based on the answers to the

questionnaire, then the report will reflect this through the respective statements ªNOT REQUIREDº or ªNOT

APPLICABLEº.

This phase implements the compliance criteria shown in Fig. 3.6 and Fig. 3.7. Using our running example

in Fig. 3.1, the expected answers to the questionnaire are the following. The CONTROLLER.IDENTITY is

Hikari Bank Ltd (Q1), personal data will likely be transferred outside the EU (Q2), there will be recipients

other than the CONTROLLER (Q3), the core activities include processing special categories (Q4), processing

of personal data will take place in Europe (Q5), and finally the personal data will be collected both directly

and indirectly (Q6). The answer to Q5 requires an additional input from the user about the CONTROLLER

REPRESENTATIVE.IDENTITY which is the Holding Bank Services.

Based on the answers given above, all compliance criteria (see Section 3.4) need to be checked in this

step. For example, the criterion C22 states that PD PROVISION OBLIGED should be present in a PP when the

answer to Q6 is either PD ORIGIN.DIRECT or both, and at the same time the legal basis of processing personal

data is either LEGAL BASIS.LEGAL OBLIGATION or LEGAL BASIS.CONTRACT.TO ENTER CONTRACT. A

violation of this criterion raises an non-compliance issue. In our example in Fig. 3.1, both the above-mentioned

information types are found in the PP, in sentences 20 and 25, respectively. As a result, we have to find the

information type PD PROVISION OBLIGED in the same policy; this comes in sentence 26. Had this sentence not

been correctly identified by phase A, either due to inaccurate prediction or because it is actually missing in the
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policy, then this criterion would have been violated. The result of Phase B is a set of detected violations and

warnings for the 23 criteria due to missing information types in the input PP.

[Privacy Policy 

Name]

[compliant/ no compliant]

[sentence]

[sentence]

[sentence]

[sentence]

[No. of Pages]

2

Compliance Checking Report of

This report is generated by the tool CompAI, for checking the compliance of the privacy policy 

“Privacy Policy Name”. CompAI stands for Compliance checking of Privacy Policies using AI.

1

According to GDPR, the tool deems this privacy policy

In the following, we provide the detailed a analysis of the privacy policy as resulted from 

running the tool. The tool identified the presence or absence of different information types

 required by GDPR, as follows.

Informa(on Type (GDPR) Corresponding text in the privacy policy 

CONTROLLER.IDENTITY.LEGAL NAME [sentence] 

CONTROLLER.IDENTITY.REGISTER NUMBER NOT REQUIRED 

 

1) Controller Identity: The identity of the controller must always be specified.

2) Controller Contact: The contact of the controller must always be specified.

Summary

Details

Controller

Page 1 of

The contact of the controller was identified.

The identity of the controller was identified.

Informa(on Type (GDPR) Corresponding text in the privacy policy 

CONTROLLER.CONTACT.EMIAL ADDRESS [sentence] 

CONTROLLER.CONTACT.POSTAL ADDRESS [sentence] 

CONTROLLER.CONTACT.PHONE NUMBER [sentence] 

 

3

Figure 3.11: Template of compliance analysis report.

3.6 Empirical Evaluation

This section presents the empirical evaluation for CompAι.

3.6.1 Implementation and Availability

We have implemented our approach using Java. The implementation has ≈ 7,500 lines of code excluding

comments and third-party libraries. For the basic NLP pipeline, we use the DKPro toolkit [99]. For text

generalization, we use regular expressions available in Java. We transform words into embeddings by utilizing

the publicly available pre-trained word embeddings from GloVe [60]. Noting that our implementation is

Java-based, we perform operations on word embeddings using Deeplearing4j [100]. Our information types

identification approach uses ML-based classification. For classification and handling imbalance in our dataset,

we employ WEKA [101, 102]. For computing similarity between two textual entities in the similarity-based

classification, we use Cosine Similarity [56]. All non-proprietary material related to this tool is available

online [103].
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3.6.2 Data Collection Procedure

Our data collection aimed at collecting and annotating PPs according to the conceptual model of Fig. 3.3.

Specifically, we collected from the fund domain a total of 234 PPs, of which about 60% were provided to us by

Linklaters. For the remaining 40%, we downloaded PPs from companies in the fund registry of Luxembourg,

which has a substantial footprint in fund management [104]. We chose the fund domain because it is one of

the main domains in which Linklaters is active. Focusing on the fund domain has an impact on the external

threat to validity, as we will elaborate in Section 3.8. Nonetheless, the conceptual model described in Section 3.3

is domain-agnostic, noting that it was derived from GDPR and the (domain-independent) knowledge of legal

experts about PPs.

Our data collection was performed in two steps. In the first step, a batch of 30 policies was annotated by one

of the authors of this research who acquired domain expertise through close interaction with Linklaters. For

annotating this first batch, hypothesis coding was applied (as explained in Section 3.3). During this step, we also

drafted detailed guidelines with illustrative examples to explain the annotation process. These guidelines were

then shared with the external annotators.

The second batch (204 policies) was annotated by four third-party annotators (non-authors). Three of these

individuals are graduate students in social sciences; they are native English speakers with considerable prior

exposure to legal documents. The fourth annotator is a computer-science graduate student with an excellent

command of English and six months of prior internship experience on legal text processing in industry. All

four annotators attended two four-hour training sessions, focused on GDPR concepts and the definitions of our

information types. The annotators were further provided with the guidelines drafted in the first step, during

which the conceptual model was also refined. To obtain an unbiased evaluation, the conceptual model was frozen

before the second step started since a subset of the annotations is used for evaluating our approach as we explain

later in this section. Thus, the two steps of our annotation process are performed in a strict sequence. During the

entire annotation process, the annotators kept track of the keywords that were frequently used to express certain

information types.

The annotators were asked to annotate each sentence in the PPs with the information types that they deemed to

be present in the sentence. When no information type was present, they classified the sentence as no information

type identified. To illustrate, consider the example in Fig. 3.1. Numbers 27 ± 34 represent one sentence that

includes multiple information types related to DATA SUBJECT RIGHT. The annotators would then annotate the

sentence with all the information types that are present in the sentence. To measure the quality of our dataset,

we computed the interrater agreement using Cohen’s Kappa (κ) [105]. Specifically, we selected 24 PPs (≈10%

of our dataset) using random stratification to ensure that this subset covers some annotations from each of the

four third-party annotators. The annotated sentences in the 24 PPs were independently checked by the first

author who had done more than half a year of training on the compliance checking of PPs before validating the

annotations.

The interrater agreement is computed for level-1 information types only. The agreement obtained at a

sentence-level is on average κ = 0.71 indicating ªsubstantial agreementº [106]. We observed that most of the

disagreements occurred over the identification of PROCESSING PURPOSES and LEGAL BASIS. Since these

two information types are usually related and often span multiple sentences in a PP, such disagreements are

expected. LEGAL BASIS ensures that the processing of personal data for certain purposes (i.e., PROCESSING

PURPOSES) is lawful when some conditions are satisfied in line with the sub-information of LEGAL BASIS.

At a privacy-policy level, we obtained an average κ score of 0.87, indicating ªstrong agreementº [106]. This
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suggests that the annotators strongly agreed on which information types are present in a given PP. We believe

this agreement is acceptable in our context given that our automated solution aims at identifying information

types at a privacy-policy level.

Table 3.3 shows the results of our document collection. Following best practices, the entire document

collection (234 PPs) is split randomly into two subsets containing about 80% and 20% of the policies, respectively

used for training and development (186 policies) and for evaluation (48 policies). The first batch used in our

annotation for finalizing the model is included in the training set. Hereafter, we refer to the dataset used for

training as T, and to that used for testing as E. We use E for answering the research questions (RQs).

Table 3.3: Document collection results.

Total Training Data (T) Test Data (E)

Level Information Type Number of Sentences Number of Sentences Number of Sentences

PPs PPs PPs

L1 CONTROLLER - - - - - -
L2 IDENTITY 221 799 175 415 46 384
L2 CONTACT 151 652 117 466 34 186

L1 CONTROLLER - - - - - -
REPRESENTATIVE

L2 IDENTITY 19 36 16 33 3 3
L2 CONTACT 21 63 18 60 3 3

L1 DPO - - - - - -
L2 CONTACT 125 462 104 404 21 58

L1 DATA SUBJECT 224 3,352 180 2,651 44 701
RIGHT

L2 ACCESS 209 378 167 304 42 74
L2 RECTIFICATION 211 345 169 267 42 78
L2 RESTRICTION 170 311 137 247 33 64
L2 COMPLAINT 172 286 137 219 35 67
L3 SA 172 264 138 217 34 47
L2 ERASURE 196 386 157 296 39 90
L2 OBJECT 181 484 145 373 36 111
L2 PORTABILITY 163 263 131 210 32 53
L2 WITHDRAW 169 395 136 322 33 73

CONSENT

L1 LEGAL BASIS 231 4,511 185 3,238 46 1,273
L2 CONTRACT 161 553 127 366 34 187
L3 CONTRACTUAL 123 275 89 183 34 92
L3 TO ENTER CONTRACT 73 105 18 30 55 75
L3 STATUTORY 20 25 13 16 7 9
L2 PUBLIC FUNCTION 73 122 51 84 22 38
L2 LEGITIMATE 214 2,424 170 1,846 44 578

INTEREST

L2 VITAL INTEREST 17 24 10 15 7 9
L2 CONSENT 180 554 141 423 39 131
L2 LEGAL OBLIGATION 200 1,028 155 704 45 324

L1 PD ORIGIN 216 1,904 310 125 45 356
L2 DIRECT 165 436 125 310 40 126
L2 INDIRECT 209 1,356 164 1,129 45 227
L3 THIRD PARTY 113 294 80 206 33 88
L3 PUBLICLY 79 127 55 80 24 47
L3 COOKIE 155 668 123 597 32 71
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Table 3.3: Document collection results (continued).

Level Information Type Number of Sentences Number of Sentences Number of Sentences

PPs PPs PPs

L1 TRANSFER OUTSIDE 178 823 148 707 30 116
EUROPE

L2 ADEQUACY DECISION 47 76 64 109 4 4
L3 COUNTRY 47 76 45 74 2 2
L2 SAFEGUARDS 136 280 113 230 23 50
L3 EU MODEL CLAUSES 96 129 76 100 20 29
L3 BINDING CORPORATE 50 64 46 58 4 6

RULES

L2 SPECIFIC 17 20 10 13 7 7
DEROGATION

L3 UNAMBIGUOUS 16 18 10 12 6 6
CONSENT

L1 PD CATEGORY 228 2,209 182 1,860 46 349
L2 SPECIAL 98 265 69 198 29 67
L2 TYPE 33 71 24 60 9 11

L1 RECIPIENTS 209 1,599 167 1,369 42 230

L1 PD TIME STORED 200 873 162 738 38 135

L1 PD PROVISION 128 281 102 230 26 51
OBLIGED

L1 PROCESSING 158 1,422 112 1,099 46 323
PURPOSES

L1 PD SECURITY 182 883 140 717 42 166

L1 AUTO DECISION 84 295 63 224 21 71
MAKING

L1 CHILDREN 24 70 19 58 5 12

The table provides statistics about the entire dataset, T and E. Specifically, we provide per information

type t: the number of PPs in our document collection where t appears, and the number of sentences that are

annotated with t. Further, this information type was annotated in a total of 3,352 sentences across the PPs in our

collection. We note that none of the sentences in our dataset is annotated with CONTROLLER, CONTROLLER

REPRESENTATIVE or DPO as separate labels. These information types always appear with their specializations,

e.g., CONTROLLER.IDENTITY or CONTROLLER.CONTACT.

3.6.3 Evaluation Procedure

We answer RQ4 ± RQ6 by conducting the experiments explained next.

EXPI. This experiment answers RQ4. We assess the accuracy of our information types identification approach.

To do so, we run our approach and compare the results against manual annotations of the PPs in the test set E

(defined in Section 3.6.2). We evaluate, in EXPI, the information types detected by our approach in a given PP.

We recall that fo this analysis, an information type is counted only once per PP, even if it appears in multiple

sentences. Designing our evaluation around PPs (instead of actual sentences) is driven by our objective, which

is compliance checking. To check the compliance criteria, presented in Section 3.4, one needs to ascertain

whether or not an information type exists in the PP rather than how many time it appears. To illustrate, consider

criterion C6 as an example. In C6, we need to find DATA SUBJECT RIGHT.PORTABILITY in the PP, when
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the legal ground is based on CONTRACT. If our approach is able to identify the existence of CONTRACT and

PORTABILITY, at least in one sentence, then the compliance of the policy can be properly checked.

Let the mention of the information type ti be represented, in a PP, by S = {s1, s2, . . . , sn}, such that S is

the set of sentences that are annotated with ti according to our ground truth. Our approach deems an information

type of ti as present, if ti is predicted as a label for at least one sentence in the PP. Following this, we define a

True Positive (TP) when the approach correctly identifies ti, i.e., the approach finds at least one sentence sj ∈ S .

A False Positive (FP) is when the approach falsely identifies ti, i.e., the approach finds a group of sentences S ′

to be about ti, such that either S ′ ⊈ S or there is no mention of ti in the PP according to our ground truth. A

False Negative (FN) is when the approach misses ti, i.e., the approach does not find any sj ∈ S .

In EXPI, we report the overall Accuracy (A), Precision (P), Recall (R), and the harmonic mean F-measure

(Fβ) for each information type across E. We compute these metrics as A = (TP+FN )/(TP+FP+FN+TN ),

P = TP/(TP+FP), R = TP/(TP+FN ), and Fβ = (1+β2)∗(P ∗R)/(β2∗P+R). For information types

identification, recall is more important than precision, since the information types identified by the approach

will be used to check compliance of PPs. This means that, if an information type is falsely introduced by the

approach, it can be reviewed and filtered out by an analyst, whereas missing information types will require the

analyst to review the entire PP. In EXPI, we report the F2-measure (i.e., β = 2) to show the evaluation in favor of

recall. We choose F2-measure for two reasons: First, values of β ≥ 2 do not change the reasoning about our

evaluation. Second, despite recall being more important, precision still has a great value, a very low precision

(too many false positive errors) will require more time and effort in filtering the erroneous findings.

EXPII. This experiment answers RQ5. We evaluate the accuracy of checking the compliance criteria on our test

set. The unit of evaluation in EXPII is a non-compliance issue resulting from an unsatisfied criterion in a given

PP. Correspondingly, we redefine a TP as a non-compliance issue found correctly by our approach, a FP as a

non-compliance issue found by our approach when the criterion is satisfied, a FN as a non-compliance issue

missed by our approach, and a TN when our approach correctly concludes that there is no non-compliance issue

in the PP. Similar to EXPI, we report A, P, R, and F2-measure.

EXPIII. This experiment answers RQ6. We compare our AI-based approach for compliance checking to a

simple approach that uses keyword search (hereon, referred to as KW-based). The latter predicts the mention of a

certain information type ti, in a given PP, if at least one keyword associated with ti is present in any sentence in

this policy. We note that keyword search is introduced as one of the classifiers in our AI-based approach (Step 5

in Fig. 3.8). To have a fair comparison, the list of keywords used in our approach is the same one used in the

baseline. In EXPIII, we compare our approach against KW-based using the same evaluation metrics defined in

EXPI for information types identification, and in EXPII for compliance checking.

3.6.4 Results and Discussion

In this section, we describe the results and answer RQ4, RQ5, and RQ6 (stated in Section 3.2).

RQ4. How accurate is our proposed approach in identifying GDPR-relevant information types in PPs?

Table 3.4, on the left-hand side, shows the results of EXPI. As explained in Section 3.6.3, the results are

obtained by running our information types identification approach on the test set (E) which is comprised of 48

PPs. The table reports the accuracy, precision, recall and F2-measure computed on PPs containing information

types. We show in Table 3.3 the total number of PPs containing each information type in E. Out of the 56

information types (see Fig. 3.3), we exclude the evaluation of CONTROLLER.IDENTITY and CONTROLLER

REPRESENTATIVE.IDENTITY because they are given as input by the user, and are looked up in the PP rather
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than being identified like the other information types (see Algorithm 1). We also exclude TRANSFER OUTSIDE

EUROPE.ADEQUACY DECISION.{TERRITORY and SECTOR} because we have no examples in our experimental

material (both for training or testing). To summarize the different metrics, we report the micro average across

the different information types, by computing the metrics on all TPs, FPs, FNs, TNs found across all information

types.

Accuracy evaluates how the information identification approach performs in correctly predicting information

types in PPs. Apart from the excluded information types (explained above), the table shows that the presence or

absence of all information types are identified with an accuracy greater than 80%. The relatively low accuracy in

the case of PD ORIGIN.DIRECT and PD ORIGIN.INDIRECT.THIRD PARTY is due to eight PPs in which our

approach identifies sentences containing these information types, but the sentences were not the same as the

ones in the ground truth. We thus counted these identifications of information types as both FPs and FNs. As for

PD PROVISION OBLIGED, the approach produces 12 errors and achieves a relatively low accuracy: ≈75.5%.

We note that this information type is usually expressed in a conditional statement, e.g., if the individual fails to

provide the personal data as needed, there will be consequences. Conditional sentences in English take multiple

forms. Thus, semantic analysis would be required to improve the accuracy of identifying this information type.

Precision reflects how many actual PPs are correctly identified by the approach as containing information

types out of the total number of identified PPs. Our approach achieves a precision greater than 80% for 51 out of

the 54 information types. In the case of information type LEGAL BASIS.CONTRACT.TO ENTER CONTRACT,

at level L3, the reason for achieving low precision is the reliance on keyword search. Keywords can easily

introduce false positives as we elaborate later in our analysis under RQ6. The same reasons mentioned above for

the low accuracy of PD PROVISION OBLIGED and PD ORIGIN.INDIRECT.THIRD PARTY can also explain the

low precision of these two information types. In total, our approach introduces 119 false positives out of 1,449

identified information types.

Recall assesses how many actual information types in the PPs are also correctly identified. The table shows

that we achieve a high recall for all information types, except for CONTROLLER REPRESENTATIVE.CONTACT

and PD PROVISION OBLIGED. Note that, in E, we only have three PPs containing CONTROLLER REPRESEN-

TATIVE.CONTACT, and the low recall (66.7%) is due to missing only one of them. In total, our approach missed

68 information types from a total of 1,448 in E.

The answer to RQ4 is that our information types identification approach achieves an average accuracy,

precision, recall and F2-measure of 93.4%, 92.1%, 95.3% and 94.9%, respectively.

RQ5. How accurate is our approach in checking the compliance of PPs?

Table 3.5, shows on top the results of EXPII. We evaluate in RQ5 how well our compliance criteria (see

Section 3.4) can detect non-compliance issues, given the information types identified by the approach and

evaluated in RQ4. A non-compliance issue can be either a violation or a warning (as defined in Section 3.4).

The table reports the number of TPs, FPs, and FNs (redefined for EXPII in Section 3.6.3) in addition to the

evaluation metrics, namely accuracy (A), precision (P), recall (R) and F2-measure (F2).

We note that seven criteria lead to warnings, namely C6, C11 ± C14, C16 and C18. The remaining criteria

lead to violations. We also note that C1, C2, C5, C20, and C21 are concerned with the unconditional presence of

mandatory information types, whereas the criteria C3, C4, C10 ± C19, C22 and C23 need to be checked only

in specific situations based on the answers provided on the questionnaire (explained in Section 3.4). For the

latter set of criteria, we assume in our evaluation that they always need to be checked. The criteria C6 ± C9,
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Table 3.4: Results of information types identification.

AI-based solution (RQ4) KW-based solution (RQ6)

Level Information Type A (%) P (%) R (%) F2 (%) A (%) P (%) R (%) F2 (%)

L1 CONTROLLER - - - - - - - -
L2 CONTACT 91.8 94.1 94.1 94.1 71.4 71.7 97.1 90.7
L3 PHONE NUMBER 95.8 92.9 92.9 92.9 85.4 68.4 92.9 86.7
L3 EMAIL 85.7 90.9 80.0 82.0 62.5 58.1 100 87.4
L3 LEGAL ADDRESS 86.0 88.9 85.7 86.3 49.1 51.1 82.1 73.2

L1 CONTROLLER - - - - - - - -
REPRESENTATIVE

L2 CONTACT 97.9 100 66.7 71.4 08.2 04.3 66.7 17.2
L3 LEGAL ADDRESS 97.9 100 66.7 71.4 10.2 04.4 66.7 17.5

L1 DATA SUBJECT RIGHT 97.9 97.8 100 99.5 91.7 91.7 100 98.2
L2 ACCESS 88.0 90.9 95.2 94.3 84.0 87.0 95.2 93.5
L2 RECTIFICATION 100 100 100 100 70.4 81.0 81.0 81.0
L2 RESTRICTION 95.8 94.3 100 98.8 93.8 91.7 100 98.2
L2 COMPLAINT 100 100 100 100 87.5 85.4 100 96.7
L3 SA 100 100 100 100 60.4 67.6 73.5 72.3
L2 ERASURE 100 100 100 100 100 100 100 100
L2 OBJECT 97.9 97.3 100 99.4 97.9 97.3 100 99.4
L2 PORTABILITY 100 100 100 100 95.9 96.9 96.9 96.9
L2 WITHDRAW CONSENT 95.8 100 93.9 95.1 95.8 94.3 100 98.8

L1 LEGAL BASIS 97.9 97.9 100 99.6 95.8 95.8 100 99.1
L2 CONTRACT 85.4 82.9 100 96.0 70.8 70.8 100 92.4
L3 CONTRACTUAL 86.0 88.6 91.2 90.6 83.7 90.6 85.3 86.3
L3 TO ENTER CONTRACT 83.3 70.8 94.4 88.5 79.2 64.3 100 90.0
L3 STATUTORY 97.9 100 85.7 88.2 83.3 45.5 71.4 64.1
L2 PUBLIC FUNCTION 83.7 81.8 81.8 81.8 45.8 45.8 100 80.9
L2 LEGITIMATE INTEREST 84.0 92.9 88.6 89.4 91.7 91.7 100 98.2
L2 VITAL INTEREST 100 100 100 100 14.6 14.6 100 46.1
L2 CONSENT 93.8 95.0 97.4 96.9 81.3 81.3 100 95.6
L2 LEGAL OBLIGATION 93.9 95.7 97.8 97.3 93.8 93.8 100 98.7

L1 TRANSFER OUTSIDE 97.9 96.8 100 99.3 73.5 70.7 96.7 90.1
EUROPE

L2 ADEQUACY DECISION 97.9 80.0 100 95.2 66.7 20.0 100 55.6
L3 COUNTRY 100 100 100 100 79.2 10.0 50.0 27.8
L2 SAFEGUARDS 97.9 95.8 100 99.1 97.9 95.8 100 99.1
L3 BINDING CORPORATE 100 100 100 100 100 100 100 100

RULES

L3 EU MODEL CLAUSES 97.9 95.2 100 99.0 97.9 95.2 100 99.0
L2 SPECIFIC DEROGATION 97.9 87.5 100 97.2 60.4 20.0 57.1 41.7
L3 UNAMBIGUOUS CONSENT 97.9 85.7 100 96.8 58.3 15.0 50.0 34.1

L1 PD ORIGIN 93.8 93.8 100 98.7 93.8 93.8 100 98.7
L2 DIRECT 76.5 80.4 92.5 89.8 83.3 83.3 100 96.2
L2 INDIRECT 93.9 95.7 97.8 97.3 93.8 93.8 100 98.7
L3 THIRD PARTY 71.7 76.5 78.8 78.3 45.8 51.6 48.5 49.1
L3 PUBLICLY 89.6 82.8 100 96.0 83.3 75.0 100 93.8
L3 COOKIE 95.8 94.1 100 98.8 89.9 90.9 93.8 93.2

L1 PD CATEGORY 93.9 95.7 97.8 97.4 62.0 93.5 63.0 67.4
L2 SPECIAL 95.8 93.5 100 98.6 95.8 93.5 100 98.6
L2 TYPE 81.6 50.0 77.8 70.0 81.3 0.0 0.0 0.0

L1 RECIPIENTS 93.8 93.3 100 96.6 29.0 41.9 42.9 42.7
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Table 3.4: Results of information types identification (continued).

Level Information Type A (%) P (%) R (%) F2 (%) A (%) P (%) R (%) F2 (%)

L1 PD TIME STORED 91.7 94.7 94.7 94.7 86.0 87.8 94.7 93.3

L1 PD PROVISION OBLIGED 75.5 76.9 76.9 76.9 54.2 54.2 100 85.5

L1 PROCESSING PURPOSES 84.3 91.3 91.3 91.3 40.0 58.1 54.3 55.1

L1 PD SECURITY 82.7 88.4 90.5 90.0 83.7 85.4 97.6 94.9

L1 AUTO DECISION MAKING 93.8 95.0 90.5 91.3 64.6 55.3 100 86.1

L1 CHILDREN 95.8 80.0 80.0 80.0 77.1 31.3 100 69.4

L1 DPO - - - - - - - -
L2 CONTACT 97.9 95.5 100 99.1 47.9 45.7 100 80.8
L3 PHONE NUMBER 100 100 100.0 100.0 62.5 5.6 50.0 19.2
L3 EMAIL 97.9 95.0 100 99.0 50.0 44.2 100 79.8
L3 LEGAL ADDRESS 91.8 81.3 92.9 90.3 20.4 17.8 57.1 39.6

Summary 93.4 92.1 95.3 94.6 70.7 65.2 90.1 83.7

C11 ± C14, C16, C18 and C22 are concerned with information types that need to be present only if some other

information types are also present in the same PP.

Violations. Out of 285 genuine violations in the test PPs, our compliance criteria correctly detect 261, while

introducing 16 false positives. This results in a precision of 94.2% and a recall of 91.6%.

Table 3.5 shows that the approach introduces 40 errors (16 FPs and 24 FNs) that led to violations. We

analyzed the reason for having these errors. Out of the 40 errors, 26 are originated from false positives in the

information types identification results. The remaining 14 errors are due to missed information types (FNs)

across seven criteria. Specifically, one or two missed information types yielded errors in C02, C04, C08, C09

and C21, whereas five missed information types yielded errors in C22. The low precision and recall values for

the compliance checking of C22 are in part due to the accuracy of identifying PD PROVISION OBLIGED. As we

explained in RQ4, this information type requires further analysis to capture the variations of how it is expressed.

Warnings. Out of 49 genuine warnings in the test PPs, our compliance criteria correctly detect 39, while

introducing seven false positives. This results in a precision of 84.4% and a recall of 79.6%. A total of 17 errors

resulted in warnings, including seven FPs and 10 FNs. All of these errors are due to FPs from information

identification, except one that is due to a missed information type in one PP.

Our compliance checking approach generates a report, as an output, that is shared with the analyst. The

report includes not only the final decision regarding whether a PP is compliant according to GDPR, but also a

structured summary of the identified information types. Specifically, the report lists under each criterion the set

of sentences describing the identified information types or ªnot foundº in case no sentence mentioning it is found

by our approach. The analyst can then review this summary instead of analyzing a PP in its entirety. The criteria

that erroneously result in violations or raise warnings due to false positives in the information identification (33

in total) can be easily filtered out by the analyst. If the analyst reviews the non-compliance issues only instead of

the summary, our approach still fares well in identifying about 90% of the actual violations and warnings. In

practice, the accuracy of our approach is sufficient to be used by diverse users, including software engineers who

might lack legal expertise or legal experts who need assistance to optimize their time and effort.

Based on our assumption that all criteria need to be satisfied in order for a PP to be compliant according to

GDPR, all of the 48 policies in the test set are non-compliant. Our approach is able to correctly identify all the

PPs with non-compliance issues.
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Table 3.5: Results of compliance checking.

AI-based approach (RQ5)

Criteria TPs FPs FNs TNs A (%) P (%) R (%) F2 (%)

C01 2 0 0 46 100 100 100 100
C02 13 1 1 33 95.8 92.9 92.9 92.9
C03 45 0 0 3 100 100 100 100
C04 45 1 0 2 97.9 97.8 100 99.6
C05 36 0 4 152 97.9 100 90.0 91.8
C07 7 4 0 37 91.7 63.6 100 89.7
C08 7 1 3 37 91.7 87.5 70.0 72.9
C09 31 1 1 159 99.0 96.0 96.9 96.9
C10 17 0 1 30 97.9 100 94.4 95.5
C15 2 0 1 45 97.9 100 66.7 71.4
C17 1 0 1 46 97.9 100 50.0 55.6
C19 3 0 3 42 93.8 100 50.0 55.6
C20 8 2 2 36 91.7 80.0 80.0 80.0
C21 1 1 1 45 95.8 50.0 50.0 50.0
C22 17 5 5 21 79.2 77.3 77.3 77.3
C23 26 0 1 21 97.9 100 96.3 97.0
C06 1 0 0 47 100 100 100 100
C11 6 0 0 42 100 100 100 100
C12 2 1 0 45 97.9 66.7 100 90.9
C13 3 0 0 45 100 100 100 100
C14 1 0 0 47 100 100 100 100
C16 6 1 3 38 91.7 85.7 66.7 69.8
C18 20 5 7 16 75.0 80.0 74.1 75.2

Summary 300 23 34 1,035 95.9 92.9 89.8 90.4

KW-based baseline (RQ6)

Criteria TPs FPs FNs TNs A (%) P (%) R (%) F2 (%)

C01 2 0 0 46 100 100 100 100
C02 2 0 12 34 75.0 100 14.3 17.2
C03 42 1 3 2 91.7 97.7 93.3 94.2
C04 2 0 43 3 10.4 100 04.4 05.5
C05 24 2 15 152 91.1 92.3 61.5 65.9
C07 7 9 0 32 81.3 43.8 100 79.5
C08 9 2 1 36 93.8 81.8 90.0 88.2
C09 30 19 2 141 89.1 61.2 93.8 84.7
C10 7 0 11 30 77.1 100 38.9 44.3
C15 0 0 3 45 93.8 n/a 0.0 n/a
C17 2 15 0 31 68.8 11.8 100 40.0
C19 2 3 4 39 85.4 40.0 33.3 34.5
C20 7 0 3 38 93.8 100 70.0 74.5
C21 1 4 1 42 89.6 20.0 50.0 38.5
C22 0 0 22 26 54.2 n/a 0.0 n/a
C23 2 0 25 21 47.9 100 07.4 9.1
C06 0 4 1 43 89.6 0.0 0.0 n/a
C11 1 0 5 42 89.6 100 16.7 20.0
C12 2 4 0 42 91.7 33.3 100 71.4
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Table 3.5: Results of compliance checking (continued).

Criteria TPs FPs FNs TNs A (%) P (%) R (%) F2 (%)

C13 3 0 0 45 100 100 100 100
C14 0 0 1 47 97.9 n/a 0.0 n/a
C16 5 4 4 35 83.3 55.6 55.6 55.6
C18 24 15 3 6 62.5 61.5 88.9 81.6

Summary 174 82 159 977 82.7 68.0 52.3 54.8

The answer to RQ5 is that our compliance checking approach can detect non-compliance issues in PPs with

an average accuracy, precision, recall and F2-measure of 95.9%, 92.9%, 89.8% and 90.4%, respectively.

RQ6. Is our approach worthwhile compared to a simpler solution?

Tables 3.4 and 3.5 show the results of EXPIII including, on the left-hand side and top, respectively, the results

of our AI-based approach as discussed in RQ4 and RQ5, and on the right-hand side and bottom, respectively, the

results of the KW-based approach that we introduced in Section 3.6.3.

Information types identification. The table suggests that there are two disadvantages of using the KW-based

approach. First, not all of the information types can be accurately identified using keywords, e.g., RECIPIENTS.

Recall our discussion in Section 3.1 about this information type that can include a list of organizations. A finite

list of predefined keywords cannot possibly cover all organization names that might appear in RECIPIENTS

or capture the diverse PROCESSING PURPOSES of personal data. Our ground truth contains a total of 42 PPs

containing RECIPIENTS and 46 containing PROCESSING PURPOSES.

We note that the predicted RECIPIENTS and PROCESSING PURPOSES predicted by KW-based are counted

as both FPs and FNs in 21 and 17 cases. This is because none of the identified sentences associated with these

information types are matching the ones in the ground truth. In contrast, our AI-based approach finds only three

cases of PROCESSING PURPOSES with irrelevant sentences. This shows that our approach is more reliable in

finding the correct sentences related to the identified information types (35 less such errors).

The second disadvantage of KW-based is that, though it achieves a relatively good recall, this comes

at the cost of precision. For example, the recall for identifying the information type TRANSFER OUTSIDE

EUROPE.ADEQUACY DECISION using keywords is 100% but the precision is only 20%. Despite such high

recall, our AI-based approach achieves an overall better F2-measure, namely +11%. To summarize, our AI-based

approach misses in total 68 information types (FNs) and introduces 119 FPs, whereas KW-based misses 144

FNs and produces 697 FPs (76 more FNs and 578 more FPs than our approach). As a result, we achieve a gain

of ≈5% in recall and ≈27% in precision.

Compliance checking. The difference in performance becomes even clearer in the compliance checking task,

which depends largely on the accuracy of information types identification. The KW-based approach has a

respective precision and recall of 71.6% and 48.9% for detecting violations, and 55.7% and 69.4% for detecting

warnings. In comparison with the total of 57 errors produced by our approach for violations and warnings,

KW-based produces 241 errors (i.e., 184 more errors). Of these 241 errors, 45 are due to missed information

types (FNs), 15 are caused by PD CATEGORY (which is hard to capture via keywords), and the remaining 196

are originating from false positives in information types identification. Filtering so many cases out is, compared

to the 33 FPs introduced by our approach, much more time-consuming for the analyst. Our approach is therefore

advantageous over the KW-based solution in terms of both precision and recall. Specifically, using a combination

of NLP and ML leads to a significant improvement of ≈23% in precision and ≈43% in recall for detecting

violations. The overall improvement, considering both warnings and violations, is ≈25% higher precision,
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≈38% higher recall, and ≈36% higher F2-measure.

The answer to RQ6 is that our AI-based approach presents a significant improvement over merely using key-

words, both in information types identification and in compliance checking. In information types identification,

our approach outperforms the KW-based solution by an average of 22.7% in accuracy, 26.9% in precision,

5.2% in recall and 11% in F2-measure. This leads to a significant follow-on gain in compliance checking,

where our approach outperforms the baseline by 24.5% in precision and 38% in recall.

3.7 Related Work
Our proposed approach for checking the compliance of PPs spans three different tasks. The first task involves

the elicitation of privacy-related requirements for GDPR compliance. The second task covers the compliance

checking of PPs (with a GDPR focus). The last task is concerned with checking the data handling practices

and privacy compliance of software against their associated PPs. This last task enables an implicit compliance

checking of the software against the privacy-requirements stated in the provisions (GDPR, in our case). Our

work concentrates on providing automation for the first two tasks, noting that the results from these two tasks

also serve as an input to the third task, which we do not directly address in this research. Below, we position our

work against the related work on (i) identifying privacy-policy requirements, (ii) compliance checking of PPs,

and (iii) completeness/compliance checking of software against data protection regulations.

3.7.1 Elicitation of Privacy-related Requirements

Vanezi et al. [107] propose a graphical modeling language for GDPR PPs and a methodology for transform-

ing such graphically-defined PPs into formal definitions. This work focuses on one (namely, PROCESSING

PURPOSES) out of the 56 information types we consider in our work. Caramujo et al. [86] target PPs for the

web and mobile applications, and propose a domain-specific language along with model transformations for

specifying privacy-policy models. Similarly, Pullonen et al. [108] present a multi-level model to be used as an

extension of the Business Process Model and Notation to enable the visualization, analysis, and communication

of the privacy-policy characteristics of business processes. Finally, Kumar and Shyamasundar [109] explore

the suitability of information-flow controls as a tool for specifying and enforcing privacy-policy requirements.

These existing works address a rather small subset of the privacy-policy information types considered in this

research. In addition, excluding [107], all of the above-mentioned papers focus on providing guidelines that are

not strictly based on GDPR. In contrast, we systematically identify the requirements that, according to GDPR,

must be met by PPs for compliance.

3.7.2 Compliance/Completeness Checking of PPs

Sánchez et al. [110] check the compliance of PPs with respect to six data protection goals as stated by GDPR,

including lawfulness, purpose limitation, data minimisation, accuracy, storage limitation, and integrity and

confidentiality. The authors use four PPs to train binary classifiers for deciding whether a PP is compliant with

respect to each of the six goals. These goals cover only 15 out of the 56 information types we handle. Nejad

et al. [111] present three different models for classifying the paragraphs of PPs into pre-defined categories

using supervised machine learning. To train their models, the authors use a dataset containing 115 PPs from

various US companies. The authors consider 12 high-level categories for their classification. All these categories

are included in our set of information types. Tesfay et al. [20] propose a ML-based method for classifying
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the content of PPs across 10 categories using predefined keywords. Those categories are all covered by our

information types, except for one category, Policy Change, which is orthogonal to our purposes.

Bhatia et al. [19] develop a semi-automated framework for extracting privacy goals from PPs through

crowdsourcing and NLP. Similar crowdsourcing initiatives have been proposed by others as well, e.g., by Liu et

al. [112] and Wilson et al. [113], where PPs are manually annotated in order to match their text segments against

privacy issues of interest. Guerriero et al. [114] propose a framework for specifying, enforcing and checking

PPs in data-intensive applications. Bhatia et al. [21] present a semantic frame-based representation for privacy

statements that can be used to identify incompleteness in four categories of data action: collection, retention,

usage, and transfer. Lippi et al. [115] present 33 information types for GDPR PPs and provide automatic support

for vagueness detection based on manually crafted rules and ML classifiers built using the exact terminology of

the policies as learning features.

In summary, in comparison to the above-cited works, we have a different analytical focus, namely compliance

checking. In terms of the information types, our proposed 56 types cover all the ones identified by others,

except ± as noted before ± one metatadata type, Policy Change [20], which is orthogonal to compliance checking.

Furthermore, the existing approaches outlined above rely to a large extent on the exact phrasing of the policies to

be able to extract and classify information. They do not present a thorough conceptualization of the content

expected in PPs. The scope of application of these approaches is thus limited and, where automation is provided,

the accuracy is not high enough for industrial use. In this chapter, we addressed the above limitations by

considering a wider set of information types and using a combination of advanced NLP and ML for automated

support.

3.7.3 Compliance Checking of Software

Fan et al. [89] check for the compliance of mobile health applications against GDPR. To do so, the authors

propose an automated system for detecting three types of violations: incompleteness of the app PP, inconsistency

of data collection, and non-secure data transmission. For incompleteness checking of PPs, the authors define six

categories of privacy-related information that need to be present in a PP. They apply ML-based binary classifiers

on bag-of-words representations of the sentences in a given policy to predict whether any of the categories is

present in the policy. Specifically, they apply random forest (RF), decision trees (DT) and naïve Bayes (NB).

Based on 10-fold cross-validation over 100 PPs (1,284 labelled sentences), RF performed the best in four of the

six categories, and DT performed the best in the other two. The best reported precision and recall are on average

92.5% and 93.3%, respectively. In contrast with our work, the authors consider only six out of the 56 information

types that we present in this chapter. Moreover, and from an ML standpoint, our solution architecture is different:

we use embeddings to create the representations of the text in a given policy and apply an ensemble classification

approach.

The COVID-19 pandemic has heightened privacy concerns for individuals, as seen, for example, in the

analysis of app reviews for COVID-19 contact-tracing apps [116]. Hatamian et al. [117] analyze the privacy and

security aspects of COVID-19 contact tracing apps. In their analysis, they consider 12 information types derived

from different GDPR articles, including children protection, data retention and others. The authors collect the

data access intentions from the permissions an Android app is given, e.g., the access to data such as call logs

and contact lists. Through manual incompleteness checking of the PPs of 28 COVID-19 contact tracing apps,

the authors assess the extent to which the policies cover the 12 GDPR principles. Subsequently, the authors

check whether the apps fulfill the provisions in their respective PPs. Nine of the privacy principles addressed by
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Hatamian et al. are pertinent to privacy-policy completeness checking and are thus tackled in our work. However,

we provide a more elaborate treatment of these principles (information types). Moreover, we devise an AI-based

solution to automatically identify these information types in the PPs and thereby analyze compliance.

Kununka et al. [118] assess the compliance of Android and iOS apps with their PPs. The basis for selecting

which apps to analyze is the number of third-party domains that the apps transfer sensitive data to. In total, 30

apps are selected. The authors first analyze the categories of personal data transferred to a third-party. They then

manually identify information types in the PPs of these apps, focusing only on the collection, use and transfer of

personal data. Finally, the authors check for the compliance of the data practices in the apps against what is

stated in the policies. Compared to our automated approach, their information identification from both the apps

and their PPs, as well as the compliance checking, are done entirely manually. Further, they consider only two

information types (i,e., PD CATEGORY and its specialization SPECIAL) from what we present in this research.

3.8 Threats to Validity

Below, we discuss threats to the validity of our empirical results and what we did to mitigate these threats.

Internal Validity. Bias was an important concern in relation to internal validity. To mitigate bias, we

curated most (≈90%) of the manual annotations through third-parties (non-authors). Another potential threat to

internal validity is that the authors interpreted the text of GDPR provisions in order to create the PP conceptual

model presented in Fig. 3.3. To minimize the threat posed by a subjective interpretation, this phase was done

in close collaboration with three independent legal experts from Linklaters, who have expertise in European

and international laws with a focus on the data protection and financial domains. While we cannot entirely rule

out subjectivity, we provide our interpretation in a precise and explicit form. In addition, our model is publicly

available and thus open to scrutiny. Another threat to internal validity is our reliance on a static set of keywords.

Changing this set might have an impact on the results of our automated solution. However, we believe that

our set of keywords is reasonably adequate and exhaustive since we manually created the keywords during our

qualitative study in close collaboration with legal experts.

External Validity. The qualitative study through which we built our conceptual model of PPs is domain-

agnostic: the study was rooted in GDPR and further enhanced by feedback from legal experts who had familiarity

with data protection in a variety of domains. This provides a fair degree of confidence about our conceptual

model being generalizable. As for our evaluation of automation accuracy of our compliance checking approach

(see Section 3.6.4), and more specifically, whether the accuracy levels observed would generalize beyond the

fund domain, we note that certain information types were rare in PPs from the fund domain. Furthermore,

we have not yet conducted a multi-domain evaluation of our information types identification and compliance

checking approaches. For these reasons, it would be premature to make claims about how our accuracy results

would carry over to other domains. That said, we believe that the core components of our automation approach,

notably, our hybridized use of word embeddings, ML-based classification, similarity analysis and keyword

search, provides a versatile basis for the future development of a more broadly applicable solution to check the

compliance of PPs.

3.9 Expert Interview Survey

To assess the usefulness of our tool (CompAι) in practice, we conducted an interview survey with legal experts

from our collaborating partner at Linklaters LLP. Their expertise spans several areas including corporate laws,
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commercial litigation, data protection laws and financial regulations, and information technology within the legal

domain. They specially have long experience in providing GDPR advisory and compliance services. The survey

was conducted in a single session, with the participation of two legal experts from Linklaters LLP and all the

members of our research team. The survey material consists of two privacy policies (PP1 ± PP2), automatically

analyzed by CompAι. Table 3.6 lists the details of the analyzed PPs. For each PP, the table reports the total

number of pages, the number of pages marked by CompAι as containing information types as well as the total

number of information types identified. Using Likert scales [119], our survey aimed at collecting feedback from

the experts on the four questions and two follow-up questions listed in the PP-related questionnaire.

Table 3.6: Survey material details.

Privacy policy Pages Pages with information types Information types found by CompAι

PP 1 10 10 66
PP 2 8 6 38

Summary 18 16 104

At the beginning of the survey, we explained all the questions in the questionnaire to the legal experts along

with examples. We then asked the experts to separately respond to all the questions. The experts’ feedback

for Questions 1 ± 4 (Q1 ± Q4 below) was collected on each page in the PPs. To ensure the understanding

of the questions ratings and to properly collect the rationale behind their answers, we asked the legal experts

to verbalize their reasoning and further discuss their rationale whenever they disagreed. To mitigate fatigue,

we conducted the survey for a duration of approximately two hours. Given the limited availability of experts

and time restrictions, both experts were provided with the survey material, i.e., the two PPs with the analysis

generated by CompAι, one week in advance and were asked to familiarize themselves with the content.

Questions 1 and 2 are concerned with identifying false negatives and false positives, respectively. In other

words, which information types CompAι missed and which ones it falsely introduced. For Questions 1a, 2a, 3

and 4, the experts rated the questions on a five-point Likert scale [119]. The possible options were: ªStrongly

Agreeº, ªAgreeº, ªNeutralº, ªDisagreeº, and ªStrongly Disagreeº. In some cases when Questions 1-a and

2-a were not required (e.g., no information types are identified on a page), the experts were provided with the

additional option ªNot Relevantº. The results from these cases have been excluded from the analysis.

Questionnaire. Our questionnaire included the following questions:

Q1- On this page, indicate all the information types that have not been identified by CompAι? Highlight all.

a. The information types found by CompAι helped me to easily spot the missed information types.

(Asked for each missed information type)

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

Q2 On this page, indicate all information types found by CompAι that are not information types? Highlight

all.

a. The information type found by CompAι is not an information type, but it provides useful information

that would trigger further discussion. (Asked for each information type marked as false by experts)

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant
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Q3 On this page, I would perform the compliance analysis faster and more efficiently with the help of

CompAι than without it.

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

Q4 On this page, given my time budget in daily practice, it is likely that I would have missed some important

information if I had done the compliance analysis fully manually.

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

3.9.1 Survey Results

Table 3.7 summarizes the results from the expert interview survey, which we conducted according to the

procedure described above. The table provides overall statistics from the survey, showing for each PP the number

of information types found by CompAι, the number of information types marked as correct by experts (true

positives or TPs), the number of information types marked as wrong by experts (false positives or FPs), the

number of information types missed by CompAι (false negatives or FNs), and the corresponding precision and

recall metrics.

Table 3.7: Interview survey results.

Privacy policy Information types found by CompAι TPs FPs FNs P(%) R(%)

PP1 66 62 4 5 93.9 92.5
PP2 38 33 5 0 86.8 100

Summary 104 95 9 5 91.3 95.0

With regard to Question 1, the experts identified a total of five FNs. Further, the experts marked as correct

95 out of 104 information types found by CompAι. Thus, the average recall of CompAι is 95.0%. For each

of the five FNs, the experts answered the follow-up Question 1a from the PPs-related questionnaire. Notice

that in occasions, these FNs were found in the surrounding text of FPs. For instance, when an information type

is present in a given sentence but CompAι finds the information type in a sentence close to the previous one.

Both experts provided positive answers to Question 1-a for all FNs, that is the experts ªStrongly Agreeº that the

findings of CompAι did help in identifying the FNs.

With regard to Question 2, the experts marked as wrong a total of nine information types found by CompAι

(i.e., FPs). Thus, the average precision of CompAι is 91.3%. In each case, for the follow-up Question 2a, the

answers chosen by both experts were ªAgreeº in six cases and ªNeutralº in the remaining three. This indicates

that the text wrongly classified as containing information types often points out some useful information for the

compliance checking process.

With regard to Question 3, we had 16 (10 + 6) responses, one response per each page containing information

types. The 56.2% of the experts responses used the answer ªStrongly Agreeº. The remaining 43.8% used the

category "Agree". The experts agreed that CompAι helps them check the compliance of PPs more efficiently.

With regard to Question 4, similar to Question 3, we had 16 responses in total. The 68.7% of the experts

responses used the category "Strongly Agree". The remaining 31.3% used the category "Agree". The experts

agreed that CompAι helps them locate information types that they might otherwise overlook in a daily basis,

within the given time budget.
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Overall, for Questions 3 and 4, the 62.5% of the responses used the category "Strongly Agree", the remaining

37.5% used the category "Agree". These results show that automated support is highly beneficial for assisting

human analysts in checking the compliance of PPs.

3.10 Replicating our Methodology

Our proposed compliance checking process is not limited to PPs and GDPR, and can be instantiated for checking

the compliance of any given document type (D) according to any given regulation (R). In our context, D

represents a PP, and R is GDPR. Reusing our approach can be done by replicating the same methodology as

described in this chapter. Specifically, one must first conduct a qualitative study over those of R’s provisions

that are relevant to checking the compliance of D. Such a qualitative study should aim at building a conceptual

model and a set of compliance checking criteria. Subsequently, one must develop automation for compliance

checking. When supervised machine learning is used for automation, one will need to (manually) create a labeled

dataset covering a relatively large number of documents of type D. This will be followed by the development of

classification methods, potentially alongside prediction rules and post-processing steps.

The effort required to replicate our methodology for other regulations and document types depends on several

factors, including the number and complexity of the provisions that need to be considered in the qualitative study,

the background and expertise in conceptual modeling and AI, the size of the evaluation data and the complexity

of the classification algorithms used in the work. Based on our experience, we anticipate that 30-40% of the

effort would go towards building a conceptual model and compliance criteria and the remaining 60-70% would

go towards developing an automated solution.

3.11 Summary

In this chapter, we proposed an AI-enabled approach for compliance checking of PPs according to the GDPR.

We first developed a conceptual model aimed at providing a thorough characterization of the content of PPs.

Based on this conceptual model, we devised criteria describing how a PP should be checked for compliance

against GDPR. Second, using NLP and ML, we developed automated support for classifying the content of PPs

and thus identifying the information types necessary for checking privacy-policy compliance.

To evaluate our approach, we curated a considerable number of real PPs (234 policies in total), with the

majority of the annotation work performed by third-parties. On a test set of 48 PPs, our information types

identification approach achieved an average precision of 92% with an average recall of 95% for identifying the

information types across the test PPs. Applying the compliance criteria over the identified information types, our

compliance checking approach detected 300 out of 334 genuine non-compliance issues, while producing 23

false positives. Our compliance checking approach thus had a precision of 93% and a recall of 90% over our test

set. Compared to an intuitive automated solution based on keyword search, our AI-based approach leads to a

significant improvement in precision and recall of 27% and 5% for information types identification and of 24.5%

and 38% in compliance checking, respectively.

In the future, we plan to enhance our compliance criteria so that they consider not only the presence/ab-

sence of information types but also the meaning of the sentences containing the information types. Another

important direction for future work is to go beyond our current case-study domain (funds) in order to assess the

generalizability of our approach.

49





Chapter 4

NLP-based Automation for Compliance

Checking of Data Processing Agreements

against GDPR

When the entity processing personal data (the processor) differs from the one collecting personal data (the

controller), processing personal data is regulated in the EU by the general data protection regulation (GDPR)

through data processing agreements (DPAs). Checking the compliance of DPAs contributes to the compliance

checking of software systems as these documents are an important source of requirements for software develop-

ment involving the processing of personal data. However, manually checking whether a given data processing

agreement (DPA) complies with GDPR is challenging as it requires significant time and effort for understanding

and identifying DPA-relevant compliance requirements in GDPR and then checking these requirements in the

DPA. Legal texts introduce additional complexity due to convoluted language and inherent ambiguity leading to

potential misunderstandings. Thus, an automated solution for checking the compliance of a given DPA against

GDPR is highly desirable.

In this chapter, we propose an automated approach for checking the compliance of DPAs using natural

language processing (NLP) technologies. Specifically, approach leverages semantic analysis for automatically

identifying whether the textual content of a given DPA complies with the GDPR provisions. For this, we first

represent the applicable provisions of GDPR as ªshallº requirements. We then analyze at phrasal-level the text

in a given DPA to identify the breaches according to what is required by the shall requirements.

Structure. The remainder of this chapter is structured as follows. Section 4.1 presents the motivation and

contributions of this chapter. Section 4.2 presents the background related to the chapter. Section 4.3 presents the

research questions. Section 4.4 presents our method for extracting the DPA-related requirements from GDPR.

Section 4.5 describes our automated approach. Section 4.6 reports on our empirical evaluation. Section 4.7

reviews related work. Section 4.8 discusses threats to validity. Section 4.9 describes how our methodology can

be adapted beyond GDPR. Section 4.10 presents an experts interview survey. Finally, Section 4.11 concludes the

chapter.
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4.1 Motivation and Contributions

The advances in AI technologies led to increasingly integrated modern software systems (e.g., mobile applica-

tions) in everyday life activities. Applications are often developed to provide convenient services or assistance

to individuals (e.g., Amazon Alexa). However, they also entail challenges regarding compliance to privacy

standards and data protection requirements, e.g., when sharing personal data with third parties [120]. Individuals

(i.e., the applications’ end-users) who provide explicit consent to these applications for allowing the processing

of their personal data must have guarantees that their data remains protected, also when shared with third

parties [121]. Worldwide, GDPR obliges organizations to provide such data protection guarantees when handling

personal data of EU residents. Violating GDPR can levy penalty fines that could exceed one billion euros [122].

Software systems which typically involve processing or sharing personal data are subject to compliance

with GDPR. Developing GDPR-compliant software requires taking into account the legally-binding agreements

signed between different organizations involved in collecting and processing personal data. Examples of such

agreements include PPs between organizations and individuals (often signed by individuals) as well as DPAs

between two organizations involved in collecting and processing personal data. Individuals are not necessarily

aware of DPAs. We focus in our work on checking the compliance of DPAs against the provisions of GDPR.

From an RE standpoint, compliance checking is a prerequisite for capturing a complete set of privacy-related

requirements covered in the DPAs to be implemented in software systems for processing personal data.

Data processing normally involves an individual (i.e., data subject) who willingly shares personal data, an

organization (i.e., data controller) that collects and in many cases further shares personal data, and another

organization (i.e., data processor) that processes personal data on behalf of the controller. A data processor can

share personal data again with yet another organization (i.e., sub-processor) to perform some data processing

services on its behalf. Individuals in this chain are often aware of the terms based on which their personal

data is collected and handled as described in privacy notices of the data controller. All subsequent sharing of

individual’s personal data with processors (and sub-processors) is however not directly visible to individuals.

According to GDPR, both the controller and processor should share the responsibility of protecting personal

data of individuals. Consequently, a DPA listing privacy-related requirements should be established between

the controller and the data processor(s) [123]. To be deemed GDPR-compliant, a DPA must explicitly cover all

the criteria imposed by the GDPR provisions concerning data processing. Establishing a DPA includes setting

terms for how data is used, stored, protected, and accessed as well as defining the obligations and rights of the

controller and processor. By signing a DPA, the processor is obliged to ensure that any software system deployed

for processing personal data has to also comply with GDPR.

4.1.1 Running Example

Let’s consider the scenario of an educational institution (called as Sefer University) which shares personal data

of its employees with a third-party service provider (e.g., accounting office) for a particular purpose (e.g., payroll

administration). Examples of shared personal data include: first and last name, birth date, marital status, annual

summary of leave or sickness absences and a scanned copy of a valid personal identification. The data controller

in this scenario is Sefer University which collects the personal data of the employees (data subjects). The data

processor is the service provider (in our example, the accounting office) performing financial services on behalf

of the controller. Details concerning this service provider (e.g., the name and address of the hired accounting

office) might not be shared with employees. To ensure that their personal data is sufficiently protected, GDPR
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R1

R2

R4

R3

R6

R5

R13

R7

R9?

R12

R19

R15

R16

R14

This agreement is between Sefer University, 17, rue de Esch, L-4528 

Shifflange, Grand Duchy of Luxembourg (the “Company”); and Levico 

Accounting GmbH, 29, Grafinger Str., D-81671 Munich, Germany. 

WHEREAS

(A) The Company acts as a Data Controller.

(B) The Levico Accounting GmbH acts as a Data Processor. 
(C) The Processor wishes to lay down their rights and obligations.

DEFINITIONS: 
1. “Agreement” means this Data Processing Agreement (DPA) and all 
schedules; 
2. “Contracted Processor” means a subprocessor; 
3. “Services” means the payroll administration services.
4. The terms, “Commission”, “Controller”, “Data Subject”, “Member 
State”, “Personal Data”, “Personal Data Breach”, “Processing” and 
“Supervisory Authority” shall have the same meaning as in the GDPR, 
and their cognate terms shall be construed accordingly.

IT IS AGREED AS FOLLOWS:
The Levico Accounting GmbH processes the Company personal data 
for providing the service of payroll administration.    The personal data 
types collected and processed include: First and last name of an 
employee, position, gender, social security number, marital status, net 
salary, annual summary of leave or sickness absences and the 
nationality, and only concern the Company employees.

The Levico Accounting GmbH shall ensure that it has a written contract 
with other processors it engages to process personal data in 
accordance with this DPA and the main agreement. 

Taking into account the nature of the processing, Processor shall assist 
the Company by implementing appropriate technical and organizational 
measures, insofar as this is possible, for the fulfillment of the Company 
obligations to respond to requests to exercise data subject rights under 
the Data Protection Laws.
 
Taking into account the state of the art, the costs of implementation 
and the nature, scope, context and purposes of processing as well as 
the risk of varying likelihood and severity for the rights and freedoms of 
natural persons, Processor shall in relation to the Company personal 
data implement appropriate technical and organizational measures to 
ensure a level of security appropriate to that risk, including, as 
appropriate, the measures referred to in Article 32(1) of the GDPR.

The Levico Accounting GmbH shall notify Company without undue delay 
upon Processor becoming aware of a personal data breach affecting 
Company personal data, providing Company with sufficient information 
to allow the Company to meet any obligations to report  of the personal 
data breach under the Data Protection Laws.

IN WITNESS WHEREOF, this agreement is is entered into with effect 
from the date signed below, and remains effective so long as Levico 
provides services to the Company, or if Company terminates the 
agreement. Levico Accounting GmbH shall return or delete all personal 
data within 10 business days of termination of any services involving the 
processing of Company personal data. 

The processor shall assist the controller in ensuring the security of 

processing.

R15

The processor shall process personal data only on documented 

instructions from the controller.

R16

The processor shall not engage a sub-processor without a prior 

specific or general written authorization of the controller. 

The processor shall take all measures pursuant to Article 32 or to 

ensure the security of processing.

R7

The processor shall assist the controller in notifying a personal 

data breach to the supervisory authority. 

The processor shall assist the controller in communicating a 

personal data breach to the data subject.

R9

The processor shall return or delete all personal data to the 

controller after the end of the provision of services relating 

to processing.  

R12

R14

R19

R6 The DPA shall contain the categories of data subjects.

The DPA shall contain at least one controller's identity and 

contact details.
R1

The DPA shall contain the duration of the processing. R3

The DPA shall contain the nature and purpose of the processing. R4

The DPA shall contain the types of personal data.R5

The DPA shall contain at least one processor’s identity and 

contact details. 

R2

(Linklaters LLP) 

(GDPR, Art. 28(3), Art. 32-36)

R13 The processor shall assist the controller in fulfilling its obligation to 

respond to requests for exercising the data subject’s rights.

S1

S2

S3

S4

S5

S6

S8

S7

S9

S10

S11

S12

S13

Figure 4.1: Excerpt from a DPA verified against GDPR requirements.

requires Sefer university to sign a DPA with the accounting office. Fig. 4.1 shows on the left-hand side an excerpt

from a DPA that addresses this scenario, and on the right-hand side a set of DPA-related requirements extracted

from GDPR, ordered by their occurrence in the DPA. In Section 4.4, we elaborate on the complete list of GDPR

requirements. In the remainder of the chapter, we use requirements to refer to the privacy-related requirements

extracted from GDPR concerning data processing, and statements to refer to the textual content of a given DPA.

For simplicity, a statement is regarded as equivalent to one sentence in the DPA.

Checking the compliance of the DPA in Fig. 4.1 requires mapping the statements (marked as S1 ± S13) in

the DPA against the requirements envisaged by GDPR (marked as R1 ± R7, R9, R12 ± R16, and R19). Note that

the requirements numbering is not sequential and is defined by the complete list presented in Table 4.2. The

most immediate straight-forward solution that comes to mind for matching statements with requirements is by

applying semantic similarity measures, e.g., cosine similarity [28]. In brief, cosine similarity is a measure that

assigns a score between 0 and 1 to a pair of text sequences. The higher the score, the more semantically similar

the two text sequences. Following this, a statement is satisfying a given requirement when the cosine similarity

is sufficiently high. Below, we discuss the limitations of such a simple solution.

The example shows that S1 satisfies both R1 and R2 since it clearly identifies the data controller (Sefer
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University) and processor (Levico Accounting GmbH). However, computing the semantic similarity between

S1 and R1 and R2 results in scores equal to 0.02 and 0.14, respectively. Low similarity scores in this case

should be expected since S1 contains specific entities in place of the identity and contact details of the controller

and processor (required by GDPR). Without considering S2 and S3, one cannot distinguish between the data

controller and processor fully automatically. Since this is key information that has a significant impact on

compliance checking, we assume in our work that the name(s) of the data controller and processor are provided

as input by the human analyst. To properly check the compliance of a given DPA, the requirements have to be

checked for the right entity. For example, the processor’s obligations in R7, R9, R12-R16, and R19 in Fig. 4.1

must be associated with the processor. On a similar basis, S12 has a similarity score of 0.3 with R3, S6 0.38 with

R4, S7 0.53 with R5 and 0.33 with R6. All these semantic similarity scores are too low to enable a decision

about compliance. Using semantic similarity is not suitable for checking the compliance against R1 ± R6 since

they require content that varies across DPAs, e.g., a list of collected personal data or the processing purpose.

The example further shows that S8 satisfies neither R7 nor R9, yet it has a semantic similarity of 0.52 and

0.57, respectively. S8 is about having a written agreement with sub-processors, while R7 concerns acquiring a

written approval from the controller before engaging sub-processors. R9 is related to processing personal data

only based on documented instructions from the controller. Though there is some resemblance in the wording of

S8 and that of R7 and R9, it is still clear that S8 does not comply with either requirements.

The example illustrates that statements in DPAs are often verbose, i.e., include more content that is needed

for GDPR compliance. For example, S9 satisfies R13 with a similarity score of 0.87, whereas S10 satisfies both

R12 and R14 with a similarity score of 0.52. This indicates that irrelevant content in S10 reduces the overall

semantic similarity, and thus hinders compliance checking. Computing the similarity with only the relevant part

of S10 (shaded yellow) leads to higher scores: 0.71 with R12 and 0.60 with R14.

Further, statements can satisfy multiple requirements. For example, S11 satisfies R15 and R16. The similarity

scores between S11 and R15 and R16 are 0.82 and 0.79, respectively. However, S11 does not specify stating

to whom data breaches shall be notified (that is the supervisory authority in R15 or the data subject in R16).

In this case, S11 can be regarded as partially satisfying both requirements. We see that a GDPR requirement

can contain different key elements which must be verified in the DPA statement. For instance, key elements in

R15 include the processor, assist in notifying, the controller, personal data breach, and supervisory authority.

Checking all key elements is necessary to understand the missing content in a statement. To become compliant,

S11 can be improved by adding missing information content.

The above discussion highlights that the seemingly simple task of mapping statements in a given DPA to

GDPR requirements cannot be addressed accurately through straight-forward automation based on semantic

similarity. Alternatively, manually analyzing the content of DPAs for compliance against GDPR is a very tedious

and time-consuming task for legal experts and requirements engineers alike. In this chapter, we propose an

NLP-based automation for checking the compliance of DPAs against GDPR. We develop our solution in close

collaboration with legal experts from our industry partner (Linklaters LLP).

Ensuring that the DPA excerpt in Fig. 4.1 is compliant with GDPR, and consequently provides a complete

list of requirements, has an impact on building a GDPR-compliant software system. For example, a system

deployed by the processor shall not process or store any personal data outside the list specified in S7. The system

shall further implement: (i) appropriate protection procedures (e.g., encryption, data anonymization) to ensure

the required level of security in accordance with S10, and (ii) a data breach notification procedure, corresponding

to S11, which shall send a text message to the controller and also collect an acknowledgment of receipt.

As we elaborate in Section 4.7, much work has been done in the RE literature on automating regulatory
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Event

The processor shall process personal data only on documented 

instructions form the controller. 

actor object constraintaction

Participants

Figure 4.2: Illustration of SF-based representation.

compliance. Despite being an essential source for compliance requirements of data processing activities in

software systems, automated compliance checking of DPAs against GDPR has not been previously studied in

RE. Moreover, none of the existing work leverages the key elements of requirements in GDPR (e.g., the case of

R15 and R16 discussed above) for a phrasal-level, automated compliance checking. Analyzing the content of

DPAs at a phrasal level is beneficial for understanding the exact missing information content in the DPA and

hence recommending remedies to prevent non-compliance with GDPR.

In our work, we propose using semantic frames (see Section 4.2) for generating an intermediate representation

to characterize the information content in each GDPR requirement and thus enable a meaningful, phrasal-level

decomposition of that requirement. As we elaborate in Section 4.2, a semantic frame (SF) of a given sentence

describes an event and a set of participants, where each participant has a specific semantic role (SR) in that event.

Fig. 4.2 illustrates SF elements describing a processing event in a requirement example extracted from GDPR

Art. 28(3)(a) ± corresponding to R9 in Fig. 4.1. The event processing, identified through the SR action, evokes

three participants: ªthe processorº who performs processing (i.e., actor), ºpersonal dataº on which processing is

performed (i.e., object) and ªonly on documented instructions from the controllerº that restricts processing (i.e.,

constraint).

4.1.2 Contributions

We take steps toward addressing the limitations outlined above. Concretely, our contributions are as follows:

(1) We extract in close interaction with subject-matter experts, a list of 45 compliance requirements from the

GDPR provisions concerning data processing. We further simplify and document these compliance requirements

as ªshallº requirements. Our motivation is to increase readability for requirements engineers by using a familiar

format, while maintaining usability for legal experts since these requirements rely on GDPR terminology.

(2) We devise an automated approach that leverages NLP technologies for automatically checking the

compliance of DPAs against GDPR. More specifically, we rely on syntactic and semantic parsing to generate

intermediate SF-based representations that are then compared for compliance checking. Our proposed SF-based

representation is based on a set of semantic roles with intuitive descriptions. Future changes in compliance

requirements is a common concern for legal experts and requirements engineers. With enough training, additional

compliance requirements can be added to our automated approach by defining their respective SF-based

representations. The SF-based representation is used as an enabler for automated compliance checking.

(3) We empirically evaluate our approach on 54 real DPAs. We randomly split the DPAs into two mutually

exclusive subsets as follows. The fist subset containing 24 DPAs was used for creating the SF-based represen-

tations and developing our approach, whereas the second subset, composed of the remaining 30 DPAs, was

used exclusively for evaluation. The evaluation set collectively contains a total of 7,048 statements manually

reviewed and analyzed for compliance by third-party annotators. On this evaluation set, our approach yields a

precision of 89.1%, and a recall of 82.4%. Our approach outperforms a straight-forward baseline that employs

NLP off-the-shelf tools with a percentage point gain of ≈17 in both precision and recall.
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(4) We propose computing and assigning scores to requirements found to be satisfied in a given DPA. Such

score indicates the maximum matching degree between a requirement and any DPA statement satisfying it.

The matching degree represents the ratio of key elements that are present in a DPA statement compared to the

elements to be expected given the requirement. We discuss how matching degrees are computed in detail in

Section 4.5. These scores are intended to facilitate the review and validation of findings from our automated

approach by a human analyst. For example, our empirical evaluation shows that the analyst can improve the

overall accuracy of our automated approach by 6.4 percentage points when reviewing statements satisfying

requirements with the maximum matching degree scores as long as the scores are less than or equal to a threshold

of 0.5. The proportion of these statements, on average, is ≈6% (corresponding to an average of 12 statements in

a DPA). This accuracy improvement comes with a gain of 1.2 and 11.5 percentage points in precision and recall,

respectively.

4.2 Background

Semantic frames (SFs), refer to a linguistic concept that represents the underlying structure of meaning in

language. A semantic frame is a cognitive structure that captures the knowledge and expectations associated

with a particular concept or scenario [28]. It provides a structured representation of the roles, attributes, and

relationships that are typically associated with a specific situation or event. SFs are used in various NLP tasks,

such as information extraction [124, 125], text understanding [126, 127], and machine translation [128, 129]. By

using SFs, NLP systems can better understand the relationships and roles of different words in a given context.

Therefore, their use leads to a better understanding of the language and interpretation of sentences beyond their

surface-level representation.

In this chapter, we use SFs to describe the set of elements that participate in a particular event. Each element

in the frame is a text span that is labeled with a semantic role (SR), denoted as [span]role. For instance, the

SF about a purchase event in the sentence ª[William]buyer purchased [a brand new car]purchased itemº contains

the SRs buyer and purchased item spanning ªWilliamº and ªa brand new carº, respectively. SFs are often

represented as predicate-arguments structure, where a predicate describes an event represented by the text span

of the verb, and each argument describes a participant in the event labeled with a specific SR. A predicate evokes

a set of expected arguments based on the event. For example, the above sentence contains the arguments buyer

and purchased item, but it could also contain seller and price. The NLP community has long been creating

machine-readable lexical resources like FrameNet [130] and PropBank [131] that contain manually-labeled

predicates and arguments.

One way to identify the SF of a given sentence is through semantic role labeling (SRL), which is the task of

identifying the different SRs occurring in the sentence [132]. In SRL, one identifies the text spans that provide

answers to questions about who (i.e., actor) did what (i.e., action) to whom (beneficiary), when (i.e., time) and

why (i.e., reason) [133, 134]. SRL can be employed to improve the solutions of many downstream NLP tasks

such as machine translation [135], question answering [136,137] and relation extraction [138,139]. For instance,

question answering can be improved by aligning the SRs in the question with those in the likely answer. If we

identify the SRs in the question ª[What]purchased item did [Mazda]seller [sell]action to [William]buyer?º, extracting

the answer from the above example (i.e., ªa brand new carº) becomes straightforward. Inspired by the NLP

literature [137, 140, 141], we check the compliance of a given DPA against GDPR requirements by generating

SF-based representations. In particular, we use the SR action to define the predicate of an SF, and a set of other

SRs (e.g., actor and reason) to define the arguments as we elaborate in Section 4.5.
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4.3 Research Questions

This chapter investigates four Research Questions (RQs):

RQ1: What are the requirements for checking the compliance of a DPA according to GDPR? We answer RQ1

by defining a set of 45 ªshallº requirements concerning the compliance of a DPA. Checking these requirements

in DPAs ensures that the DPAs contain a complete set of necessary legal requirements, to be implemented in

software systems, concerning data processing activities. We further create a glossary table that defines the legal

concepts related to DPA compliance and provide traceable links to GDPR articles. We present the compliance

requirements in Section 4.4.

RQ2: How can a DPA be automatically checked for compliance against GDPR at a phrasal level? To address

RQ2, we first manually define SF-based representations for the 45 compliance requirements from RQ1. Then,

we devise an automated approach that leverages various NLP technologies to automatically generate SF-based

representations for the textual content of a given DPA. Our approach then verifies the compliance of the DPA

by aligning its respective SF-based representations against the representation of each GDPR requirement. We

elaborate our approach in Section 4.5.

RQ3: How accurately can we check the compliance of a given DPA? RQ3 assesses the accuracy of our approach

in checking the compliance of DPAs according to GDPR provisions. Over an evaluation set of 30 real DPAs,

our approach successfully detects 618 out of 750 violations and introduces false violations in 76 cases. Our

approach has thus a precision of 89.1% and a recall of 82.4%. Compared to a baseline that employs off-the-shelf

NLP tools, our approach yields on average a gain of ≈20 percentage points in accuracy, and ≈17 percentage

points in both precision and recall. We discuss RQ3 and the subsequent RQs in Section 4.6.

RQ4: How efficient is our approach in terms of execution time? Based on our experience, reviewing entirely

manually the content of a given DPA containing about 200 statements takes on average 30 minutes if one is

intimately familiar with the GDPR articles relevant to data processing activities. In contrast, our approach

automatically analyzes a DPA of the same size in ≈2.5 minutes, and further produces as output a detailed report

which summarizes the results, including the compliance decision together with the missing information and the

respective recommendations to achieve compliance.

4.4 Compliance Requirements for Data Processing in GDPR (RQ1)

In this section, we present two artifacts to answer RQ1, namely (1) a total of 45 compliance requirements for

DPA according to GDPR; and (2) a glossary table defining the legal concepts in these requirements, including

traceability to GDPR articles. The artifacts are provided in Tables 4.2, 4.3, and 4.1.

In collaboration with legal experts from Linklaters, we extracted from GDPR a total of 45 compliance

requirements that regulate DPAs. A GDPR-compliant DPA provides assurance about the exhaustiveness of

the requirements concerning data processing activities, which are essential for developing compliant software

systems. According to the experts’ feedback, there are 26 mandatory and 19 optional requirements. The different

requirements’ types were discussed and agreed upon during several sessions.

Mandatory requirements (R1 ± R26, listed in Table 4.2) are explicitly stipulated in GDPR, except R1 and R2

which were strongly recommended by legal experts. R1 and R2 provide key information concerning the identity

and contact details of the data controller and processor based on which the compliance checking is performed.

Optional requirements (R27 ± R45) in Table 4.3 are derived from good practice in writing DPAs according to
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Table 4.1: Glossary terms for DPA compliance requirements in GDPR.

Concept (Art. 1) Definition

Personal Data (Art. 4(1)) Any information relating to an identified or identifiable natural person (data
subject).

Processing (Art. 4(2)) Any operation or set of operations which is performed on personal data or
on sets of personal data, whether or not by automated means, such as collec-
tion, recording, organization, structuring, storage, adaptation or alteration,
retrieval, consultation, use, disclosure by transmission, dissemination or oth-
erwise making available, alignment or combination, restriction, erasure or
destruction.

Pseudonymization (Art. 4(5)) The processing of personal data in such a manner that the personal data can
no longer be attributed to a specific data subject without the use of additional
information, provided that such additional information is kept separately and
is subject to technical and organizational measures to ensure that the personal
data are not attributed to an identified or identifiable natural person.

Data Controller (Art. 4(7)) A natural or legal person, public authority, agency or other body which, alone
or jointly with others, determines the purposes and means of the processing
of personal data; where the purposes and means of such processing are
determined by Union or Member State law, the controller or the specific
criteria for its nomination may be provided for by Union or Member State
law.

Data Processor (Art. 4(8)) A natural or legal person, public authority, agency or other body which
processes personal data on behalf of the controller.

Personal Data Breach (Art. 4(12)) A breach of security leading to the accidental or unlawful destruction, loss,
alteration, unauthorized disclosure of, or access to, personal data transmitted,
stored or otherwise processed.

Supervisory Authority (Art. 4(22)) A supervisory authority which is concerned by the processing of personal
data because the controller or processor is established on the territory of the
Member State of that supervisory authority; data subjects residing in the
Member State of that supervisory authority are substantially affected or likely
to be substantially affected by the processing; or a complaint has been lodged
with that supervisory authority.

Objection (Art. 4(24)) An objection to a draft decision as to whether there is an infringement of
this Regulation, or whether envisaged action in relation to the controller
or processor complies with this Regulation, which clearly demonstrates the
significance of the risks posed by the draft decision as regards the fundamental
rights and freedoms of data subjects and, where applicable, the free flow of
personal data within the Union.

International Organization
(Art. 4(26))

An organization and its subordinate bodies governed by public international
law, or any other body which is set up by, or on the basis of, an agreement
between two or more countries.

Sub-processor (Art. 28(4)) A natural person or organization engaged by a Processor for carrying out
specific processing activities on behalf of the Controller.

Security of Processing (Art. 32(1)) Taking into account the state of the art, the costs of implementation and
the nature, scope, context and purposes of processing as well as the risk of
varying likelihood and severity for the rights and freedoms of natural persons,
the controller and the processor shall implement appropriate technical and
organizational measures to ensure a level of security appropriate to the risk.

Data Protection Impact Assessment
(Art. 35(7))

An assessment of the necessity and proportionality of the processing opera-
tions in relation to the purposes, considering the risks to the rights, freedoms
and legitimate interests of data subjects (abbreviated as DPIA).
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4.4. COMPLIANCE REQUIREMENTS FOR DATA PROCESSING IN GDPR (RQ1)

Table 4.1: Glossary terms for DPA compliance requirements in GDPR (continued).

Codes of Conduct (Art. 40(1)) Are intended to contribute to the proper application of this Regulation, taking
account of the specific features of the various processing sectors and the
specific needs of micro, small and medium-sized enterprises.

Certification (Art. 42(1)) The establishment of data protection certification mechanisms and of data
protection seals and marks, for the purpose of demonstrating compliance with
this Regulation of processing operations by controllers and processors. The
specific needs of micro, small and medium-sized enterprises shall be taken
into account.

Personal Data Transfer (Art. 45(1)) A transfer of personal data to a third country or an international organization
may take place where the Commission has decided that the third country,
a territory or one or more specified sectors within that third country, or the
international organization in question ensures an adequate level of protection.
If agreed by the parties, for the transfer of personal data processed under this
agreement from a third country or international organization, they can rely on
different mechanisms, including the prior consent of the controller.

1 GDPR-related articles.

legal experts. Our automated support results in a non-compliance decision when a mandatory requirement is

violated, and raises a warning when an optional requirement is violated.

We further group the compliance requirements into four categories, namely nine metadata requirements

(denoted as MD), 25 requirements concerning the processor’s obligation (denoted as PO), three requirements

about the controller’s rights (denoted as CR), and eight about the controller’s obligations (denoted as CO). As

shown in Table 4.2, the majority of mandatory requirements describe the processor’s obligations (corresponding

to 19/25).

To build our artifacts, we followed an iterative method that includes three steps. The first step was reading

the articles of GDPR related to DPA. In the second step, we created the artifacts. Finally, we validated these

artifacts with legal experts. Through a close interaction with these experts, we incrementally improved and

refined the artifacts to get them in their final form. To mitigate fatigue, we conducted each validation session for

a duration of approximately two hours adding up to an overall of 46 hours for all sessions. Three legal experts

participated in these joint sessions. Their expertise spans several areas including corporate laws, commercial

litigation, data protection laws and financial regulations, and information technology within the legal domain.

During these sessions, we refined the compliance requirements according to the legal experts’ interpretation,

thereby alleviating any ambiguity in the GDPR. During these steps, we created the glossary terms (Table 4.1)

with traceability links to GDPR articles to facilitate the understanding of these requirements.

Following experts’ recommendations, we started by analyzing Art. 28 in GDPR as it is directly relevant to

the compliance of DPAs. We then read through all referenced articles in Art. 28, namely Articles 32±36, 40, 42,

43, 63, 82±84, and 93(2). While reading the articles, we (1) transformed the text in GDPR articles into ªshallº

requirements and (2) divided compound statements into simple requirements. For example, we extracted from

Art. 28(3), which states that ªProcessing by a processor shall be governed by a contract [...] that sets out the

subject-matter and duration of the processing, the nature and purpose of the processing, the type of personal

data and categories of data subjects [...]º, four requirements related to the metadata content of a DPA, marked

as R3 ± R6 in Table 4.2. We adopted the GDPR text as-is when it resembled a ªshallº requirement such as R34

in Table 4.3, extracted from Art. 33(2). Using the resulting list of 45 compliance requirements, we manually

checked the compliance of 24 DPAs. Specifically, we identified for each requirement whether it is satisfied by

any statement in the DPA. As we elaborate in Section 4.6.2, our manual analysis aimed at establishing in-depth
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Table 4.2: Mandatory DPA compliance requirements in GDPR.

ID (Cat1) Requirement (Reference2)

R1 (MD1) The DPA shall contain at least one controller’s identity and contact details. (Linklaters LLP)

R2 (MD2) The DPA shall contain at least one processor’s identity and contact details. (Linklaters LLP)

R3 (MD3) The DPA shall contain the duration of the processing. (Art. 28(3))

R4 (MD4) The DPA shall contain the nature and purpose of the processing. (Art. 28(3))

R5 (MD5) The DPA shall contain the types of personal data. (Art. 28(3))

R6 (MD6) The DPA shall contain the categories of data subjects. (Art. 28(3))

R7 (PO1) The processor shall not engage a sub-processor without a prior specific or general written authoriza-
tion of the controller. (Art. 28(2))

R8 (PO2) In case of general written authorization, the processor shall inform the controller of any intended
changes concerning the addition or replacement of sub-processors. (Art. 28(2))

R9 (PO3) The processor shall process personal data only on documented instructions from the controller.
(Art. 28(3)(a))

R10 (PO4) If the processor requires by Union or Member State law to process personal data without instructions
and law does not prohibit informing the controller on grounds of public interest, the processor shall
inform the controller of that legal requirement before processing. (Art. 28(3)(a))

R11 (PO5) The processor shall ensure that persons authorized to process personal data have committed them-
selves to confidentiality or an appropriate statutory obligation of confidentiality. (Art. 28(3)(b))

R12 (PO6) The processor shall take all measures required pursuant to Article 32 or to ensure the security of
processing. (Art. 28(3)(c))

R13 (PO7) The processor shall assist the controller in fulfilling its obligation to respond to requests for exercising
the data subject’s rights. (Art. 28(3)(e))

R14 (PO8) The processor shall assist the controller in ensuring the security of processing. (Art. 28(3)(f), Art. 32)

R15 (PO9) The processor shall assist the controller in notifying a personal data breach to the supervisory
authority. (Art. 28(3)(f), Art. 33)

R16 (PO10) The processor shall assist the controller in communicating a personal data breach to the data subject.
(Art. 28(3)(f), Art. 34)

R17 (PO11) The processor shall assist the controller in ensuring compliance with the obligations pursuant to data
protection impact assessment (DPIA). (Art. 28(3)(f), Art. 35)

R18 (PO12) The processor shall assist the controller in consulting the supervisory authorities prior to processing
where the processing would result in a high risk in the absence of measures taken by the controller
to mitigate the risk. (Art. 28(3)(f), Art. 36)

R19 (PO13) The processor shall return or delete all personal data to the controller after the end of the provision
of services relating to processing. (Art. 28(3)(g))

R20 (PO14) The processor shall immediately inform the controller if an instruction infringes the GDPR or other
data protection provisions. (Art. 28(3)(h))

R21 (PO15) The processor shall make available to the controller information necessary to demonstrate compliance
with the obligations Article 28 in GDPR. (Art. 28(3)(h))

R22 (PO16) The processor shall allow for and contribute to audits, including inspections, conducted by the
controller or another auditor mandated by the controller. (Art. 28(3)(h))

R23 (PO17) The processor shall impose the same obligations on the engaged sub-processors by way of contract
or other legal act under Union or Member State law. (Art. 28(4))

R24 (PO18) The processor shall remain fully liable to the controller for the performance of sub-processor’s
obligations. (Art. 28(4))
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Table 4.2: Mandatory DPA compliance requirements in GDPR (continued).

R25 (PO19) When assessing the level of security, the processor shall take into account the risk of accidental or
unlawful destruction, loss, alternation, unauthorized disclosure of or access to the personal data
transmitted, stored or processed. (Art. 32(2))

R26 (CR1) In case of general written authorization, the controller shall have the right to object to changes
concerning the addition or replacement of sub-processors, after having been informed of such
intended changes by the processor. (Art. 8(2))

1 Cat is the category of the requirement, namely metadata (MD), processor’s obligation (PO), controller’s right
(CR), and controller’s obligation (CO).

2 GDPR-related articles.

Table 4.3: Optional DPA compliance requirements in GDPR.

ID (Cat1) Requirement (Reference2)

R27 (MD7) The organizational and technical measures to ensure a level of security can include: (a)
pseudonymization and encryption of personal data, (b) ensure confidentiality, integrity, availability
and resilience of processing systems and services, (c) restore the availability and access to personal
data in a timely manner in the event of a physical or technical incident, and (d) regularly testing,
assessing and evaluating the effectiveness of technical and organizational measures for ensuring the
security of the processing. (Art. 32(1))

R28 (MD8) The notification of personal data breach shall at least include (a) the nature of personal data breach;
(b) the name and contact details of the data protection officer; (c) the consequences of the breach;
(d) the measures taken or proposed to mitigate its effects. (Art. 33(3))

R29 (MD9) The DPIA shall at least include (a) a systematic description of the envisaged processing operations
and the purposes of the processing, (b) an assessment of the necessity and proportionality of the
processing operations in relation to the purposes, (c) an assessment of the risks to the rights and
freedoms of data subjects, and (d) the measures envisaged to address the risks. (Art. 35(7))

R30 (PO20) The processor shall not transfer personal data to a third country or international organization without
a prior specific or general authorization of the controller. (Art. 28(3)(a))

R31 (PO21) The processor can demonstrate guarantees to Article 28 (1±4) through adherence to an approved
codes of conduct or an approved certification mechanism. (Art. 28(5))

R32 (PO22) The processor shall implement appropriate technical and organizational measures to ensure a level
of security appropriate to the risk of varying likelihood and severity for the rights and freedoms of
natural persons. (Art. 32(1))

R33 (PO23) The processor shall ensure that any natural person acting under its authority who has access to
personal data only process them on instructions from the controller. (Art. 32(4))

R34 (PO24) The processor shall notify the controller without undue delay after becoming aware of a personal
data breach. (Art. 33(2))

R35 (PO25) A processor shall be liable for the damage caused by processing only where it has not complied with
GDPR obligations specifically directed to processors or where it has acted outside or contrary to
lawful instructions of the controller. (Art. 82(2))

R36 (CO1) The controller shall inform the supervisory authority no later than 72 hours after having become
aware of a personal data breach. (Art. 33(1))

R37 (CO2) The controller shall document personal data breaches. (Art. 33(5))

R38 (CO3) In case of high risks, the controller shall communicate the data breach to the data subject without
undue delay. (Art. 34(1))

R39 (CO4) The controller shall carry out a DPIA. (Art. 35(1))

R40 (CO5) The controller shall seek advice of the DPO when carrying a DPIA. (Art. 35(2))
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Table 4.3: Optional DPA compliance requirements in GDPR (continued).

R41 (CO6) The controller shall seek the views of data subjects or their representatives on the intended processing.
(Art. 35(9))

R42 (CO7) The controller shall carry out a review to assess if processing is performed in accordance with
the data protection impact assessment at least when there is a change of the risk represented by
processing operations. (Art. 35(11))

R43 (CO8) A controller shall be liable for the damage caused by any processing infringing the GDPR.
(Art. 82(2))

R44 (CR2) The controller shall have the right to suspend the processing in certain cases. (Linklaters LLP)

R45 (CR3) The controller shall have the right to terminate the DPA in certain cases. (Linklaters LLP)

1 Cat is the category of the requirement, namely metadata (MD), processor’s obligation (PO), controller’s right
(CR), and controller’s obligation (CO).

2 GDPR-related articles.

understanding of the compliance requirements before outsourcing the annotation to external annotators.

4.5 Approach (RQ2)

To address RQ2, we devise an NLP-based approach for checking the compliance of DPAs against GDPR at

a phrasal level (DERECHA). The current version of DERECHA does not use machine learning or deep learning

architectures as, in our application context, we typically do not have enough labeled data to train robust models

with accurate predictions. Recent advances in the NLP literature show that fine-tuning large-scale language

models like BERT [76] often yields accurate models for many downstream tasks [142±144]. To this end,

we note that such language models are integrated into currently available off-the-shelf semantic role labeling

(SRL) tools which DERECHA does not directly use as we explain later in this section. Instead, we employ

these off-the-shelf NLP tools as a baseline solution and compare its performance in Section 4.6.3 against the

performance of DERECHA. That said, we believe that extending our dataset and experimenting with machine

learning (implemented in Chapter 5) or deep learning models (left for future work) are important to refine our

conclusions.
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Figure 4.3: Overview of our DPA compliance checking approach (DERECHA).

Fig. 4.3 presents an overview of DERECHA, composed of five steps. The input to DERECHA includes a

DPA, the name(s) of the controller and processor, and a set of requirements. The output is then a compliance

report which summarizes the findings of DERECHA. In step A, we manually create SF-based representations of

the compliance requirements extracted in Section 4.4. Note that this step is performed only once and can be

reused across DPAs. In practice, from a user perspective, these SF-based representations can be adopted as-is. In

step B, we apply the NLP pipeline presented in Figure 2.1 (Section 2.2) to parse the DPA and preprocess the

text. In step C, we automatically generate SF-based representations for the input DPA. In step D, we enrich the

textual content in the DPA with semantically-related text, e.g., the text ªengageº will be enriched with ªhireº
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and ªemployº. Finally, in step E, we use the SF-based representations created in steps A and D to check the

compliance of the input DPA against GDPR. Finally, we generate a detailed report about the compliance decision.

We elaborate all these steps next.

4.5.1 Step A: Defining SFs in Compliance Requirements

Here we define an SF-based representation to characterize the information content of GDPR requirements.

This representation aims at decomposing the requirements and thus enabling compliance checking at a phrasal

level. As can be seen in Table 4.2 in Section 4.4, the metadata requirements describe the content that a DPA

has to cover, e.g., the duration of the agreement. In contrast, the requirements under the other categories (e.g.,

processor’s obligations) are expected to be precisely stated in the DPA. While the exact terminology is not

required by GDPR, the semantics of these requirements are. This has an implication on the compliance checking

process. For example, a statement in a given DPA satisfying R5 (MD5) will unlikely mention ªthe DPAº or

ªshall containº. On the contrary, a statement satisfying R9 (PO3) has to explicitly cover the different elements of

its SF-based representation illustrated in Fig. 4.2 in Section 4.4. Consequently, we define such representations

only for the requirements concerning processor’s obligations, controller’s rights and controller’s obligations. We

elaborate on how we handle the compliance checking against the metadata requirements (R1 ± R6 and R27 ±

R29) in Section 4.5.5. The SF-based representations for all 45 requirements are provided in Tables 4.4 and 4.5.

To define the SF-based representation, we first identify the SRs in each requirement. Inspired by existing

literature [21, 132, 145], we collate a list of 10 SRs pertinent to DPA compliance requirements in GDPR. Four

SRs are illustrated in Fig. 4.2, including action to describe a particular event, and actor, object, and constraint to

describe the SRs of the participants in that event. The remaining six SRs, exemplified on R18 ± R20 in Table 4.2,

are: Beneficiary ± an entity that benefits from an action (e.g., [the controller]beneficiary in R18); reason ± justifying

why the action is performed (e.g., [to mitigate the risk]reason in R18); time ± a temporal aspect (e.g., [prior to

processing]time in R18); condition ± the cases where the action is performed (e.g., [If an instruction infringes

GDPR or other data protection provisions]condition in R20); situation ± something that happened or can happen

(e.g., [the end of provision of services related to processing]situation in R19); and finally reference ± the mention

of legal entities (e.g., [GDPR or other data protection provision]reference in R20).

Recall from Section 4.2 that an SF is represented as a predicate-arguments structure. For each requirement,

we therefore define a predicate and a set of arguments evoked by that predicate. The predicate highlights

the main action a data processor needs to perform to be compliant with GDPR. Example predicates include

⟨not engage⟩ in R7, ⟨process⟩ in R9, and ⟨return or delete⟩ in R19. The arguments are the different phrases

in the requirement which constitute the participants associated with the predicate. We manually identify the

arguments by applying the list of SRs explained above on the requirement text. Different requirements can share

the same predicate when they refer to the same action, e.g., six requirements share the predicate ⟨assist⟩, namely

R13 ± R18. Nonetheless, we define one representation for each requirement, since the required arguments

might be different. Doing so is essential for capturing missing information content in DPA statements according

to what is expected by each requirement. Finally, we have discussed the SF-based representations with our

collaborating experts from Linklaters and received feedback that the underlying SRs are intuitive and easy to

understand. This suggests that extending our approach with more compliance requirements alongside their

respective SF-based representations is practically feasible.

The first step results in: (i) a list of SRs collated and refined from the existing literature which is passed

on to step C to be further used in automatically generating SF-based representations for the input DPA; and

63



CHAPTER 4. NLP-BASED AUTOMATION FOR COMPLIANCE CHECKING OF DATA PROCESSING

AGREEMENTS AGAINST GDPR

Table 4.4: SF-based representations of mandatory GDPR requirements (R7 ± R26 in Table 4.2)

ID§ Representation ⟨p⟩, A

PO1 ⟨not engage⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [a sub-processor]object,
a2 = [without prior specific or general written approval of the controller]constraint, a3 = [prior specific or
general written approval]time

PO2 ⟨inform⟩, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [any
intended changes]object, a3 = [the addition or replacement of sub-processors]situation, a4 = [in case of written
authorization]condition

PO3 ⟨process⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [personal data]object, a2 = [on
documented instructions from the controller]constraint

PO4 ⟨inform⟩, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the processor]actor, a1 = [that legal requirement]object,
a2 = [the controller]beneficiary, a3 = [If the processor requires by Union or Member State law to process
personal data without instructions and law does not prohibit informing the controller on grounds of public
interest]condition, a4 = [before processing]time, , a5 = [Union or Member State law]reference

PO5 ⟨ensure⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [persons]object, a2 = [have
committed themselves to confidentiality]situation, a3 = [are under an appropriate statutory obligation of
confidentiality]constraint

PO6 ⟨take⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [all measures]object, a2 = [Article
32]reference, a3 = [to ensure the security of processing]reason

PO7 ⟨assist⟩, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in
fulfilling its obligation]object, a3 = [to respond to requests for exercising the data subject’s rights]reason,
a4 = [requests]situation

PO8 ⟨assist⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in
ensuring the security of processing]object

PO9 ⟨assist⟩, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the processor]actor, a1 = [the controller]beneficiary,
a2 = [in consulting the supervisory authorities]object, a3 = [prior to processing]time, a4 = [to mitigate
the risk]reason, a5 = [where the processing would result in a high risk in the absence of measures taken by
the controller]constraint

PO10 ⟨assist⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in
notifying to the supervisory authority]object, a3 = [a personal data breach]situation

PO11 ⟨assist⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in
communicating to the data subject]object, a3 = [a personal data breach]situation

PO12 ⟨assist⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [in
ensuring compliance with the obligations pursuant to data protection impact assessment (DPIA)]object

PO13 ⟨return or delete⟩, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [all personal data]object,
a2 = [the controller]beneficiary, a3 = [after | end]time, a4 = [the end of the provision of services related to
processing]situation

PO14 ⟨inform⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [if
an instruction infringes the GDPR or other data protection provisions]condition, a3 = [GDPR or other data
protection provisions]reference

PO15 ⟨make available⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the controller]beneficiary,
a2 = [information necessary to demonstrate compliance with the obligations]object, a2 = [Article 28 in
GDPR]reference

PO16 ⟨allow for and contribute to⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [au-
dits including inspections]object, a2 = [conducted by the controller or another auditor mandated by the
controller]situation

PO17 ⟨impose⟩, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [the engaged sub-
processors]beneficiary, a2 = [the same obligations]object, a3 = [by way of contract or other legal act
under]constraint, a4 = [Union or Member State law]reference
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Table 4.4: SF-based representations of mandatory GDPR requirements (R7 ± R26 in Table 4.2) (continued).

PO18 ⟨remain fully liable⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the
controller]beneficiary, a2 = [for the performance of sub-processor’s obligations]object

PO19 ⟨take into account⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the processor]actor, a1 = [the risk of]object,
a2 = [accidental or unlawful destruction, loss, alternation, unauthorized disclosure of or access to the
personal data transmitted, stored or processed]situation

CR1 ⟨have the right⟩, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the controller]actor, a1 = [to object to changes]object,
a2 = [in case of written authorization]condition, a3 = [by the processor]constraint, a4 = [after having been
informed of such intended changes]time, a5 = [addition or replacement of sub-processors]situation

(ii) SF-based representations for the requirements (R7 ± R25 and R30 ± R45) passed on to step E. These

representations enable automated compliance checking of the statements at a phrasal level. An example of

such representation for PO6 (R12 in Table 4.2) contains the predicate ⟨take⟩, and a set of four arguments

A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [all measures]object, a2 = [Article 32]reference,

a3 = [to ensure the security of processing]reason.

4.5.2 Step B: Preprocessing

Given a DPA as input, this step applies an NLP pipeline composed of seven modules. Recall from Figure 2.1

(Section 2.2): (1) tokenization, splits the text into tokens; (2) sentence splitting, identifies the different sentences

in the text using different heuristics, e.g., a sentence ends with a period; (3) lemmatization, maps the words to

their canonical forms, e.g., ªinstructionsº and ªrequestedº are mapped to ªinstructionº and ªrequestº; (4) POS

tagging assigns a part-of-speech (POS) tag to each token, e.g., noun, verb, and possessive pronoun; (5) chunking,

groups the words that form a syntactic unit, e.g., ªthe processorº is a noun phrase; (6) dependency parsing,

describes the grammatical relations in a sentence, e.g., ªthe processorº and ªpersonal dataº in the sentence

ªthe processor transfers personal dataº are the subject and the object of the verb ªtransfersº, respectively; and

finally (7) semantic parsing, defines the meanings of the different constituents in a sentence. Each module in

this pipeline generates NLP annotations on parts of the text in the input DPA. The resulting NLP annotations are

passed on to the next steps.

Notice that for semantic parsing, we apply two widely-known lexical resources, namely WordNet [146, 147]

and VerbNet [148, 149]. WordNet is a lexical database for English. It groups words into sets of synonyms called

synsets and further connects the synsets via semantic relations. For example, is-a connects a hyponym (more

specific synset) to a hypernym (more general synset) [150]. VerbNet groups verbs into classes according to their

structure, e.g., the verbs under the motion class include run, escape, and leave [151].

4.5.3 Step C: Generating SFs Automatically

In step C, we automatically generate for each statement in the input DPA an SF-based representation. To do so,

we first identify the SRs in the DPA statement. Subsequently, we use the SR action to generate the predicate and

the remaining SRs to generate the arguments. Recall from Section 4.1 that a statement in a DPA corresponds to

a sentence.

In this step, we design our own method for identifying SRs instead of directly using the results of available

NLP tools for SRL. First, the NLP tools have been trained on a large body of generic text. This can result in

missing some of the SRs in our list which are pertinent to compliance checking against GDPR, e.g., reference

and situation. Second, a typical NLP semantic role labeler would generate a predicate for each verb in a given
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Table 4.5: SF-based representations of optional GDPR requirements (R27 ± R45 in Table 4.3)

ID§ Representation ⟨p⟩, A

PO20 ⟨not transfer⟩, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the processor]actor, a1 = [a third country or
international organization]beneficiary, a2 = [personal data]object, a3 = [without a prior specific or general
authorization of the controller]constraint, a4 = [prior specific or general authorization]time

PO21 ⟨demonstrate⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [guarantees]object,
a2 = [adherence to an approved code of conduct or an approved certification mechanism]situation, a3 = [Article
28 (1-4)]reference

PO22 ⟨implement⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [appropriate technical and
organizational measures]object, a2 = [to ensure a level of security appropriate to the risk]reason, a3 = [varying
likelihood and severity for the rights and freedoms of natural persons]situation

PO23 ⟨ensure⟩,A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [any person]beneficiary, a2 = [under its
authority who has access to personal data acts only on instructions from the controller]constraint, a3 = [access
to personal data]situation

PO24 ⟨notify⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [the processor]actor, a1 = [the controller]beneficiary, a2 = [with-
out undue delay]constraint, a3 = [a data breach]situation

PO25 ⟨be liable⟩, A = {ai : 0 ≤ i ≤ 3} such that a0 = [a processor]actor, a1 = [for the damage caused]object,
a2 = [where acting outside or contrary to lawful instructions of the controller or not complying with
obligations of the GDPR specifically directed to processors]condition, a3 = [by processing]constraint

CO1 ⟨inform⟩,A = {ai : 0 ≤ i ≤ 3} such that a0 = [the controller]actor, a1 = [the supervisory authority]beneficiary,
a2 = [no later than 72 hours after having become aware]time, a3 = [a personal data breach]situation

CO2 ⟨document⟩, A = {ai : 0 ≤ i ≤ 1} such that a0 = [the controller]actor, a1 = [personal data breaches]object

CO3 ⟨inform⟩, A = {ai : 0 ≤ i ≤ 4} such that a0 = [the controller]actor, a1 = [the data subject]beneficiary, a2 = [in
case of high risks]condition, a3 = [without undue delay]constraint, a4 = [a data breach]situation

CO4 ⟨carry out⟩, A = {ai : 0 ≤ i ≤ 1} such that a0 = [the controller]actor, a1 = [DPIA]object

CO5 ⟨seek⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the controller]actor, a1 = [advice of the DPO]object, a2 = [when
carrying out DPIA]condition

CO6 ⟨seek⟩, A = {ai : 0 ≤ i ≤ 1} such that a0 = [the controller]actor, a1 = [the views of data subjects or their
representatives on the intended processing]object

CO7 ⟨carry out⟩, A = {ai : 0 ≤ i ≤ 5} such that a0 = [the controller]actor, a1 = [a review]object, a2 = [at least
when there exists]condition, a3 = [represented by processing operations]constraint, a4 = [to assess if processing
is performed in accordance with the DPIA]reason, a5 = [a change of the risk]situation

CO8 ⟨be liable⟩,A = {ai : 0 ≤ i ≤ 3} such that a0 = [a controller]actor, a1 = [for the damage]object, a2 = [caused
by any processing infringing the GDPR]constraint, a3 = [GDPR]reference

CR2 ⟨have the right⟩, A = {ai : 0 ≤ i ≤ 2} such that a0 = [the controller]actor, a1 = [to suspend the
processing]object, a2 = [in certain cases]condition

CR3 ⟨have the right⟩,A = {ai : 0 ≤ i ≤ 3} such that a0 = [the controller]actor, a1 = [to terminate]object, a2 = [in
certain cases]condition, a3 = [the DPA]reference

statement. In contrast, our representation is based on generating one predicate for each statement in DPA, i.e.,

extracting one SR action to which other SRs in the statement should be related. Generating one predicate is

essential for the purpose of our analysis since the SF-based representations of GDPR requirements are centered

around one predicate. Our goal in this step is to decompose each statement in the DPA into meaningful phrases

that are labeled with similar SRs as in the requirements. In addition, comparing multiple predicates for each

statement in the DPA against one predicate of each requirement is far too time consuming as reported in

Section 4.6.4. Further, this would lead to multiple answers, most of them being irrelevant, as explained in

Section 4.6.3. To empirically assess the above limitations with respect to the performance of our approach, we

define a baseline that works the same way as DERECHA with the exception that it employs off-the-shelf NLP
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tools for generating the SF-based representations in this step. Further details are provided about this baseline in

Section 4.6.3. Generating an SF-based representation in DERECHA involves two sub-steps, as explained below.

C1) SRs identification. To identify SRs in a given statement, we utilize the NLP annotations from step A

(Section 4.5.2). In particular, we apply a set of rules (listed in Table 4.6) over the syntactic information of the

statement. We rely mostly on the grammatical relations produced by the dependency parser. For instance, the

action which will be regarded as the predicate is the main verb in the statement. Consequently, the actor should

be associated with the action as its subject. We note that any statement without a root verb (e.g., the title of a

section) will not have a predicate (i.e., action) and is thus not represented by our method.

Table 4.6: Extraction rules of semantic roles.

SR Description (D) and Example (E) from Fig. 4.1

Action (D) The action is the VP that contains the root verb retrieved from the dependency parsing tree.
The action is the main verb in a statement. We note that a parsing tree contains only one root node,
and this is inline with our goal of identifying one predicate for each statement. (E) The action in
S6 is ªprocessesº.

Actor (D) The actor is the NP containing the subject of the root verb in the statement (i.e., the action).
(E) The actor in S6 is ªLevico Accounting GmbHº

Object (D) The object is either the NP that contains the object of the root verb AND the action does not
contain any beneficiary marker; OR the VP that starts with a preposition and is associated with the
root verb. Our rule accounts for cases where the root verb is directly followed by a PP (e.g., ªassist
withº). To differentiate actions that evoke the SR object (e.g., ªprocessº) from other actions that
evoke beneficiary (e.g., ªinformº), we define markers. (E) The object in S6 is ªCompany personal
dataº

Beneficiary (D) Similar to object, the beneficiary is either the NP that contains a preposition linked to the root
verb AND the action contains a beneficiary marker, OR the NP that contains a subject of a verb that
is different from the root verb. Since the beneficiary is an entity that benefits from the action, it can
be associated directly with the action given that the action has a marker that pinpoints the necessity
of a beneficiary. Alternatively, the beneficiary can be an entity associated with another action in
the statement. (E) The beneficiary in S11 is ªCompanyº

Condition (D) The condition is the PP, OR ADVP, OR any phrase annotated as subordinate clause by the
dependency parser given that it contains a condition marker. (E) The condition in S12 is ªif
Company terminates the agreementº.

Constraint (D) The constraint is identified in similar manner as condition except that the phrase should contain
a constraint marker. The constraint in S11 is ªwithout undue delayº

Time (D) The time is the NP, OR PP, OR ADVP, OR any phrase annotated as conjunctive preposition
by the dependency parser given that it contains a time marker. (E) The time in S12 is ªremains
effective so long as Levico provides sevicesº

Reason (D) The reason is either the VP containing an auxiliary and is linked to a verb other than the root,
OR the VP containing an open clausal complement and is linked to the root verb. (E) The reason in
S6 is ªfor providing the service of payroll administrationº.

Situation (D) The situation is the NP OR VP that contains a situation marker. (E) The situation in S13 is
ªtermination of any servicesº.

Reference (D) The reference is the NP that contains a reference marker. (E) The reference in S10 is ªArticle
32(1)º and ªGDPRº.

VP: verb phrase, NP: noun phrase, PP: prepositional phrase, ADVP: adverbial phrase.
The extraction rules are adapted from the RE literature [21, 145].

Our rules incorporate a set of markers that help identify the SRs. Examples of markers are shown in Table 4.7.

Except for situation and reference, the markers we use originate from the RE literature [21, 145]. We improved
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Table 4.7: Example markers for identifying semantic roles.

SR Markers

Beneficiary inform, report, assist, help, aid, support, remain, notify, provide, give, supply

Condition if, once, in case, where, when

Constraint without, on, in accordance with, according to, along, by, under, unless

Time after, later, prior, before, earlier, as long as, as soon as

Situation access, addition, destruction, loss, disclosure, adherence, modification, termination, expiration

Reference gdpr, dpa, law, jurisprudence, legislation, agreement, article, contract

these markers in two ways. First, we included the nouns and/or verbs that occur in the respective SRs according

to our SF-based representations defined for GDPR requirements in step A. The intuition is to cover what is

expected by the GDPR requirements for compliance. Second, we enrich the resulting markers (including the

ones reported in the literature and the ones we adapted from GDPR) by including their synonyms from WordNet

and VerbNet. This way, our markers will likely cover the different wordings applied in the DPA text.

C2) Text spans demarcation. Once an SR is identified, we demarcate the text span to which this SR should be

assigned. Specifically, we use the NLP annotations produced by the text chunking to find the entire phrase where

the SR is located. For instance, the SR action is assigned to the verb ªemployº in the statement displayed in

Table 4.8. We then find the verb phrase in the chunking results which contains ªemployº, i.e., ªcan employº.

This way, we ensure capturing the semantics of the statement in a proper way. Except for action which has to be

identified in a statement only once, other SRs can be identified in the statement multiple times. In this case, we

group the n text spans under that SR to get the argument [span1 | . . . | spann]role. For example, the argument

[after | end]time contains two spans related to time.

As a result of the sub-steps C1 and C2 explained above, each statement in the input DPA is sliced into a set

of phrases, each one with an SR label. These phrases constitute our SF-based representation for the statement

which is further processed in the next step.

4.5.4 Step D: Enriching Text of Input DPA

In this step, we enrich the DPA text by extending the text spans demarcated in the previous step with semantically-

related words. The rationale is to increase the likelihood of finding an overlap when comparing the DPA text

against GDPR requirements. We retrieve semantically-related words from the annotations of the semantic

parsing module in Section 4.5.2. We extract from WordNet synonyms for each word in a text span labeled

with any SR in the statement. For example, an object spanning ªintended changesº will be enriched with the

related words ªplanned, alteration, modificationº. To enrich the text span of action, in addition to WordNet,

we use the verbs provided in VerbNet under the same class, e.g., the action spanning ªcan employº will be

enriched from VerbNet with the verbs ªengageº and ªhireº, since they are grouped under the same class. To

select the synonyms of the words in this step, we opted for the most frequent sense (MFS) of the word. While

disambiguating the words can be beneficial, it is outside the scope of this research work. We note that MFS has

been widely used as a baseline in the NLP literature and has often shown sufficient performance [152].

In this step, we further replace the actual names of the controller and processor with the generic place holders

ªthe controllerº and ªthe processorº, e.g., Levico Accounting GmbH in the example in Fig. 4.1 is replaced with

ªthe processorº. As explained in Section 4.1, we assume in our work that the name(s) of the controller and

processor are given as input by the user. Replacing those named entities helps normalize the text and improve
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the overall compliance checking.

4.5.5 Step E: Compliance Checking

In step E, we check the compliance of the input DPA against GDPR.

Metadata Requirements. To check whether the DPA satisfies the metadata requirements, we do the following.

R1 and R2 are concerned with the identity and contact details of the controller and the processor. Given the

names as input by the user, we look for statements in the DPA that contain these names. To find the contact

details, we create regular expressions that identify entities including phone numbers, email and postal addresses.

Then, we check whether these entities are present in the same statements containing the names of controller the

and the processor.

For checking the remaining requirements (R3 ± R6 and R27 ± R29), we apply a method inspired by Lesk

algorithm [153], one of the traditional methods applied in NLP in the context of word sense disambiguation.

The original Lesk algorithm compares multiple senses (meanings) of two words for the purpose of identifying

their respective meanings. For example, to disambiguate the word ªconeº in the phrase ªthe pine conesº, Lesk

algorithm compares the definition of each sense of the word ªpineº with the definition of each sense of the word

ªconeº. The algorithm then computes the number of overlapping words between the definitions of each two

senses. The senses with the highest overlap are the ones selected to disambiguate the two words. We adapt this

algorithm to our compliance checking process. Specifically, for each metadata requirement (among R3 ± R6

and R27 ± R29), we look for a statement in the DPA that has overlapping words with the requirement. During

our manual analysis of the 24 DPAs (discussed in Section 4.4), we observed that DPA statements often apply

the same words when expressing the requirements R3 ± R6 and R27 ± R29. Thus, we believe that using Lesk

algorithm in this case is sufficient.

Table 4.8: Example of compliance checking using SF-based representations against R7.

GDPR

R7. The processor shall not engage a sub-processor without a prior written authorization of the controller.

actor ⟨p⟩ object
NOT REQUIRED

constraint

time

the proces-
sor

not engage a sub-processor without a prior written authorization
of the controller.

DPA*

Levico Accounting GmbH can employ sub-contractors to perform the service of Levico’s obligations.

actor ⟨p⟩ object reason
constraint

time

Levico
Accounting
GmbH
processor

can employ
hire

engage

sub-contractors
sub-processor

to perform Levico’s
obligations.
processor duty

MISSING

* Enriched text from step D of our approach is highlighted in bold.

Remaining Requirements. To check whether a requirement is satisfied in the DPA, we compare the SF-based

representation of the requirement against that of each statement in the DPA. Table 4.8 shows a simplified example

of checking compliance between a DPA statement and requirement R7. Our compliance checking method using

SFs comprises four steps, as elaborated in Algorithm 2. First, we check the predicates in the two representations.

Only if the predicates are sufficiently similar, we subsequently match the arguments, and further compute a score
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Algorithm 2 SF-based compliance checking of DPA statements against a requirement r

Require: S: Statements in the input DPA.
1: score← 0 // Set matching degree score of r to zero
2: degreei← 0
3: for si ∈ S do

4: Let ⟨pr⟩, ⟨pi⟩ be the predicates of the r and si, respectively.
5: Let Ar, Ai be the respective set of arguments of r and si, respectively.
6: if ⟨pr⟩ ∩ ⟨pi⟩ ≠ ϕ or sim(⟨pr⟩, ⟨pi⟩) > θp then // Check compliance only if the two predicates match
7: for each argument arj in Ar do

8: found← 0 // Look for matching arguments
9: let ℓrj be the SR of arj , and trj be the text span of arj .

10: for each argument aik in Ai do

11: let ℓik be the SR of aik, and tik be the text span of aik.
12: enrich(tik) // Enrich DPA text with synonyms
13: if (ℓi equals ℓr) & ((ti ∩ tr ̸= ϕ) or sim(ti, tr) > θa)) then

14: found← found + 1
15: end if

16: end for

17: degreei← (foundi+1) / (len(Ar)+1) // Compute matching degree of si
18: end for

19: end if

20: if score < degreei then

21: score← degreei // Compute the maximum matching degree score for r
22: end if

23: end for

24: if score ̸= 0 then // Compliance decision

25: r is satisfied
26: else

27: r is violated
28: end if

indicating the matching degree. Finally, we conclude the compliance decision for the DPA. We explain each step

next.

E.1) Matching predicates. For matching two predicates, we specifically consider the verbs occurring in these

predicates. We then deem the predicates to be similar if at least one of the two conditions below is met (line 6 in

Algorithm 2).

Condition 1 returns true if the two predicates have some overlapping verbs.

Condition 2 returns true if the semantic similarity between the verb in the requirement and at least one verb in the

statement is greater than or equal to a threshold θp. In our work, we apply the similarity metric (WuP) proposed

by Wu and Palmer [154] and widely-applied in NLP applications [155±157]. In brief, WuP is a WordNet-based

metric that computes the similarity between two words (or concepts) by finding the path length from the first

hypernym in the hierarchy that is shared between the synsets of these concepts [158]. WuP returns a score

between 0.0 (dissimilar) and 1.0 (identical).

To optimize the efficiency of DERECHA, only statements having similar predicates to the requirements will

be further checked for compliance. A statement that meets none of the conditions above is likely discussing an

action that is irrelevant to the one required by GDPR.

E.2) Matching arguments. This is done based on the arguments in the compliance requirement, since they

represent required information by GDPR (lines 7 ± 18 in Algorithm 2). In particular, we align each argument in
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the requirement to an equivalent argument sharing the same SR in the statement (e.g., actor in Table 4.8).

Any argument whose SR exists in the statement but not in GDPR is considered as not required. Conversely,

an argument is missing if its SR is present in GDPR but not in the statement. For example, the argument with the

SR reason in Table 4.8 (Section 4.5.3) is not required by R7, whereas the one related to constraint (including

time) is missing from the statement. For each pair of equivalent arguments, we check for overlap between

the two text spans in a similar way to condition 1 and condition 2 above. For condition 2, we compute the

Jaro-Winkler distance instead of WuP that we applied for matching predicates. The reason is that Jaro-Winkler

distance is often applied for comparing documents’ similarities [159±161]. Thus, Jaro-Winkler distance is more

suitable in the case of matching arguments since longer text sequences are expected unlike the case of predicates.

Finally, equivalent arguments are deemed to be matching if there is any overlap between the text spans or when

the similarity between the text spans is greater than a threshold θa. The arguments are deemed not matching

otherwise.

Following the findings, we empirically set θp to 0.9 and θa to 0.7. We note that for θp, unlike θa, we

experimented with high values (> 0.7). The rationale is that arguments are only checked when the predicates

are deemed similar, i.e., the similarity value between the two predicates passes the threshold θp. Considering

lower threshold values for θp would entail significant execution time for performing more comparisons involving

arguments matching. To avoid excessive computations and further ensure a high level of similarity, we set the

first threshold (θp) to be relatively high. Once the similarity between two predicates exceeds the threshold (i.e.,

>0.9), we match the arguments. The second threshold (θa) is set a bit lower since we already have evidence

about the similarity of the predicates.

In the example shown in Table 4.8, the predicates are matching since both predicates contain the overlapping

verb ªengageº. For the sake of providing an example, though not needed here as condition 1 is met, for

condition 2, we compute WuP between the verb in the predicate of R7 and each verb in the enriched predicate

of the statement. This results in WuP scores of 0.4 between ªengageº and ªhireº, 0.4 between ªengageº and

ªemployº, and 1.0 between ªengageº and ªengageº. In a similar manner, we match the arguments of R7 with

the ones in the statement. Given the overlap in the text spans of the actor and object, they are considered to be

matching. The argument related to reason in the statement is skipped since it is not part of the requirement. The

argument related to constraint has no equivalent argument in the statement and is thus considered not matching.

E.3) Computing matching degree. DERECHA further computes a score for each compliance requirement

indicating the maximum matching degree of any statement satisfying that requirement in the DPA (line 21 in

Algorithm 2). Any statement that does not satisfy any of the two predicate matching conditions above directly

receives a score of 0: the statement does not match the requirement at all. Otherwise, if a statement satisfies

one predicate matching condition, then the matching degree is computed as a fraction where the numerator

equals the total number of arguments found to be matching between the statement and the requirement, and the

denominator is the total number of arguments expected by the requirement.

We add one to both the numerator and denominator corresponding to the matching predicate since the

predicate is an essential element of the SF. Including the predicates when computing the matching degree

accounts for the cases when a statement matches only the predicate but none of the arguments in the requirement.

In this case the statement should still receive some low matching degree that is greater than zero. For example,

R7 in Table 4.8 expects a total of four arguments, namely actor, object, constraint, and time. The matching

degree between the statement and R7 is 3/5 (i.e., 0.6), since the statement successfully matches the predicate and

two expected arguments of the requirement.

A requirement can be satisfied by multiple statements in a DPA. In this case, we assign to the requirement
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the maximum matching degree score across statements. Statements with low matching degrees are due to the

lack of matching arguments. However, since these statements have similar predicates to a requirement, they

can still be relevant. For such statements, we therefore consider the matching degree as an indicator of the

confidence level at which DERECHA predicts that any requirement is satisfied or not in the DPA. This can guide

the analyst in checking and possibly correcting decisions when the confidence level is low. We elaborate on this

in Section 4.6.4.

E.4) Compliance decision. Finally, we make the compliance decision at the DPA level. A requirement is marked

as satisfied in the DPA if there is at least one statement satisfying the requirement. Otherwise, the requirement is

marked as violated. DERECHA recommends that the DPA should be considered as not compliant when at least

one mandatory requirement is violated. When optional requirements are violated, DERECHA raises a warning to

draw the attention of the analyst to missing common practices. Fig. 4.4 shows the detailed report corresponding

to the DPA example in Fig. 4.1 as generated by DERECHA.

Compliance checking report generated by DERECHA (DPA sEmantic 

fRamE-based Compliance cHecking Against GDPR)

Summary: 
The DPA did not pass the automated analysis necessary for compliance with GDPR. 

According to compliance requirements in GDPR concerning data processing activities, 

DERECHA identifies 11 violations and raises 14 warnings. Concretely, the DPA is missing content 

concerning the following compliance requirements are R4-R6, R8, R9, R17, R18, R23, R25—

R29, R32, R36—R45. The remaining 20 requirements are satisfied.

Details:

The Levico Accounting GmbH shall notify Company without undue delay 

upon Processor becoming aware of a personal data breach affecting 

Company personal data, providing Company with sufficient information to 

allow the Company to meet any obligations to report  of the personal data 

breach under the Data Protection Laws.

0.3R35

Taking into account the nature of the processing, Processor shall assist 

the Company by implementing appropriate technical and organizational 

measures, insofar as this is possible, for the fulfillment of the Company 

obligations to respond to requests to exercise data subject rights under 

the Data Protection Laws.

0.6R34

R13 0.5

Taking into account the nature of the processing, Processor shall assist 

the Company by implementing appropriate technical and organizational 

measures, insofar as this is possible, for the fulfillment of the Company 

obligations to respond to requests to exercise data subject rights under 

the Data Protection Laws.

R12 0.6

Taking into account the state of the art, the costs of implementation and 

the nature, scope, context and purposes of processing as well as the risk 

of varying likelihood and severity for the rights and freedoms of natural 

persons, Processor shall in relation to the Company personal data 

implement appropriate technical and organizational measures to ensure a 

level of security appropriate to that risk, including, as appropriate, the 

measures referred to in Article 32(1) of the GDPR.

0.2

The Levico Accounting GmbH shall notify Company without undue delay 

upon Processor becoming aware of a personal data breach affecting 

Company personal data, providing Company with sufficient information to 

allow the Company to meet any obligations to report  of the personal data 

breach under the Data Protection Laws. 

R11

R1,R2 -
This agreement is between Sefer University, 17, rue de Esch, L-4528 

Shifflange, Grand Duchy of Luxembourg (the “Company”); and Levico 

Accounting GmbH, 29, Grafinger Str., D-81671 Munich, Germany. 

Score Sentence(s)

Figure 4.4: Example report generated by DERECHA.
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4.6 Evaluation

This section presents the empirical evaluation for DERECHA.

4.6.1 Implementation and Availability

We have implemented our approach in Java. We extract the textual content of a DPA (provided as MS Word

document) using Apache POI 3.17 [162]. For operationalizing the NLP pipeline applied in step B of Fig. 4.3,

we use the DKPro 1.10 toolkit [99]. In particular, our operationalization employs the OpenNLP tokenizer,

POS-tagger and text chunker [163], Mate lemmatizer [164] and Stanford dependency parser [165]. For enriching

the textual content of DPA statements (step D), we rely on the semantic parsing results produced by the NLP

pipeline. In particular, we apply extJWNL 1.2 [166] for accessing WordNet, and JVerbNet 1.2 [167] for

accessing VerbNet. To compute semantic similarity needed in step E in our approach, we use the Jaro-Winkler

distance [168] and the wup metric [154] as implemented by the WS4J 1.0 library [169]. All non-proprietary

material related to this tool is available online [170].

4.6.2 Data Collection Procedure

To conduct this study, we have collected a total of 54 DPAs covering diverse sectors and services such as

telecommunication, banking, healthcare, postal services, data analytics, cloud and web hosting services. Among

them, 34 DPAs have been provided by our industry collaborator (Linklaters LLP) and the rest have been collected

from online resources. The goal of our data collection is to manually check whether a given DPA complies with

GDPR requirements and more specifically what statements satisfy which requirements. Our data collection was

performed in two phases described next.

In the first phase, three authors of this research manually analyzed 24 DPAs for compliance with GDPR.

This analysis spanned two working weeks. We started by independently analyzing five DPAs. Specifically, we

checked each sentence in the DPAs against the 45 compliance requirements defined in Section 4.4 and further

labeled the sentence with the requirement(s) it satisfied. We then met and discussed our findings and observations

in several joint sessions. Once we reached an agreement, we split the remaining DPAs such that each DPA was

analyzed by two authors. Finally, we carefully discussed with our collaborating experts the statements that were

not straightforward. Our interactions with the legal experts were divided into four sessions over the course of one

month, where each session lasted two hours. During this phase, we acquired knowledge about the compliance

checking of DPAs and devised annotation guidelines for the second phase.

The second phase had three third-party annotators read through and examine the remaining 30 DPAs for

compliance against GDPR. All of the annotators are law students and went through a half-day training on GDPR

compliance. We shared with the annotators the guidelines from the first phase, the DPAs to be analyzed and

the list of compliance requirements. The annotators were instructed to examine each statement in the DPA and

select all requirements which they deem the statement to satisfy. The annotators produced their annotations

over a one-month span, during which they declared an average of 40 working hours. To mitigate fatigue, the

annotators were recommended to limit their periods of work to a maximum of two hours per day.

To measure the quality of the annotations in this phase, we computed the interrater agreement using Cohen’s

Kappa (κ) [105] on five of the 30 DPAs. The average κ value across pair-wise agreements of the annotations, split

by categories metadata, processor’s obligations, controller’s obligations, and controller’s rights, are 0.77, 0.72,

0.82, and 0.79, respectively. κ value for the category controller’s obligations is ªalmost perfect agreementº [171],
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whereas the rest of the three categories indicate ªmoderate agreementº among the annotators. The disagreements

were discussed and resolved by the annotators in a subsequent session.

Table 4.9: Document collection results.

Total Dev Data Test Data (Ev)

Cat† ID D S D S D S

MD1 R1 22 29 7 10 15 19
MD2 R2 40 93 13 50 27 43
MD3 R3 33 45 15 22 18 23
MD4 R4 38 133 11 58 27 75
MD5 R5 38 270 11 118 27 152
MD6 R6 36 126 10 31 26 95
MD7 R27 31 914 9 391 22 523
MD8 R28 21 99 5 22 16 77
MD9 R29 8 9 5 5 3 4

PO1 R7 34 62 16 24 18 38
PO2 R8 34 52 17 31 17 21
PO3 R9 43 83 14 30 29 53
PO4 R10 27 55 12 24 15 31
PO5 R11 44 64 18 29 26 35
PO6 R12 36 206 14 49 22 157
PO7 R13 37 85 14 50 23 35
PO8 R14 15 22 12 17 3 5
PO9 R15 18 25 11 14 3 3
PO10 R16 20 27 15 16 7 9
PO11 R17 32 34 11 22 5 5
PO12 R18 15 17 12 12 21 22
PO13 R19 39 67 13 28 26 39
PO14 R20 23 25 8 9 15 16
PO15 R21 29 48 17 29 12 19
PO16 R22 35 49 14 15 21 34
PO17 R23 38 59 16 29 22 30
PO18 R24 31 53 14 27 17 26
PO19 R25 28 36 13 17 15 19
PO20 R30 26 29 14 17 12 12
PO21 R31 15 19 7 8 8 11
PO22 R32 24 35 12 21 12 14
PO23 R33 17 23 9 15 8 8
PO24 R34 37 67 10 25 27 42
PO25 R35 18 25 6 8 12 17

CR1 R26 24 34 13 22 11 12
CR2 R44 4 5 3 3 1 2
CR3 R45 8 21 5 16 3 5

CO1 R36 1 1 0 0 1 1
CO2 R37 2 3 2 3 0 0
CO3 R38 1 1 0 0 1 1
CO4 R39 1 1 0 0 1 1
CO5 R40 1 1 1 1 0 0
CO6 R41 1 1 1 1 0 0
CO7 R42 1 1 0 0 1 1
CO8 R43 9 14 5 7 4 7

† Cat: Requirement’s category; mandatory requirements are in bold.

The overall document collection resulted in analyzing a total of 7,048 statements in both phases, out of
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which 1,742 (≈25%) are marked as satisfying at least one requirement. The DPAs annotated during the first

phase were the basis for developing our approach (thereafter referred to as Dev dataset), whereas we used

the DPAs annotated by the third-party annotators (thereafter referred to as Ev) for addressing our research

questions (RQs) and evaluating the performance our approach. Table 4.9 shows the results of our document

collection considering the entire dataset, Dev and Ev. The compliance requirements are sorted by category

(with mandatory requirements in boldface) and, for each requirement, the table reports the total number of DPAs

(D) in which the requirement was found to be satisfied across the 54 DPAs and the total number of statements (S)

that satisfy the requirement. For example, R9 describes the processor’s obligation (PO3) concerning processing

personal data only on documented instructions from the controller. In our dataset, R9 was satisfied in 43 DPAs

(out of 54 DPAs), and a total of 83 statements were used across the DPAs to comply with R9.

We observe from the table that mandatory requirements are often satisfied by DPAs while the optional

ones are not. According to our collaborating experts, requirements concerning controller’s obligations are not

necessary for compliance, since GDPR provisions related to DPA focus mostly on the metadata requirements

and processor’s obligations. We note that, as stated earlier, despite our extensive data collection in terms of

DPAs, Table 4.9 confirms that the small number of statements we have, for each requirement, prevents us from

developing DERECHA based on machine learning.

4.6.3 Evaluation Procedure

To answer RQ3 and RQ4, we conduct the experiments explained below.

EXPI. This experiment addresses RQ3. EXPI evaluates whether our approach accurately identifies the violations

of compliance requirements in a given DPA. Specifically, we compare the results per requirement in each DPA

against the manual annotations in Ev. We define for each requirement (Ri) a true positive (TP) when Ri is

violated in the DPA and correctly marked as violated by DERECHA, a false positive (FP) when Ri is satisfied

(i.e., not violated) in the DPA, but falsely marked Ri as violated, a false negative (FN) when Ri is violated in

the DPA but falsely marked as satisfied, and finally a true negative (TN) when Ri is satisfied in the DPA and

correctly marked as such. Following this, we report the accuracy (A), precision (P), and recall (R), computed as

A = (TP+TN)/(TP+FP+FN+TN), P = TP/(TP+FP), and R = TP/(TP+FN), respectively. In addition, we report

the F-score that weighs either precision or recall more highly, computed as (1+β2)*(P*R)/(β2*P+R). In EXPI,

we choose to report F0.5, where β = 1

2
, indicating that precision is more important than recall in the context of

our study as we explain later in this section.

Baseline. In EXPI, we further compare our approach against a baseline (referred to as B1), which utilizes

off-the-shelf NLP tools for producing SF-Based representations for both the compliance requirements and the

DPA statements. More specifically, B1 applies existing NLP tools for extracting the SRs and generating the

SF-based representations. The definitions of the SF-based representations for compliance requirements are not

applicable for the baseline. The reason is that checking compliance requires aligning SF-based representations

which are generated over the same set of SRs.

In B1, we apply the SRL module provided by AllenNLP [139] which is based on the BERT language

model [76]. Since NLP tools generate a predicate-argument structure for each verb in the sentence, B1 generates

automatically multiple SF-based representations for each statement in the DPA. B1 automatically generates as

well the corresponding SF-based representations for each compliance requirement instead of applying our pre-

defined representations. As a result, B1 checks the DPA compliance by comparing all SF-based representations

generated by AllenNLP for a statement against those generated for a compliance requirement. For example,
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for the requirement ªThe processor shall not engage a sub-processor without a prior specific or general written

authorization of the controller.º (R7 in Table 4.2), B1 generates two SF-based representations. The first one

contains ⟨engage⟩, A = {[the processor]argument0, [a sub-processor]argument1}, and the second one is ⟨written⟩,

A = {[authorization]argument1}. B1 further enriches the DPA text similar to DERECHA. However, B1 limits

matching predicates and aligned arguments to exact overlapping text due to efficiency concerns. Finally, B1

computes the proportion of predicates in a statement that are matching the predicates of the requirement.

If this proportion is greater than a certain threshold θB1, then B1 concludes that the statement satisfies the

requirement. In our experiments, we empirically tuned θB1 to 0.30. For the reasons explained in Section 4.5.1,

SF-based representation does not apply for metadata requirements. Thus, B1 is applied only for the three other

requirements categories.

EXPII. This experiment addresses RQ4. We run our approach on a laptop with a 2.3 GHz CPU and 32GB of

memory. Our goal is to assess whether execution times suggest that DERECHA is applicable in practice.

4.6.4 Results and Discussion

RQ3: How accurately can we check the compliance of a given DPA?

Table 4.10 shows the results of EXPI; on the left-hand side, the results of DERECHA, and on the right-hand

side the results of B1 introduced in Section 4.6.3. As explained in Section 4.6.2, the results are obtained by

running DERECHA and B1 on the evaluation set (Ev), which is comprised of 30 DPAs (7048 statements) on

which we check the compliance of our 45 requirements. DERECHA correctly finds 618 requirement violations

(out of 750) and 524 satisfied requirements, but also leads to 76 false violations. As pinpointed in section 4.6.3,

B1 is applied only to the categories of requirements PO, CO, and CR. Hence, we compare the performance of B1

against DERECHA considering only these categories. Specifically, DERECHA correctly identifies 550 violated

requirements (out of 661) and 348 satisfied requirements (out of 419), while introducing 71 false violations.

In comparison, B1 finds 436 violations, 243 satisfied requirements and introduces 175 false violations. To

summarize, 182 errors (FPs+FNs) are produced by DERECHA for both mandatory and optional requirements in

these three categories, whereas B1 produces 401 (219 more errors). Overall, DERECHA outperforms B1 by an

average of ≈20 percentage points (pp) in accuracy, ≈17 pp in precision, recall, and F0.5.

In the context of our study, we favor high precision over high recall. In the case of unsatisfactory recall,

the human analyst needs to go through the subset of statements that are marked by DERECHA as satisfying a

requirement in order to determine whether this is actually the case. Unsatisfactory precision, on the other hand,

indicates that some predicted violations cannot be trusted with a high level of confidence. In such a case, the

human analyst would have no choice but to check all statements in the DPA to decide whether at least one of

them actually satisfies a requirement. However, doing such a thing would defeat the very purpose of DERECHA.

In contrast, addressing unsatisfactory recall can be done with relative ease as the number of statements satisfying

any requirement usually represent a small percentage. We discuss next the trade-off between additional manual

validation and accuracy improvement.

FNs entail that our approach can mispredict a requirement as being satisfied by at least one statement in the

DPA. We carefully checked the matching degrees (scores defined in Section 4.5.5) of these FNs and observed

that, in 86 out of 132 cases, such requirements are assigned matching degree scores≤0.5. By reviewing a fraction

of statements, which are predicted to satisfy any requirement with a score below some predefined threshold,

the analyst can identify statements that actually do not satisfy any requirement. One possible heuristic that

was observed to work well is, for each requirement, to only analyze the statement with maximum score if it is
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Table 4.10: Results of compliance checking.

DERECHA B1

ID Cat† TPs FPs FNs TNs A P R F0.5 TPs FPs FNs TNs A P R F0.5

R1 MD1 15 3 0 12 90.0 83.3 100 86.2 - - - - - - - -
R2 MD2 3 0 0 27 100 100 100 100 - - - - - - - -
R3 MD3 5 0 7 18 76.7 100 41.7 78.1 - - - - - - - -
R4 MD4 1 0 2 27 93.3 100 33.3 71.4 - - - - - - - -
R5 MD5 2 0 1 27 96.7 100 66.7 90.9 - - - - - - - -
R6 MD6 2 0 2 26 93.3 100 50 83.3 - - - - - - - -
R7 PO1 4 1 8 17 70.0 80.0 33.3 62.5 5 3 7 15 66.7 62.5 41.7 56.8
R8 PO2 8 1 5 16 80.0 88.9 61.5 81.6 12 16 1 1 43.3 42.9 92.3 48.0
R9 PO3 1 1 0 28 96.7 50.0 100 55.6 0 1 1 28 93.3 0.0 0.0 0.0
R10 PO4 5 2 10 13 60.0 71.4 33.3 58.1 10 12 5 3 43.3 45.5 66.7 48.6
R11 PO5 4 1 0 25 96.7 80.0 100 83.3 3 19 1 7 33.3 13.6 75.0 16.3
R12 PO6 2 0 6 22 80.0 100 25.0 62.5 3 8 5 14 56.7 27.3 37.5 28.9
R13 PO7 3 1 4 22 83.3 75.0 42.9 65.2 5 22 2 1 20.0 18.5 71.4 21.7
R14 PO8 27 3 0 0 90.0 90.0 100 91.8 3 0 23 4 23.3 100 11.5 39.4
R15 PO9 17 3 6 4 70.0 85.0 73.9 82.5 22 5 1 2 80.0 81.5 95.7 84.0
R16 P1O 18 3 7 2 66.7 85.7 72.0 82.6 15 1 10 4 63.3 93.8 60.0 84.3
R17 PO11 3 3 6 18 70.0 50.0 33.3 54.5 1 1 8 20 70.0 50.0 11.1 29.4
R18 PO12 27 2 0 1 93.3 93.1 100 94.4 23 2 4 1 80.0 92.0 85.2 90.6
R19 PO13 2 1 2 25 90.0 66.7 50.0 62.5 0 2 4 24 80.0 0.0 0.0 0.0
R20 PO14 12 5 3 10 73.3 70.6 80.0 72.3 11 12 4 3 46.7 47.8 73.3 51.4
R21 PO15 13 3 5 9 73.3 81.3 72.2 79.3 2 0 16 12 46.7 100 11.1 38.4
R22 PO16 4 1 5 20 80.0 80.0 44.4 69.0 8 9 1 12 66.7 47.1 88.9 52.0
R23 PO17 4 3 4 19 76.7 57.1 50.0 55.6 4 12 4 10 46.7 25.0 50.0 27.8
R24 PO18 13 3 0 14 90.0 81.3 100 84.4 4 1 9 16 66.7 80.0 30.8 60.6
R25 PO19 10 4 5 11 70.0 71.4 66.7 70.4 7 5 9 9 53.3 58.3 43.8 54.7
R26 CR1 16 3 6 5 70.0 84.2 72.7 81.6 18 10 1 1 63.3 64.3 94.7 68.7

R27 MD7 6 2 2 20 86.7 75.0 75.0 75.0 - - - - - - - -
R28 MD8 6 0 7 17 76.7 100 46.2 81.1 - - - - - - - -
R29 MD9 28 0 0 2 100 100 100 100 - - - - - - - -
R30 PO20 3 3 7 17 76.7 50.0 30 44.1 4 4 6 16 66.7 50.0 40.0 47.6
R31 PO21 30 0 0 0 100 100 100 100 29 0 1 0 96.7 100 96.7 99.3
R32 PO22 15 4 3 8 76.7 78.9 83.3 79.8 11 8 7 4 50.0 57.9 61.1 58.5
R33 PO23 16 6 3 5 70.0 72.7 84.2 74.8 3 0 19 8 36.7 100 13.6 44.0
R34 PO24 3 0 0 27 100 100 100 100 2 3 1 24 86.7 40.0 66.7 43.5
R35 PO25 12 5 6 7 63.3 70.6 66.7 69.8 17 12 1 0 56.7 58.6 94.4 63.4
R36 CO1 29 1 0 0 96.7 96.7 100 97.3 14 0 15 1 50.0 100 48.3 82.4
R37 CO2 30 0 0 0 100 100 100 100 26 0 4 0 86.7 100 86.7 97.0
R38 CO3 28 0 1 1 96.7 100 96.6 99.3 25 0 5 0 83.3 100 83.3 96.1
R39 CO4 29 1 0 0 96.7 96.7 100 97.3 13 0 16 1 46.7 100 44.8 80.2
R40 CO5 30 0 0 0 100 100 100 100 29 0 1 0 96.7 100 96.7 99.3
R41 CO6 30 0 0 0 100 100 100 100 13 0 17 0 43.3 100 43.3 79.2
R42 CO7 29 1 0 0 96.7 96.7 100 97.3 26 1 3 0 86.7 96.3 89.7 94.9
R43 CO8 20 2 6 2 73.3 90.9 76.9 76.2 24 4 2 0 80.0 85.7 92.3 86.9
R44 CR2 29 1 0 0 96.7 96.7 100 97.3 24 1 5 0 80.0 96.0 82.8 93.0
R45 CR3 24 3 3 0 80.0 88.9 88.9 88.9 20 1 7 2 73.3 95.2 74.1 90.1

Summary 618 76 132 524 84.6 89.1 82.4 87.6 436 175 226 243 62.9 71.4 65.9 70.2

† Cat: Requirement’s category; mandatory requirements are in bold.

below the selected threshold. Assuming we apply the above heuristic, Fig. 4.5 shows the gain in recall achieved,

for instance, when considering a threshold of 0.5: recall can be improved from 82.4% to 93.9% at the cost of

reviewing ≈6% of the statements. For an average-sized DPA with 200 statements, this percentage corresponds
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Figure 4.5: Validation-accuracy trade-off.

to approximately 12 statements. Further increases in recall are possible but are associated with higher reviewing

effort and the right trade-off depends on context. Eliminating FNs through manual reviews also slightly improves

precision and accuracy. For example, the manual review mentioned above increases precision to 90.3% and

accuracy to 91.0%. Selecting a threshold at which the user reviews DERECHA’s output (matching statements) in

order to improve accuracy depends on the resources available and therefore the number of statements that can

realistically be reviewed using our heuristic. Users who can afford it might opt for reviewing all of the matching

statements with maximum scores for each requirement to achieve a near perfect recall (with ≈90.6% precision

and ≈93.1% accuracy). In our DPAs, doing so would result in reviewing about 9% of statements on average

across DPAs.

DERECHA achieves an average precision of 81.5% and 93.9 % when identifying violations of mandatory

(R1 ± R26) and optional requirements (R27 ± R45), respectively. In other words, DERECHA introduces false

violations (FPs) in a total of 76 cases, out of which 50 are related to mandatory requirements. We analyzed these

cases to determine the root causes, which we explain below. We further illustrate each cause with an example

from our data collection, and report the number of FPs attributable to that cause.

C1. Inconsistent reference to the controller and/or processor: 22 FPs are caused by this error. We observed

that in addition to using a concrete named entity representing the controller or the processor (e.g., Levico

in Fig. 4.1), many DPAs use other words to refer to the controller or processor. For example, the following

statement refers to the processor as data importer and to the controller as data exporter: ªThe data importer

agrees at the request of the data exporter to submit its data processing facilities for inspection of the processing

activities covered by the clauses which shall be carried out by the data exporterº. This statement should be

predicted as satisfying R22 (see Table 4.2). However, it is unlikely for DERECHA to identify this statement

correctly due to the way it is expressed and the additional unconventional names used in place of processor and

controller. As an attempt to reduce such errors, we can modify DERECHA in a way such that the user of our tool

can input multiple names for the controller or the processor accounting for both the named entity (e.g., Levico

GmbH) and references (e.g., service provider). The user might be familiar with some commonly used names,

e.g., contractor, client, customer, or operator.
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C2. Loss of context: 39 FPs are caused by this error. In our work, we use the NLP pipeline to automatically

demarcate statements in a given DPA, where each statement corresponds to one sentence as produced by the

sentence splitter. Statements included in itemized or enumerated lists can suffer from loss of context when the

statements cover grammatically incomplete sentences (marked as S1 ± S5). For example, the following list spans

five statements ªWhere Processor uses subprocessors for the processing of personal data on behalf of Controller,

Processor shall: [S1]

– impose the same obligations on the engaged subprocessors; [S2]

– transfer only the data that is reasonably necessary for the purposes of providing the services; [S3]

– ensure all the time the security of the shared personal data, using encryption strategies; [S5]

– remain fully liable to the Controller for the performance of subprocessors.º [S5]

In the above example, the combination of the first two statements (S1 and S2) should be predicted as satisfying

R23. However, considering these two statements separately leads to falsely predicting a violation of R23 instead.

C3. Noisy text in DPA: 15 FPs are caused by this error. Statements in a given DPA are often verbose, i.e.,

containing content that is considered irrelevant regarding compliance with requirements. Such cases can result

in poor performance in the NLP syntactic parsing on which our SR extraction rules depend. For example, the

following statement is long and contains multiple clauses that are hard to accurately parse: ªController will

permit Processor to take reasonable steps, according to a reasonable notice and during normal business hours, at

Processor’s cost to assess compliance by Controller with its obligations under this DPA, including by inspecting

Controller’s data processing facilities, procedures and documentation (limited to a maximum of one inspection

in any twelve month period, or such further occasions as may be required by Privacy Law or if there is an actual

Personal Data Breach by Controller)º.

Handling errors caused by C2 and C3 could be achieved with heuristics to identify and paraphrase itemized

lists, or filter out noisy content from DPA statements.

Table 4.10 further suggests that the baseline B1 has two disadvantages. First, compared to our approach,

B1 checks the compliance of a statement in DPA against a compliance requirement considering multiple verbs

(predicates). This not only increases the processing time exponentially but also leads to poor results. Some of

these predicates include very common verbs that can be found often in statements such as "mean", "take", and

"write". Having multiple predicates increases the likelihood of concluding a match between statements and

requirements, consequently leading to more FNs (e.g., R14 and R33). Second, B1 relies fully on the NLP tool for

SRL. In some cases, B1 could not identify any statement satisfying a given requirement since the SRL tool could

not accurately parse the statement. This led to producing more FPs (e.g. R11 and R13). In contrast, DERECHA

employs a set of rules that are likely to decompose the statement into meaningful phrases and thus conclude

more accurately about their compliance against requirements. Our analysis shows that off-the-shelf NLP tools

are unable to identify SRs in a legal text and are thus not adequate for checking the compliance of DPAs.

The answer to RQ3 is that DERECHA is 84.6% accurate in identifying both satisfied and violated GDPR

requirements in DPAs. Specifically, DERECHA identifies violated requirements with a precision of 89.1% and a

recall of 82.4%. Compared to a baseline that relies on existing NLP tools, DERECHA provides an accuracy gain

of ≈20 pp. Our approach also computes matching scores that allow the analyst to review a small percentage of

statements with low scores and thus eases the identification of FNs to further increase accuracy.
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RQ4: How efficient is our approach in terms of the execution time?

Recall that our approach consists of five steps as shown in Fig. 4.3. Step A is concerned with manually

defining SF-based representations for the requirements in GDPR. Step A took about a month, including reviewing

related work to define the set of SRs. This step is a one-off and performed only occasionally upon changes in the

regulation, i.e., new requirements become relevant to DPA compliance. For analyzing the complete evaluation

set of 30 DPAs, running our approach requires ≈90 minutes (corresponding to an average of ≈0.77 second for

processing a given statement). The detailed execution time required by each step of our approach is as follows.

Preprocessing (step B) requires a total of 1 minute (≈0.009 second per statement). Generating the SF-based

representations automatically (step C) is dominated by identifying SRs. This step takes in total about 52 minutes

(≈0.44 second per statement). We note that step C consumes most of the time in our approach since our rules

are built over syntax parsing. Finally, steps D and E require 37 minutes (≈0.32 second per statement).

For efficiency, we implement step D (text enrichment) as part of step E (compliance checking), i.e., we

perform text enrichment of arguments only when the statements in DPA have passed predicate matching. Our

approach runs ≈10 times faster than the baseline B1. The reason is, B1 compares all the predicates in a given

statement against all the predicates in a requirement leading to a significantly longer computational time.

The answer to RQ4 is that our approach has a running time enabling its application in practice. Running our

approach on an average-sized DPA (with 200 statements) takes ≈2.5 minutes to check its compliance against

all 45 requirements.

4.7 Related Work

Regulatory compliance is a long-standing research topic in the RE literature [12, 13, 172±177]. While little

attention has been given to the compliance of DPAs, recent research explores GDPR compliance of data sharing.

We therefore discuss current research on data sharing platforms (e.g., cloud service providers) since a GDPR-

compliant DPA provides a complete set of compliance requirements that must be addressed in data processing

activities. In addition, we address below two other broad topics that are closely related to our proposed approach

for checking compliance, namely elicitation of compliance requirements from regulation, and automated support

for compliance checking of requirements and software systems. Naturally, we focus our discussions in this

section on GDPR.

4.7.1 GDPR Compliance of Data Processing Activities

Several studies analyze the impact of GDPR on data sharing platforms [178, 179]. Urban et al. [180] study the

behavior of online advertising companies in data tracking and information sharing with respect to the GDPR.

Alhazmi and Arachchilage [181] investigate the obstacles that developers encounter when implementing the

privacy provisions in GDPR, including lack of familiarity with legal text. In a follow-up work, the authors [182]

propose a game design framework to help software developers better understand and implement privacy-related

requirements in GDPR. Shastri et al. [183] introduce anti-patterns, referring to practices of cloud-scale systems

that serve their originally intended purpose well but hinder their compliance with GDPR. For example, such

systems are developed to store personal data without having a clear timeline for deleting and sharing them with

other applications. While this feature is naturally beneficial in terms of revenues from the system, it violates the

storage and purpose limitations of GDPR.

80



4.7. RELATED WORK

We observe from the above-mentioned work that implementing the GDPR requirements in practice is

challenging for developers. Even developers that are familiar with GDPR still struggle with identifying the

complete set of requirements that is most relevant to their work. A compliant DPA contains a complete set of

legally binding requirements that must be adhered to by both the controller and processor. Recall our example in

Section 4.1 which describes an accounting office (the processor) that provides payroll administration services

to Sefer University (the controller). In this case, the engineers working in the accounting office should specify

explicit requirements to demonstrate that their payroll software complies with GDPR. Since the DPA contains

statements specific to the context of this service, such requirements can be defined based on the DPA provided,

assuming it has been properly verified and found to be GDPR-compliant. For example, the engineers should

define a communication procedure, satisfying time requirements, in case of personal data breach (pursuant to

S11 in Fig. 4.1), a module that enables rectifying personal data of Sefer University’s employees (data subjects)

upon request (pursuant to S9), and an authorization module that allows only authorized users to access personal

data (pursuant to S10). Our approach, presented in this chapter, provides automated assistance to the developers

and requirements engineers to check the compliance of a DPA prior to relying on it for specifying compliance

requirements for developing GDPR-compliant systems.

4.7.2 Elicitation of Compliance Requirements from Regulation

In the RE literature, representing requirements in regulations (including GDPR) relies heavily on model-driven

engineering [1,23,26,107,108,184±189]. Other methods for representing compliance requirements have however

been explored. Ayala-Rivera and Pasquale [85] propose GuideMe, a systematic approach that facilitates the

elicitation of requirements linking GDPR data protection obligations with privacy concerns that should be imple-

mented in a software system. In an early work, Breaux et al. [190] extract and prioritize rights and obligations

from the US healthcare regulation and represent them by applying semantic parameterization, a method that

enables expressing rights and obligations in restricted natural language statements. The authors derive from

the regulation constraints and obligations where each phrase is attributed to an element in their representation.

Following this, Breaux and Anton’s [191] propose a frame-based requirements analysis method that extracts

semi-formal representations of requirements from regulations. More recently, formal languages [192±195] and

predefined templates [196] have also been introduced in the literature to represent compliance requirements.

To our knowledge, the only work to date that addresses the compliance of DPAs against GDPR is the work

by Amaral et al. [26]. The authors create a conceptual model that characterizes the DPA-compliance related

information content according to GDPR provisions.

Compared with Amaral et al.’s work, we go one step further and present automated support for checking

the compliance of DPAs against GDPR. Another major difference (also compared to the above listed work) is

that we define DPA-related compliance requirements as ªshallº requirements. Our choice is motivated by the

familiarity of both requirements engineers and legal experts with this format. Requirements engineers know

from the common templates in RE (e.g., Rupp’s [197] and EARS [198]) that a modal verb (ªshallº in this case)

is an essential element indicating the importance of that requirement. Legal experts are also familiar with this

format since ªshallº is often used in drafting requirements in regulations [199].

The use of SRs (also referred to as semantic metadata in the RE literature) has been also discussed in the

context of regulatory compliance. Semantic metadata is a prerequisite for deriving compliance requirements [19,

172, 184]. It further facilitates transforming legal text to formal specifications [200]. Several strands of work

define legal concepts pertinent to requirements in regulations as semantic metadata types. For a detailed
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discussion on semantic metadata in the RE literature, we refer the reader to the work of Sleimi et al. [145]. In

our work, we refine and adapt a set of 10 SRs from literature [175, 189, 201±204].

4.7.3 Automated Support for Compliance Checking

Automated and semi-automated approaches using ML (in combination with NLP) [20, 23, 115, 205±208], as

well as manual approaches through crowd-sourcing [19, 22, 112, 113], have been studied in the RE literature for

classifying the textual content according to privacy regulations. With respect to GDPR, automated compliance

has been widely studied [14±18]. Several approaches rely on semantic web as an enabler [209, 210]. Li et

al. [211] identify a set of operationalized GDPR principles and further develop a tool to test these derived

GDPR privacy requirements. The authors apply design science and their findings reveal that GDPR can be

operationalized and tested through automated means. Nazarenko et al. [212] propose enriching legal text with

semantic information both at a sentence-level (e.g., annotating that a sentence contains an exception) and at a

phrasal-level (e.g., annotating that a phrase represents a legal entity) to facilitate semantic search and querying

legal text. The authors apply their proposed approach on the French version of GDPR. Sleimi et al. [145]

propose an automated rule-based method over the NLP syntax parsing to extract legal semantic metadata, e.g.,

an actor or a sanction, from regulations. They evaluate their approach on traffic law. Bhatia et al. [21] propose

using semantic frames to detect incompleteness in PPs. Specifically, the authors manually analyze 15 PPs and

conclude a set of 17 semantic roles that are expected to be present in other policies from the same domain. The

authors use these SRs to further study the effect of an incomplete privacy statement (i.e., a statement that misses

semantic roles) on the user’s perspective of a privacy risk.

The approaches of Sleimi et al. [145] and Bhatia et al. [21] are the closest to our work. In contrast, our work

utilizes automatically-generated semantic frames for enabling automated compliance checking of DPAs at a

phrasal level.

Another strand of research focuses on checking the compliance of websites and mobile applications against

applicable laws. Extensive analyses of popular websites show that the variance in how organizations interpret

privacy and data protection standards can lead to legal documents (e.g., PPs) which are not informative for

individuals [213, 214]. Relevant to this, the lack of templates for drafting such legal documents can cause

discrepancies between the data processing activities and what is actually disclosed to individuals [215], e.g.,

about the purpose of data processing (an essential requirement in GDPR) [216]. Several approaches are proposed

to check the compliance of websites by classifying the content of their disclosed PPs according to the provisions

of GDPR. Our work addresses three main challenges introduced in the above-listed work. First, we derive

the compliance requirements from GDPR in collaboration with legal experts, which alleviates the risk of

misinterpreting GDPR. We further make these requirements publicly available. Second, our work addresses the

compliance of DPAs, another essential source for requirements for data processing activities in software systems.

Our proposed automation is applicable to any DPA and does not assume conformance with any predefined

template.

4.8 Threats to Validity

Below, we discuss threats to the validity of our empirical results and what we did to mitigate these threats.

Internal Validity. The main concern with respect to internal validity is bias. To mitigate this threat, we curated

our evaluation dataset exclusively through third-party annotators. The annotators were never exposed to the
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implementation details of our approach. Another potential threat is subjectivity in our interpretation of the GDPR

text when extracting the compliance requirements related to DPA. To mitigate this threat, requirements extraction

was done in close collaboration with three legal experts, who have expertise in European and international

laws. Our extracted requirements are further made publicly available and thus open to scrutiny. Another threat

to internal validity is our reliance on most-frequent word sense (MFS) disambiguation for identifying the

semantically related words to enrich the texts of DPAs. Using more advanced disambiguation methods might

improve the results of our approach. However, the wide use of MFS in the NLP literature and its reported

performance provide reasonable confidence about the results of our approach. That said, further experimentation

can help mitigate this threat.

External Validity. We evaluated our approach on 30 real DPAs from different sectors. Our approach performed

well when identifying violations related to the GDPR requirements. This provides us with reasonable confidence

that our solution is generalizable. That said, experimenting with additional DPAs can help further mitigate

support external validity.

4.9 Extending our Methodology beyond GDPR

Our suggested procedure for assessing the compliance of DPAs can be applied on regulations beyond GDPR or

document types other than DPAs. To illustrate this point, assume that a regulation is denoted as G, and a legal

document type is denoted as T . In our context, GDPR is an instance of G, and DPAs are instances of T . To reuse

the same methodology for other instances of G and T , based on our experience, we anticipate the following

steps and effort needed for each step.

1. Requirements elicitation from G with respect to T , consuming about 30% of the effort. This step depends

mainly on the availability of legal experts and the size and complexity of the provisions in G.

2. Define semantic frames (SFs) over the compliance requirements derived from G, consuming about 10% of

the effort. Prior to defining the SFs, one has to check whether the same semantic roles (SRs) defined in

our work can be re-used as-is in the new context. If not, SRs must be refined accordingly. Defining the

SFs should preferably be performed in collaboration with legal experts. Therefore, this step depends as

well on their availability, though their degree of involvement would typically be much lower than in the

previous step.

3. Curate an annotated dataset for T , consuming about 10% of the effort. The first thing to consider is whether

(unlabeled) data for T are available. Curating a labeled dataset of examples from T is a prerequisite for

developing any automation. The annotation task involves manually checking the compliance of the textual

content of T against the requirements derived from G. This step largely depends on data availability as

well as the availability of annotators who have the right expertise. One should anticipate for providing

training material about compliance with respect to G.

4. Develop an automation strategy for checking the compliance of T against G, consuming about 50% of the

effort. The main things to adjust in our approach include the extraction rules of SRs, and the similarity

thresholds applied for matching the predicates and arguments between the text of T and the requirements

of G.
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4.10 Expert Interview Survey

To get feedback from legal experts at our collaborating partner about the usefulness of DERECHA in practice,

we organized an interview survey. To this end, the survey was conducted with the same settings as the one

conducted for CompAι, described in Section 3.9 in the previous chapter. The survey material consists of two

data processing agreements (DPA1 ± DPA2), automatically analyzed by DERECHA. Table 4.11 lists the details

of the analyzed DPAs. For each DPA, the table reports the total number of pages, the number of pages marked

by DERECHA as containing text that satisfy GDPR as well as the total number of GDPR requirements identified.

Using Likert scales [119], our survey aimed at collecting feedback from the experts on the four questions and

two follow-up questions listed in the DPAs-related questionnaire.

Table 4.11: Survey material details.

Data processing agreement Pages Pages with text satisfying GDPR Requirements found by DERECHA

DPA1 5 5 42
DPA2 11 10 61

Summary 16 15 103

The DPAs-related questionnaire includes the following questions:

Q1- On this page, indicate all the requirements that have not been identified by DERECHA? Highlight all.

a. The requirements found by DERECHA helped me easily spot the missed requirements. (Asked for

each missed requirement)

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

Q2 On this page, indicate all requirements found by DERECHA that are not requirements? Highlight all.

a. The requirement found by DERECHA is not an requirement, but it provides useful information that

would trigger further discussion. (Asked for each requirement marked as wrong by experts)

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

Q3 On this page, I would perform the compliance analysis faster and more efficiently with the help of

DERECHA than without it.

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

Q4 On this page, given my time budget in daily practice, it is likely that I would have missed some important

information if I had done the compliance analysis fully manually.

# Strongly agree # Agree # Neutral # Disagree # Strongly disagree # Not relevant

4.10.1 Survey Results

Table 4.12 summarizes the results from the expert interview survey, which we conducted according to the

procedure described in chapter 3 (Section 3.9). The table provides overall statistics from the survey, showing for

each DPA the number of requirements found by DERECHA, the number of requirements marked as correct by

experts (true positives or TPs), the number of requirements marked as wrong by experts (false positives or FPs),
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Table 4.12: Interview survey results.

Data processing agreement Requirements found by DERECHA TPs FPs FNs P(%) R(%)

DPA1 42 39 3 2 92.9 95.1
DPA2 61 54 7 5 88.5 91.5

Summary 103 93 10 7 90.3 93.0

the number of requirements missed by DERECHA (false negatives or FNs), and the corresponding precision and

recall metrics.

With regard to Question 1, the experts identified a total of seven (2+5) FNs. Further, the experts marked as

correct 93 out of 103 requirements found by DERECHA. Thus, the average recall of DERECHA is 93.0%. For

each of the seven FNs, the experts answered the follow-up Question 1a from the DPAs-related questionnaire.

Notice that in occasions, these FNs were found in the sourrunding text of FPs. For instance, when an requirement

is present in a given sentence but DERECHA finds the requirement in a sentence close to the former one. Both

experts provided positive answers to Question 1-a for all FNs, that is the experts ªStrongly Agreeº that the

findings of DERECHA did help in identifying the FNs.

With regard to Question 2, the experts marked as wrong a total of nine requirements found by DERECHA

(i.e., FPs). Thus, the average precision of DERECHA is 90.3%. In each case, for the follow-up Question 2a,

the answers chosen by both experts were ªAgreeº in eight cases and ªNeutralº in the remaining two. This

indicates that the sentences that are falsely classified as satisfying some GDPR requirements often contain useful

information for the compliance checking process.

With regard to Question 3, we had 15 (5 + 10) responses, one response per each page containing requirements.

The 66.6% of the experts responses used the answer ªStrongly Agreeº. The remaining 33.4% used the category

"Agree". The experts agreed that DERECHA helps them check the compliance of DPAs more efficiently. With

regard to Question 4, similar to Question 3, we had 15 responses in total. The 86.6% of the experts responses

used the category "Strongly Agree". The remaining 13.4% used the category "Agree". The experts agreed that

DERECHA helps them locate requirements that they might otherwise overlook in a daily basis, within the given

time budget.

Overall, for Questions 3 and 4, the 76.7% of the responses used the category "Strongly Agree", the remaining

23.3% used the category "Agree". These results show that automated support is highly beneficial for assisting

human experts in efficiently checking the compliance of DPAs.

4.11 Summary

In this chapter, we proposed an automated approach for checking the compliance of DPAs against GDPR, since

DPAs have a significant impact on the requirements of systems processing personal data. In close collaboration

with legal experts, we extracted and documented DPA-related requirements as ªshallº requirements. Such

documentation provides a shared understanding between requirements engineers and legal experts. In our

approach, we first manually created a representation of the GDPR requirements based on SFs. Our approach

then automatically generates SFs-based representations for the textual content of a DPA, and subsequently

compares this representation against GDPR to check whether the DPA is compliant. Our evaluation is based on

30 real DPAs, curated by trained third-party annotators with a strong background in law. Over this evaluation

dataset, DERECHA achieves an average accuracy of 84.6%, a precision of 89.1% and a recall of 82.4%. We also

show how higher accuracy can be achieved by focused reviews on a small percentage of DPA statements. We
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compared DERECHA against a baseline that relies on an off-the-shelf NLP pipeline. DERECHA outperforms this

baseline with an average gain of ≈20 pp in accuracy.

As future work, we envision the use of a larger number of DPAs and further investigate the applicability of

machine learning methods for enabling automated compliance checking. Another direction that we would like to

explore is to run a large-scale experiment to check the compliance of the DPAs available from major service

providers against GDPR.
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Chapter 5

ML-enabled Automation for Compliance

Checking of Data Processing Agreements

against GDPR

Most current software systems involve processing personal data, an activity that is regulated in the EU by the

general data protection regulation (GDPR) through data processing agreements (DPAs). Developing compliant

software requires adhering to DPA-related requirements in GDPR. Checking the compliance of DPAs entirely

manually is however time-consuming and error-prone. Automated support is undoubtedly beneficial. However,

devising the best automation in an application context is challenging given the various available methods and

enabling technologies for representing the legal knowledge and automating the compliance checking process.

In this chapter, we propose an automation strategy that is primarily based on machine learning (ML) for

checking GDPR compliance in DPAs. Specifically, we devise an approach that leverages a combination of

conceptual modeling and ML. We create a comprehensive conceptual model encapsulating all information types

pertinent to DPAs in GDPR, and further define a set of compliance criteria. Our approach uses ML to categorize

the textual content of a given DPA according to the conceptual model and concludes whether the DPA complies

with GDPR.

Structure. The remainder of this chapter is structured as follows. Section 5.1 presents the motivation and

contributions of this chapter. Section 5.2 presents the research questions. Section 5.3 presents the background

related to the chapter. Section 5.4 positions our work against related work. Section 5.5 describes our conceptual

model. Section 5.6 presents our approach (DικAIo). Section 5.7 reports on our empirical evaluation. Section 5.8

discusses the practical considerations when devising an automation for regulatory compliance. Section 5.9

addresses validity considerations. Finally, Section 5.10 concludes the chapter.

87



CHAPTER 5. ML-ENABLED AUTOMATION FOR COMPLIANCE CHECKING OF DATA PROCESSING

AGREEMENTS AGAINST GDPR

5.1 Motivation and Contributions

The exponential growth of AI has significantly impacted modern software systems. Integrating AI technologies

in software systems has enabled developing new features that better capture users’ needs [217]. Intelligent

automation has led to remarkable improvements in diverse application domains such as healthcare [218],

transport [219], manufacturing [220], and finance [221]. Much of the progress of AI can be attributed, among

other factors, to the increasing availability of large datasets which are paramount to drive the application of ML,

including the training of complex neural networks [42]. Such data can in many cases be personal, sensitive, or

confidential. Handling massive amounts of personal data in adherence to applicable laws has added an additional

burden on engineers to properly address legal requirements as part of RE practice.

Developing legally compliant software requires specifying explicit legal requirements. This task involves

interpreting and transforming the legislative text into such requirements. To extract relevant information from

regulations, requirements engineers who understand the functions and properties of the system-to-be should

ideally collaborate with legal analysts who understand the law. Even with legal expertise, the task is still

challenging, time-consuming and error-prone. First, regulations typically use legal language which can be

ambiguous and is normally targeted at governing an entire industry, not specific to a software system [13]. Second,

regulations are often composed of long articles and use complex NL structures, e.g., cross-references [12].

New regulations are being continuously enforced to address concerns about privacy and data protection.

This impacts software systems processing personal data. GDPR defines data processing (the focus of this

chapter) as any operation performed on personal data such as collecting, recording, storing, using, or disclosing

by transmission or dissemination (GDPR, Article 4(2)). Sanctions for violating GDPR can be substantial.

Statistics show that about 337 fines reaching up to 1 billion euros have been enforced due to non-compliance to

GDPR [222]. As stated in Chapter 3, according to GDPR, individuals are informed through privacy policies

(PPs) about their rights and the terms of personal data handling. Recall from Chapter 4 that to further ensure

that personal data remains protected, a DPA must exist between data controller and data processor. Such legal

agreements are essential sources for eliciting legal requirements concerning data processing that are different

from those requirements elicited from PPs. While the former can be important for software systems used directly

by individuals, the latter regulates systems that involve personal data processing.

5.1.1 Practical Scenario

To illustrate, let institution X (the data controller) be an online shopping firm that collects personal information

from customers including name, birth date, postal address, social security and bank account numbers. X shares

some customer information (e.g., address) with another institution Y (a logistics firm) to manage the delivery

of purchased items to the customers. According to the DPA between X and Y, only authorized employees in

Y must have access to such information. Fig. 5.1 shows an excerpt from the DPA between X and Y alongside

the applicable provisions from GDPR. If Y restricts access to authorized employees, but does not prevent

downloading customer files to a shared space accessible by all its employees, such data is vulnerable to being

leaked accidentally or maliciously.

To avoid violating GDPR, the requirements engineers in Y can leverage the DPA to specify explicit

requirements about the technical measures needed to secure a system’s data flow. Thus, ensuring that the DPA

provides complete processor’s obligations is paramount to developing compliant software. Fig. 5.1 shows at

the bottom the legal actions for handling data breach in GDPR, e.g., notifying the controller without undue
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(1) Y shall take measures in accordance with Art. 32 GDPR to protect the X’s Data from misuse, 

unauthorised access, disclosure, and transfer to any third parties unauthorised by X. Such 
measures shall contain: 

(a) Maintaining adequate access control mechanisms (e.g., two-factor authentication, 

password protection, and limited access) covering any servers or files where X’s Data is stored; 

b) Limiting access to X’s Data by Y’s directors and authorized employees only to the purpose 

stated in section 3 of this Agreement; and c) Conducting regular information security audits. 

(2) Within 24 hours after Y becomes aware of any unauthorised use or disclosure of the X’s Data, Y 

shall promptly report the data breach incident to X.

(REQ-1) The [data] processor shall ensure that the persons authorised to process the personal data 

have committed themselves to confidentiality — Article 28(3)(b) and (REQ-2) notify the controller 

without undue delay […] data breach — Article 33(2). (REQ-3) The notification of data breach shall 

include: (a) the nature of personal dat breach; […], and (d) the consequences of the breach, and (d) 
the measures taken or proposed to mitigate its effects — Article 33(3).

Excerpt from DPA

Applicable Requirements from GDPR

Figure 5.1: Example of an excerpt DPA between institution X (controller) and Y (processor).

delay (REQ-2). The figure further shows on top an excerpt of a DPA where the procedure is more detailed, e.g.,

reporting the breach within 24 hours (sentence (2)). The requirements engineers can translate the different DPA

statements into concrete legal requirements, e.g., encrypting data, disabling downloads, and notification alerts.

Regulatory compliance has long been studied in RE [186,189,223,224]. Existing work relies mostly on model-

driven engineering [225, 226], restricted NL and predefined templates [190, 192]. Automated approaches for

enabling compliance checking have also been investigated. Applied technologies include semantic parsing [21],

rule-based [115], NLP [145], ML [20], or a combination of the latter two [23, 90]. The majority of existing work

focuses on the completeness and compliance of PPs against several regulations including GDPR [22, 227±229].

While a DPA is yet another legal document imposed by GDPR, it contains legal requirements that impact

software systems throughout the data processing activities beyond to what is exposed in PPs. For instance,

software must include stronger authentication mechanisms to ensure data protection.

In Chapter 4, we propose eliciting DPA-related requirements from GDPR and documenting them in NL

as ªshallº requirements. We further implement a rule-based automation (referred to as DERECHA) that verifies

whether DPAs satisfy GDPR requirements based on the semantics of the DPAs’ textual content. This approach

suffers from two drawbacks. First, using NL to represent GDPR requirements makes these requirements prone

to various quality issues such as ambiguity and inconsistency. While NL facilitates communication between

legal experts and requirements engineers during the elicitation phase, the latter might need to handle emerging

quality issues when managing the overall requirements throughout the software development lifecycle. Second,

adapting rules to regulation changes would entail major changes in the GDPR requirements and rule-based

system, making the significant involvement of legal experts inevitable. It has been acknowledged that regulation

changes and understanding the impact of this change on the compliance process is challenging [230±235].

To alleviate these drawbacks, in this chapter, we propose leveraging conceptual modeling and a combination

of ML and NLP. In the regulatory compliance context, modeling helps define structured domain knowledge

from the regulation [236]. In our work, we create a conceptual model that captures the semantics of DPAs,

including rights and obligations. We then utilize NLP and ML to automatically classify the textual content

of DPAs according to the information types in our conceptual model. Such classification is a prerequisite for

detecting GDPR breaches. Incorporating ML in the automated solution has various practical benefits. Most

notably, adapting the overall solution to future regulation changes does not require the intensive involvement
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of legal experts, in contrast to changing rules. Information types that are no longer required can simply be

dropped from both the conceptual model and solution. Introducing new information types, however, requires

modifying the conceptual model with the help of legal experts by adding concepts and relationships. While

the task is still not trivial, it is less likely to lead to inconsistencies in comparison to changing multiple NL

requirements and the corresponding rules. Then, for each new type, one must build a respective ML classifier to

be plugged into the solution. Compared to the rule-based solution, however, ML requires creating annotated

datasets. Developing an ML-based solution is nonetheless advantageous since examples of DPAs are available

online and new annotated datasets are required only occasionally (e.g., upon a regulation change). In other

words, such an ML-based solution would be practically advantageous in many contexts, provided that it fares as

accurately as its alternatives.

5.1.2 Contributions

The chapter makes the following contributions:

(1) We create, building on our previous work in RE [24, 26], a holistic representation of DPA-related GDPR

requirements in the form of a conceptual model that contains a total of 63 information types capturing any

content to be expected in a GDPR-compliant DPA. We describe our model in Section 5.5.

(2) We devise an AI-enabled automation strategy (DικAIo) for checking the textual content of DPAs against

the conceptual model. Since compliance against regulations is often checked late in the software development

process [237], we aim to prevent unnecessary costs by ensuring that the complete set of legal requirements

concerning data processing is captured at an early stage in RE. We describe the details of DικAIo in Section 5.6,

and further discuss in Section 5.8 the benefits of applying ML compared with the alternative presented in

Chapter 4. Our replication package provides tool support and empirical data, including our non-proprietary,

annotated DPAs [238].

(3) We empirically evaluate DικAIo on 180 real DPAs including a total of ≈ 50,000 sentences. As we

elaborate in Section 5.7.2, this dataset was curated as part of our work using third-party annotators who have

a strong background in law. On an evaluation set of 30 DPAs, DικAIo detects 483 out of 582 actual genuine

violations, while introducing 93 false violations, thus yielding a precision of 83.9% and a recall of 83.0%.

Though the overall performance of DικAIo is comparable to that of DERECHA (see Chapter 4), the practical

benefits of ML, as highlighted above, makes it a more practical solution in the long-term when regulation

changes and access to legal expertise is restricted.

Significance. The significance of our work is two-fold: (1) Regulatory compliance regarding data processing is

a major concern for requirements engineers, particularly with the new challenges arising from the widespread

application of artificial intelligence. We provide a novel, accurate approach to assist both legal experts and

requirements engineers in assessing the compliance of DPAs against GDPR; (2) Existing work does not

investigate alternative approaches to address this problem. We provide insights, based on a large case study,

about how the two main approaches compare.

5.2 Research Questions

RQ1. Which ML classification algorithm yields the most accurate results for identifying GDPR-relevant

information types in DPAs? Step 4 of DικAIo, which builds an ML classifier for identifying the information

types present in a given DPA, can be implemented using several alternative classification algorithms and learning
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features. RQ1 investigates the accuracy of these alternative classifiers. The most accurate classifier is used to

answer the subsequent RQs.

RQ2. How accurate is DικAIo in identifying information types in practice? Considering the best-performing

ML classifier from RQ1, RQ2 assesses the accuracy of DικAIo on unseen DPAs. To draw conclusions about

the usefulness of devising a hybrid classification method (i.e., combining ML with semantic similarity), RQ2

further compares DικAIo against a baseline that uses only ML.

RQ3. How accurate is DικAIo in detecting GDPR violations in DPAs? In RQ3, we evaluate how well our

approach detects GDPR violations in DPAs. We further compare DικAIo against DERECHA.

5.3 Background

We analyze different supervised machine learning algorithms in this chapter. Specifically, we examine six

widely-applied ML classification algorithms in the context of RE [239], namely decision tree (DT), feed-forward

neural network (FNN), Linear Discriminant Analysis (LDA), logistic regression (LR), random forest (RF), and

support vector machine (SVM). The definitions of these algorithms are presented below.

• LR is a statistical model used in machine learning for binary classification tasks. It is a supervised learning

algorithm that predicts the probability (a value between 0 and 1) of an instance belonging to a particular

class based on input features [40].

• LDA is a dimensionality reduction technique commonly used for classification tasks. Its main goal is

to find a linear combination of features that maximizes the separation between different data classes. It

assumes that the input data can be represented as a mixture of Gaussian distributions and projects the

input data onto a lower-dimensional space while maximizing the class separability [41].

• DT is a supervised learning method that is used for classification and regression tasks. DTs are flowchart-

like structure where internal nodes represent feature tests or attributes, branches represent the outcomes of

those tests, and leaf nodes represent the final decision or prediction [37].

• RF is an ensemble supervised learning method that combines multiple decision trees to make predictions.

Each tree is trained on a different subset of the training data and the final output is predicted based on

which prediction has the majority of the votes [38].

• SVM is a popular supervised machine learning algorithm widely used for solving both linearly separable

and non-linearly separable problems. SVM aims at finding an optimal hyperplane (decision boundary)

in an n-dimensional feature space that separates the data points of different classes. This hyperplane is

chosen based on extreme points which are defined as support vectors [39].

• FNN are structured in a series of interconnected layers of artificial nodes (neurons). The information

flows in one direction, from the input layer through the hidden layers to the output layer. These artificial

networks can model complex relationships in data and learn from large datasets [42].

5.4 Related Work

In this section, we discuss related work on legal requirements representation and automated compliance checking.
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Extracting and representing legal requirements from regulations and regulated documents (e.g., PPs) are

extensively studied in the RE literature. In an early work, Breaux et al. [190, 240, 241] apply semantic

parameterization for extracting rights and obligations from privacy regulations. Semantic parameterization

enables expressing NL domain descriptions of goals as specifications in description logic. A similar method is

used by Binsbergen et al. [192] to formalize norms. Hassan et al. [242] extract governance requirements from

the law and enterprise regulations and transform them to formal specifications through logic models. Zeni et

al. [189] develop GaiusT tool that supports extracting legal requirements from regulations. The tool is based on

textual semantic annotation techniques where legal text is annotated based on concepts defined in an ontology. A

similar method has been applied by Governatori et al. [243] to represent legal documents. Many approaches

rely on model-driven engineering methods [26, 107, 186, 225, 226, 244, 245]. Usman et al. [237] provide

insights into common practices and challenges when checking and analysing regulatory compliance. They

provide an empirical evidence on the challenges experienced during regulatory compliance. Other approaches

propose extracting descriptions of data practices from PPs through manual means such as crowd-sourcing

or the involvement domain experts [22, 227, 246, 247]. More recently, Abualhaija et al. [12] propose using

question-answering to assist engineers with retrieving compliance-relevant information requirements from a

regulation. Zasada et al. [248] evaluate the expressiveness and lexical complexity of compliance rule languages.

Automated means for checking the completeness and compliance of legal requirements have been also

investigated in RE. Hamdani et al. [249] present an automated GDPR compliance checking approach that relies

on natural language processing (NLP) to extract data practices from PPs and encodes GDPR rules to check the

presence of mandatory information. NLP technologies have been utilized also for solving other problems, e.g.,

Bhatia et al. [21] identify incompleteness in PPs, Lippi et al. [115] automatically detect potentially unfair clauses

in online terms of service, and Sleimi et al. [145] extract semantic metadata from legal requirements. Elluri et

al. [250] automatically analyze the compliance of PPs against GDPR using BiLSTM multi-class classification

and BERT. Torre et al. [90] describe an automated solution which combines NLP and ML for the compliance

checking of PPs according to GDPR. More recently, Rahman et al. [215] and Aborujilah et al. [251] presented

ML-based techniques to monitor users’ compliance with mobile applications. Tesfay et al. [20] utilize ML for

summarizing privacy concerns in privacy notices to make such notices more readable and comprehensible for

non-experts. Harkous et al. [228] introduce an automated framework based on neural networks for analyzing

PPs.

We distinguish our work from the above as follows:

(1) We concentrate our work on eliciting from GDPR the legal requirements pertinent to DPA compliance.

Compared to the strand of research on PPs, we focus on aspects of data protection regulations that must be

addressed when personal data is being subsequently shared between the organizations which collect and process

data. The legal requirements imposed on data controllers (through PPs) are different from those imposed on

data processors (through DPAs). Concretely, we use conceptual modeling, as commonly done in RE in other

contexts, to represent the DPA-related requirements in GDPR. We extend the conceptual model presented in [26]

with additional information types derived from the requirements outlined in Chapter 4.

(2) With regard to automating the compliance checking, many approaches in RE apply NLP technologies or

ML. The closest to our work in this chapter is DERECHA, introduced in Chapter 4. Recall that DERECHA is

composed of executable rules developed on top of requirements that are represented in natural language (NL)

form. Driven by our motivation to address the limitations of using NL representation and rules as discussed in

Section 5.1, our approach leverages a combination of NLP and ML. We discuss the advantages of our approach

over DERECHA in Section 5.8.
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5.5 A Conceptual Model of Information Pertinent to DPA Compliance in

GDPR

Our work draws on two existing artifacts for checking DPA compliance against GDPR. The first artifact

(thereafter referred to as A) is a list of 45 compliance requirements written in NL concerning data processing

in GDPR presented in Chapter 4. The second artifact (thereafter referred to as B) [26] is a conceptual model

describing 45 information types that can be found in any DPA. In our work, we aim to build a comprehensive

conceptual model that acts as an enabler for devising an automated compliance checking approach using

primarily ML. To do so, we create a conceptual model by merging the two artifacts.

Fig. 5.2 shows the resulting conceptual model composed of 63 information types organized into four

hierarchical levels: level-1 (shaded grey), level-2 (shaded black), level-3 (shaded yellow), and level-4 (shaded

white). Similar to the original artifacts (A and B), we differentiate between mandatory and optional information

types. Mandatory information types originate directly from GDPR provisions, whereas optional types are based

on best practices. Missing a mandatory information type leads to a non-compliant DPA, while missing an

optional information type raises a warning that the DPA does not follow common practices. In our conceptual

model, 33 of the information types are mandatory (font in black) and 30 are optional (font in blue). In the

remainder of this chapter, referring to an information type implicitly implies the hierarchical label (e.g., referring

to DATA BREACH implies PROCESSOR OBLIGATION;INFORM CONTROLLER;DATA BREACH).
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Figure 5.2: Conceptual model of DPA compliance-related information in GDPR.

The figure further decomposes the conceptual model into regions to highlight the source requirements from

A used to derive the information types in the model. Our method for creating this conceptual model is as follows.

We first identified the information types in A using a qualitative method similar to the one described in Chapter 3.

For example, we identify from REQ-2 (equivalent to R34 in A) and REQ-3 (equivalent to R28 in A) in Fig. 5.1

the hierarchical information types: PROCESSOR OBLIGATION, INFORM CONTROLLER, DATA BREACH, as

well as the different compositions of DATA BREACH. We then rely on trace links to the actual GDPR provisions

associated with A and B to map each requirement in A to an information type in B. Since we consider additional

information from A, we adjust the specializations in B to extend the model. For instance, in relation with the
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information types listed above, we added the specialization INFORM CONTROLLER to B to encapsulate other

related requirements, e.g., PROCESS WITHOUT INSTRUCTIONS derived from R10. We applied the following

modes for deriving the final information types: (i) one-to-one representation, e.g., R3 in A is represented as

the information type PROCESSING DURATION (region 2); (ii) one-to-many representation, e.g., R28 in A is

represented as the four specializations of DATA BREACH (region 5); and (iii) many-to-one representation, e.g.,

R12 and R32 in A are represented as the information type SECURE PROCESSING (region 3).

To check the compliance of a DPA according to GDPR provisions, we define a set of 37 criteria, of which 22

criteria are concerned with mandatory information types and 15 are concerned with optional ones. The criteria

are defined on the specializations since they can lead to violations in the more generic information types. For

instance, we define 18 criteria concerned with mandatory information types under PO, including six coming

from level-2 and 12 from level-3. Each criterion verifies whether the DPA satisfies or violates GDPR with

respect to a particular information type. In our context, a violation refers to an absent information type, whether

mandatory or optional. We denote a criterion using the negation sign (¬) to refer to the absence of an information

type, e.g., the criterion ¬PD checks whether the DPA contains any sentence related to PROCESSING DURATION

(PD). If no sentence is found, then the DPA violates GDPR. The list of compliance criteria formulated based on

the absence of information types are listed in Table 5.5 in Section 5.7. The conceptual model and the compliance

criteria are the basis for developing DικAIo, as we explain next.

5.6 Approach

Fig. 5.3 shows an overview of DικAIo, which is composed of six steps, labeled 1 ± 6. DικAIo takes as input a

DPA (see the excerpt in Fig. 5.1) and returns as output a report with recommendations about the DPA compliance.

In Step 1, we preprocess the DPA using an NLP pipeline. In Step 2, we transform the text into embeddings.

In Step 3, we train a ML classifier. In Step 4, we use ML to classify the text in the input DPA according to

the information types in Fig. 5.2. In Step 5, we use cosine similarity to classify the text according to GDPR

requirements presented in Chapter 4. Finally, in Step 6, we combine the classification results from Steps 4 and 5

to generate recommendations about whether the input DPA is compliant. We elaborate these steps next.
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Figure 5.3: Overview of DικAIo.

5.6.1 Step 1: Preprocess Text.

In this step, we parse the input DPA using an NLP pipeline conformed of the categories A and C from Figure 2.1

form Section 2.2. The first category obtains the sentences, whereas the second is used to normalize the text since

it identifies the canonical forms of the words and removes stopwords, e.g., ªthe appliedº becomes ªapplyº. The

normalized sentences are then passed on to the next step.
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5.6.2 Step 2: Extract Features.

Step 2 transforms the sentences from Step 1 into embeddings. Embeddings represent the learning features

which are a prerequisite for using ML-based and similarity-based classification. As we discuss in Section 5.7,

we experiment with four alternative methods for generating the embeddings. These alternatives include the

pre-trained models from word2vec [59], GloVe [60], fasttext [61] which generate 300-dimensional vectors for

each word, and SBERT [77] which generates 768-dimensional vectors. SBERT produces sentence embeddings

directly, accounting for the context in which the words occur. To compute the sentence embeddings corresponding

to the three remaining alternatives, we take the average of the words embeddings in the sentence following

common practices [23, 252]. The sentence embeddings in the input DPA are used in Step 4 for predicting the

information types in each sentence and in Step 5 for computing the semantic similarity between the sentences

and the average embedding of all the training data under each information type. Steps 1 and 2 are also performed

on the training data to generate the embeddings needed to train the ML classifiers in Step 3.

5.6.3 Step 3: Train ML Classifier.

We use feature embeddings from Step 2 to train an ML classifier on a large set of manually-annotated DPAs. We

discuss the annotation process in Section 5.7.2. In this step, we train a binary classifier for each information type

in Fig. 5.2 to achieve multi-label classification since the same text in a DPA can be about multiple information

types. To train each binary classifier, we use as positive examples all sentences annotated with a particular

information type (e.g., PERSONAL DATA SECURITY) and as negative examples all other sentences excluding

the ones ascribed to that information type (e.g., all but PERSONAL DATA SECURITY). The resulting training

dataset for each information type was, as expected, highly skewed with significantly more negative examples

than positive examples. We restrict ML only for those information types that have at least 20 positive examples,

noting that our preliminary experiments showed poor performance for information types with less than 20

positive examples. Inspired by existing work [79], we oversample the positive examples to match the maximum

number of positive examples among information types. We then undersample the negative examples to obtain a

balanced dataset. The classifiers are trained on a feature matrix in which each row corresponds to a sentence and

the columns are the sentence embeddings extracted in Step 2. The binary classes that a classifier predicts indicate

the presence or absence of an information type in a sentence. The trained ML classifiers are fed into Step 4.

5.6.4 Step 4: Classify using ML.

In Step 4, we first loop over the sentence embeddings from Step 2 generated for the input DPA. We then apply

each binary classifier created in Step 3 to predict in each sentence whether a particular information type is

present or not. For example, one ML classifier predicts that the information type PERSONAL DATA SECURITY is

present in sentence (1) in Fig. 5.1. The labels predicted by the ML classifiers for each sentence are then passed

on to Step 6.

5.6.5 Step 5: Classify using Similarity.

In this step, we use semantic similarity to predict the presence of an information type in a sentence. In particular,

we compute the cosine similarity [56] between the embeddings of each sentence in the input DPA and the

embeddings of the GDPR requirements related to DPA compliance (Chapter 4). The corresponding embeddings

for each GDPR requirement is generated via the same process described earlier in Steps 1 and 2. The motivation
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behind Step 5 is to predict the information types with too few positive examples to effectively train ML classifiers.

To increase the confidence of the prediction in Step 6, we apply similarity-based classification on all information

types.

We predict an information type using semantic similarity as follows. We first loop over the sentences in

the input DPA. We then loop over each GDPR requirement. For each sentence and GDPR requirement, we

compute the cosine similarity of their respective embeddings. If the similarity value is above a certain threshold,

the sentence is deemed similar to the requirement. We assign an information type to the sentence based on the

mapping to GDPR requirements, as illustrated in Fig. 5.2. For example, sentence (1) in Fig. 5.1 has a similarity

value of 0.52 with the requirement R27 (from Chapter 4), which states that ª[...] measures to ensure a level of

security can include: (a) pseudonymization and encryption [...]º. The similarity-based classifier predicts the

presence of PERSONAL DATA SECURITY (DS) in the sentence since R27 is mapped to DS.

An alternative for realizing this step is to group the training data under one information type and measure the

similarity of the sentence in the input DPA against the average embedding of all sentences in that group. Again,

if the similarity is greater than a threshold, the sentence will be assigned the same information type as the group

in the training data. We also implemented this alternative and experimented with it.

According to results from preliminary experiments, we select 0.5 as the threshold value as it produced, on

average, the best results across all requirements. Note that it might be beneficial to define different thresholds

for different requirements since the sentences corresponding to the requirements in the DPA can contain more

content than is needed to comply with the requirement. Such additional content can indeed reduce the similarity

between the compliant sentence and its relevant requirement. However, we find the threshold we selected in our

work to be sufficient since the purpose of DικAIo is to identify the presence of information types in at least one

sentence in the DPA. The predictions made in this step are passed on to Step 6.

5.6.6 Step 6: Check Compliance.

Step 6 combines the labels predicted in Steps 4 and 5 to conclude a final prediction about the presence of

information types in the input DPA, thus determining its compliance. Step 6 concludes that an information

type (I) is present in a given sentence (s) only if both ML and similarity-based classifiers predict I in s. For

example, the final prediction for the sentence mentioned in Step 4 will be PERSONAL DATA SECURITY since

this information type is predicted by both the ML classifier in Step 4 and the similarity-based classifier in Step 5.

The output of DικAIo is generated at a DPA level as follows: If I is predicted in at least one sentence, then

I is present in the DPA. Otherwise, I is absent. DικAIo produces as output a set of violations corresponding to

mandatory or optional information types found to be absent in the input DPA.

5.7 Empirical Evaluation

In this section, we empirically evaluate DικAIo.

5.7.1 Implementation and Availability

We implemented DικAIo using both Java 8.0 and Python 3.8. Different steps rely on different technologies

(displayed in Fig. 5.3), as described next. In Step 1, we use the DKPro 1.10 toolkit [99] for operationalizing the

NLP pipeline. In Step 2, we extract the sentence embeddings from SBERT [77] using the paraphrase-MPNet-

base-v2 model [253]. This model is available in the Transformers 4.6.1 library [254] provided by Hugging
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Face (https://huggingface.co/) and operated in PyTorch [255]. We employ WEKA 3.9.6 [101, 102]

in Steps 3 and 4 and implement cosine similarity [56] in Step 5. All non-proprietary material related to this tool

is available online [238].

5.7.2 Data Collection and Preparation

Our data collection focused on procuring a large set of DPAs and manually annotate them with the information

types described in the conceptual model of Fig. 5.2. We collected a total of 180 DPAs, of which 50 were obtained

from online sources and 130 were provided by our industry collaborator (Linklaters LLP). Data collection was

performed by three third-party annotators. All annotators are law students and went through a half-day training

on GDPR compliance. The annotators produced their annotations over a four-month period, during which they

declared an average of 165 hours. To mitigate fatigue, the annotation was organized in three batches, and the

annotators were encouraged to restrict their work to two hours at a time.

For better understandability, we also shared with the annotators the original DPAs and the DPA-relevant

compliance requirements in GDPR, presented in Chapter 4. Given their background in law, the annotators found

it more efficient to read through textual requirements derived from GDPR instead of learning the definitions

of the information types in our conceptual model. The four hierarchical levels of the information types in our

conceptual model increase the learning duration expected by the annotators. As another measure of fatigue

mitigation, we shared CSV files containing automatically generated sentences for each DPA where the annotators

could select from a drop list next to each sentence up to three requirements that the sentence satisfies. We also

included an additional column of free text where the annotators could add remarks, e.g., when a sentence satisfies

more than three requirements.

The annotators were instructed to examine each sentence in the DPA and select all requirements that are

satisfied by the sentence. As a quality measure, we compute the interrater agreement using Cohen’s Kappa

(κ) [105] on a subset of ≈10%, consisting of DPAs that were independently analyzed by two annotators. The

interrater agreement is computed for level-1 information types only. The average κ value across pair-wise

agreements of the annotations is 0.78, indicating ªsubstantial agreementº [171]. The disagreements were

discussed and resolved by the annotators.

Table 5.1: Data collection results.

I (mandatory types are in bold)
T E

Sentences Sentences DPAs

CONTROLLER 62 20 16
PROCESSOR 97 40 27
DATA SUBJECT TYPES 67 56 26
PROCESSING DURATION 115 22 17
DATA PROCESSING PURPOSE 136 34 27
PERSONAL DATA CATEGORY 75 37 27
PROCESSOR OBLIGATION 2,680 725 29
CONTROLLER RIGHT 17 3 3
CONTROLLER OBLIGATION 27 5 5
PERSONAL DATA SECURITY 1,085 462 24
PERSONAL DATA TRANSFER 66 20 20
DATA PROCESSING IMPACT ANALYSIS 4 3 1

The overall document collection resulted in analyzing ≈50,000 sentences, out of which about 4,000 (≈8%)
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are ascribed to at least one information type. We randomly partitioned the analyzed DPAs into 150 DPAs (≈85%)

used for training the ML classifiers in our approach, and 30 DPAs (≈15%) used for evaluation. Hereafter, we

refer to the training dataset as T , and the evaluation set as E . Table 5.1 provides overall statistics about our data

collection. For each level-1 information type (I), the table lists the number of sentences ascribed with I in T

and E . Note that the sentences are not mutually exclusive since one sentence can simultaneously satisfy multiple

information types. The table further shows the number of DPAs in E where I is present. For example, four

sentences are available in T about DATA PROCESSING IMPACT ANALYSIS, three sentences are available in E ,

and this information type is present only in one DPA in E .

5.7.3 Evaluation Procedure

To answer our RQs, we conduct the experiments below.

EXPI. This experiment addresses RQ1. In EXPI, we evaluate the different alternative ML classifiers trained

over different learning features (LFs). EXPI examines the ML classification algorithms mentioned in Section 5.3.

We train each ML classifier over different LFs. The first three LFs are based on the pre-trained embeddings from

word2vec (LF1), GloVe (LF2), fasttext (LF3), whereas the last one (LF4) is based on the sentence embeddings

extracted from SBERT. More details on the ML classifiers and LFs can be found in Chapter 2. Over the training

set T , we tune the hyperparameters [256] to optimize the accuracy of each alternative and further evaluate the

alternative classifiers using ten-fold cross-validation.

To compare the classifiers, we define, for each information type I, true positives (TPs) as the sentences

correctly classified as I , false positives (FPs) as the sentences that are falsely predicted as I , and false negatives

(FNs) as the sentences that should be predicted as I but are missed by the classifier. For each alternative classifier

and LF, we aggregate the resulting TPs, FPs, and FNs for all information types and then compute the overall

precision (P), recall (R) and F1 measure as: P = |TP |/(|TP | + |FP |), R = |TP |/(|TP | + |FN |), and

F1 = 2 ∗ P ∗R/(P +R).

EXPII. This experiment answers RQ2. Given the best-performing alternative from EXPI, EXPII assesses how

well DικAIo can identify information types on the unseen DPAs in our evaluation set, E . To evaluate DικAIo,

we redefine TP, FP, and FN to better fit the context of compliance checking, as follows: TPs are DPAs where

DικAIo correctly predicts the presence of I , i.e., at least one sentence is about I . FPs are DPAs where DικAIo

falsely assumes the presence of I, i.e., DικAIo identifies at least one sentence for an absent I in the DPA.

Finally, FNs are DPAs where DικAIo falsely predicts the absence of I , i.e., DικAIo does not find any sentence

about I . We then report P, R, and F1, computed as in EXPI. We further compare DικAIo against a baseline that

uses ML only. The baseline is built according to Step 3 in DικAIo (see Fig. 5.3) and used as in Step 4.

EXPIII. To address RQ3, we report in EXPIII the results of DικAIo in detecting GDPR violations in the DPAs

in E . Recall from Section 5.6 that a violation corresponds to an absent information type. To evaluate DικAIo

in EXPIII, we define TPs, FPs, and FNs in converse with EXPII. Concretely, a TP is a genuine violation that

is correctly detected by DικAIo. Similarly, an FP is a violation that is falsely introduced by DικAIo, and

an FN is a violation that is missed by DικAIo. We then compute P and R as in EXPI. EXPIII compares the

performance of DικAIo on the same evaluation set against DERECHA.

5.7.4 Answers to the RQs

RQ1. Table 5.2 reports the accuracy of 24 ML-based alternatives considered in our study for identifying

information types in DPAs. Recall from Chapter 2 that LF1, LF2, and LF3 are context-independent embeddings,
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in contrast to LF4 which provides contextual embeddings. The table shows that LF1, LF2, and LF3 yield similar

accuracy across the different ML alternatives, with an average F1 of 72.8%, 71.6%, and 71.4%, respectively.

Since such embeddings learn similar information from text without any consideration of context, varying the

source from which these embeddings are extracted has little impact on the accuracy of the ML classifiers in our

study. Training over LF4, in contrast, significantly improves the accuracy, reaching an average F1 of 81.0%.

LF4 yields an average gain in F1 of 8.2 percentage points (pp), 9.4 pp, and 9.6 pp compared to LF1, LF2, and

LF3, respectively. The 768-dimensional embeddings in LF4 enable obtaining more knowledge about syntax and

semantics in comparison with the 300-dimensional LF1 ± LF3 embeddings.

Table 5.2: Accuracy of alternative ML classifiers for identifying information types (RQ1).

DT FNN LDA LR RF SVM

P(%) R(%) F1(%)P(%) R(%) F1(%)P(%) R(%) F1(%)P(%) R(%) F1(%)P(%) R(%) F1(%)P(%) R(%) F1(%)

LF1 67.4 73.5 69.0 71.8 74.1 72.5 69.5 76.3 71.4 69.6 74.8 71.1 73.8 74.9 74.1 76.6 82.8 78.7

LF2 67.0 73.6 68.6 70.5 72.9 71.2 67.5 73.1 69.0 68.3 72.8 69.5 72.9 73.9 73.2 75.7 82.2 77.9

LF3 66.7 69.5 67.4 70.6 72.3 71.1 70.3 75.0 71.6 67.8 71.9 68.9 71.2 72.6 72.6 74.8 80.9 76.8

LF4 75.2 80.0 76.8 81.7 80.2 81.1 82.4 82.9 82.6 79.5 79.5 79.5 80.7 82.0 81.2 83.8 86.2 84.7

LF1 ± LF4: embeddings from word2vec, GloVe, fasttext, and SBERT, respectively.

Focusing on LF4, Table 5.2 shows that SVM outperforms alternative classifiers across all three metrics. Pair-

wise analysis using a paired t-test [257] shows statistical significance in favor of SVM (p− value < 0.05). Our

results are not surprising considering the robust performance of SVM reported in the RE literature [252,258,259].

While RF is often reported to perform on par with SVM, our results rather show that LDA is comparable to

SVM, with an average loss of 2.1 pp in F1. LDA has been investigated in diverse RE contexts and achieved

promising results [260±262].

The answer to RQ1 is that SVM trained over LF4 is the best-performing alternative for identifying information

types in DPAs, with an average precision of 83.8% and recall of 86.2%. We answer the subsequent RQs using

this alternative.

RQ2. Table 5.3 lists the results of DικAIo compared with a baseline that uses ML only (discussed in Sec-

tion 5.7.3) for identifying the information types in DPAs. Note that the baseline is only applicable to information

types with more than 20 positive examples (see Step 3 in Section 5.6) and thus it has zero precision and recall

for other information types. In contrast, our approach is applicable to all information types. Overall, the

table shows that DικAIo extracts mandatory and optional information types with an average F1 of 82.0% and

76.9%, respectively. DικAIo significantly outperforms the baseline with a gain of ≈ 7 pp in F1 for identifying

mandatory types and ≈ 11 pp for identifying optional ones. The results indicate the necessity of devising a

hybrid classification method to overcome the complexity of the hierarchical classification problem which can

be clearly seen in our conceptual model in Fig. 5.2. This conclusion is in line with the work presented in

Chapter 4. Note that for the semantic similarity we employ the first reported alternative. We compute the cosine

similarity between each sentence in the input DPA and the GDPR requirements related to DPA compliance

(recall Section 5.6). We use this alternative due to its slightly better results (≈ 1.2 pp in F1), for the chosen

ML-based alternative and embeddings (SVM and LF4).

In Table 5.4, we provide a breakdown of the results for each information type (I). We note that the automated

analysis in this chapter excludes the identity and contact details of CONTROLLER and PROCESSOR. The reason
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Table 5.3: Results of information type identification (RQ2).

Solution I TPs FPs FNs TNs P R F1

Hybrid†
Mandatory 368 93 69 130 79.8 84.2 82.0
Optional 60 11 25 354 84.5 70.6 76.9

Summary 428 104 94 484 80.5 82.0 81.2

ML
Mandatory 332 118 105 105 73.8 76.0 74.9
Optional 52 21 33 344 71.2 61.2 65.8

Summary 384 139 138 449 73.4 73.6 73.5

† Our approach combines ML with semantic similarity.

is that such details are often mentioned in the same sentence at the beginning of a DPA. Automated means such

as named entity recognition or regular expressions are thus not adequate for differentiating CONTROLLER from

PROCESSOR. Such details, which are often known to the human analyst, can be provided as input to DικAIo in

order to enable their automatic detection.

Table 5.4: Accuracy per information type (RQ2)

I P R I P R I P R

PD 61.1 64.7 CN 88.9 92.3 RL 81.8 81.8
PP 91.7 81.5 SG 88.9 66.7 AR 66.7 88.9
DC 92.0 85.2 FO 91.7 95.7 AH 68.2 93.8
ST 92.0 88.5 CP 69.0 73.1 DS 84.2 66.7
GA 75.0 88.2 RD 90.5 94.4 IB 95.8 85.2
DC 73.9 89.5 IL 63.0 100 CC 75.0 95.5
PI 96.3 89.7 CM 86.7 100
WI 63.3 100 OG 76.0 86.4

1 Mandatory information types are in bold; See Fig. 5.2 for the full names.
2 Information types with zero precision and recall are omitted.

We obtained zero precision and recall for 15 information types, three of which are mandatory, the remaining

ones being optional. For better readability, we omit these information types from Table 5.4. The reason for the

low performance on these information types is the very few training examples in our dataset to develop accurate

ML classifiers. As shown earlier in Table 5.1, optional information types have substantially fewer examples

compared to mandatory ones. The only exception is PERSONAL DATA SECURITY which captures the technical

measures to ensure the level of security that a DPA must include, often expressed in a list spanning multiple

sentences. Consequently, our approach tends to systematically predict these information types as absent. We

elaborate in RQ3 the impact of these results on the compliance checking.

The answer to RQ2 is that DικAIo identifies information types in DPAs with an average precision, recall,

and F1 of 80.5%, 82.0%, and 81.2%, respectively.

RQ3. Table 5.5 shows the results of DικAIo in detecting violations according to the list of compliance criteria.

Recall from Section 5.5 that a violation is related to missing mandatory or optional information types. Overall,

DικAIo identifies GDPR violations in DPAs with an average precision of ≈84% and recall of 83%. Following

the above discussion in RQ2, the information types wrongly predicted as absent by DικAIo resulted in a perfect

recall for 15 criteria. These criteria correspond to three missing mandatory information types and 12 missing

optional ones as can be seen from Table 5.5. However, the average precision achieved by DικAIo for the

exact same criteria is ≈94.0%. The precision for detecting absent mandatory information types only is ≈84.5%.
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Such results show that these information types are often left out from the DPAs and are thus actually absent.

Pinpointing the absence of mandatory types is essential in our context. Warning the user about missing optional

types can also be informative as they capture best practices. For the remaining criteria, we analyze the root

causes of errors (both FPs and FNs) made by DικAIo and provide our conclusions below.

Table 5.5: Accuracy of our compliance checking approach (RQ3).

ID TPs FPs FNs P(%) R(%) ID TPs FPs FNs P(%) R(%)

Mandatory Optional

¬PD 6 6 7 50.0 46.2 ¬TN 27 3 0 90.0 100
¬PP 1 5 2 16.7 33.3 ¬DS 3 8 3 27.3 50.0
¬DC 1 4 2 20.0 33.3 ¬BR 2 4 1 33.3 66.7
¬ST 2 3 2 40.0 50.0 ¬IA 29 1 0 96.7 100
¬GA 8 2 5 80.0 61.5 ¬CC 0 0 2 0.0 0.0
¬PC 5 2 6 71.4 45.5 ¬IB 29 1 0 96.7 100
¬PI 0 3 1 0.0 0.0 ¬DP 28 2 0 93.3 100
¬WI 0 0 11 0.0 0.0 ¬AC 26 4 0 86.7 100
¬CN 1 2 3 33.3 25.0 ¬SP 29 1 0 96.7 100
¬AH 7 1 7 87.5 50.0 ¬SC 30 0 0 100 100
¬SG 4 8 2 33.3 66.7 ¬SV 30 0 0 100 100
¬FO 5 1 2 83.3 71.4 ¬DG 30 0 0 100 100
¬ES 26 4 0 86.7 100 ¬DB 30 0 0 100 100
¬NB 23 7 0 76.7 100 ¬RV 30 0 0 100 100
¬CP 0 1 9 0.0 0.0 ¬AD 30 0 0 100 100
¬CU 27 3 0 90.0 100
¬RD 2 7 2 22.2 50.0
¬IL 2 1 10 66.7 16.7
¬CM 0 0 4 0.0 0.0
¬OG 2 3 6 40.0 25.0
¬RL 4 4 4 50.0 50.0
¬AR 4 2 8 66.7 33.3

Summary TPs = 483 FPs = 93 FNs = 99 P = 83.9% R = 83.0%

We use the negation sign (¬) to refer to the absence of an information type; criteria
concerning mandatory information types are in bold.

* Complex text: Some information types are expressed in complex sentences which can be formulated in a

different way than the corresponding GDPR requirement. Though mandatory, this information type is often

a part of even a longer sentence. For example, the sentence ªThe provider shall process client data only on

the written instructions of the client as specified in the services agreement and this addendum includes with

regard to transfer of personal data to third country or an international organization as set forth in Article

6(1). . .º describes a complex text containing multiple information types, among which is PROCESS WITHOUT

INSTRUCTIONS. Thus, considering the entire sentence as the unit of analysis negatively affects both the ML

training and the measurement of semantic similarity. Examples on this error include the 11 FNs in ¬WI.

* Similar information types: The automated classification does not properly distinguish information types that

are very similar, leading to false violations. Examples include the FPs and FNs in ¬CP and ¬CM.

DERECHA (Chapter 4), which solves the same problem, has a precision of 89.1% and recall of 82.4%.

DικAIo achieves a slightly higher recall with a gain of 0.6 pp at the cost of a drop in precision of ≈5 pp.

Our analysis shows that DERECHA performs slightly better in checking most of the criteria concerned with

information types that have <100 positive examples in our training set. Conversely, DικAIo performs better

when there is a sufficient number of examples. ML is not expected to fare well in such situations, thus making
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the two approaches complementary. Both approaches trigger FPs and FNs which entail the need for manual work

by a human analyst to correct them. While too many FPs might require the analyst to review the entire DPA,

filtering out FNs can also be effort-intensive if many sentences are found to be about a particular information

type.

Though neither approaches provide a perfect precision or recall, such an automation is meant to assist the

human analyst in compliance checking. DικAIo can be used, for example, to categorize the content of the

DPA into a set of pre-defined information types, helping thereby the analyst to quickly browse through the

DPA text and decide about its compliance. The time needed by DικAIo to analyze the longest DPA in our

collection (with 600 sentences) is ≈12 minutes, which is practical since the approach is typically applied offline.

In Section 5.8, we reflect on the benefits of using ML in contrast with defining rules in our context.

The answer to RQ3 is that DικAIo correctly detects 483 out of 582 genuine violations, while introducing 93

false violations. This corresponds to a precision of 83.9% and a recall of 83.0%. These results are comparable

with the ones achieved by DERECHA.

5.8 Discussion

Below, we provide insights regarding the advantages of using conceptual modeling and ML in DικAIo.

(1) Representing legal requirements as a conceptual model: Manual work is always needed to reach a precise

interpretation of the regulation to represent in an analyzable form. Creating such a representation should typically

involve both legal experts and requirements engineers. Legal experts might not be familiar with conceptual

modeling but our observation is that they can learn with relative ease. Modeling the GDPR regulation entails

defining, in a structured way, the different actors (e.g., controller and processor) as well as their obligations and

rights. Creating such conceptual models is a common task in RE since these models can be used by engineers at

a later stage in software development [263, 264]. Changes in regulations entail adding or removing classes and

relationships in the conceptual model, thus reducing the chances of introducing inconsistencies compared to

solutions requiring multiple changes in NL requirements.

(2) Automating compliance checking using ML: In this chapter, we show that DικAIo performs on par with

DERECHA. We conclude, therefore, that accuracy is not a differentiating factor for selecting the best enabling

technology. When automating compliance checking, several other factors must be considered a priori:

• The availability of legal experts: DικAIo requires less of their involvement than DERECHA.

• The availability of both qualified annotators and data (DPAs): Any ML approach has such prerequisites

but DPAs are readily available and we provide such annotated DPAs in our replication package.

• The budget constraints for developing the automated solution: ML-based solutions require less implemen-

tation work since they are based on learning.

5.9 Threats to Validity

Below, we discuss possible threats to the validity of our results and the steps we followed to palliate these threats.

Internal Validity. Bias is the main concern for internal validity. To mitigate this threat, we curated the manual

annotation through third-party annotators. The annotators were not exposed to our implementation details at

any time. Another potential threat is related to the creation of our conceptual model (presented in Fig. 5.2). To

this end, we note that we based our work on substantial experience gained from close collaboration with legal
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experts. Future improvements may lead to accuracy improvements. Both our model and the basis artifacts are

publicly available and thus open to scrutiny.

External Validity. Our evaluation was based on a relatively large dataset with real DPAs from different sources.

The results obtained by DικAIo over the evaluation set are reflective of a real scenario since the approach had

no exposure to any of the DPAs in the evaluation set during training. This provides some confidence about

the generalizability of DικAIo. Further examination through user studies would nonetheless be beneficial to

improve external validity. Another threat is related to the overfitting of ML classifiers for some information

types that had very few learning examples. To reduce the effect of overfitting, we improve the distribution of the

minority classes using oversampling techniques and we further combine ML with semantic similarity-based

classification.

5.10 Summary

In this chapter, we proposed an automated approach (DικAIo) for compliance checking of DPAs against GDPR.

DικAIo relies on a comprehensive conceptual model that we created based on two different representations

introduced in our previous work [24, 26]. By leveraging a combination of NLP and ML, DικAIo then

automatically classifies the content in DPAs according to information types in the conceptual model. The

resulting classification is used to provide recommendations about the compliance of the DPAs. We curated a

total of 180 real DPAs, with the majority of the annotation work performed by third-party annotators. Over an

evaluation set of 30 real DPAs, DικAIo can detect GDPR violations in DPAs with a precision of 83.9% and a

recall of 83.0%. We empirically compare the performance of DικAIo with DERECHA, introduced in Chapter 4.

DERECHA exclusively relies on rules over semantic analysis of DPAs’ textual content and further represents

GDPR requirements in NL. Our empirical evaluation demonstrates that DικAIo yields comparable performance

compared with rule-based approach DERECHA. While accuracy does not seem to be a differentiating factor, we

discussed other factors to consider when selecting an automated solution in the context of regulatory compliance.

These factors notably include the availability of (annotated) data to develop accurate ML classifiers, the relative

ease of adapting the solution to future changes in the regulation, and the involvement of legal experts in creating

the representation of the legal requirements and updating them.

In the future, we plan to conduct user studies to assess the usefulness of DικAIo in practice, particularly the

time and effort that such an automation saves.
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Chapter 6

Conclusion

This final chapter wraps up the dissertation by reviewing the work presented in the preceding chapters, highlight-

ing the key contributions and exploring further directions.

6.1 Summary

In this dissertation, we presented three solutions aimed at providing automated support for compliance checking

of privacy policies (PPs) and data processing agreements (DPAs) against the General Data Protection Regulation

(GDPR). Our solutions leverage machine learning (ML) and natural language processing (NLP), two major

sub-fields of artificial intelligence (AI). We empirically evaluated the solutions on real PPs and DPAs obtained

from our industrial partners (Linklaters LLP) and from online sources. The raw content of the PPs and DPAs

in our collection was analyzed and labeled by third-party annotators with a strong background in law. We

released our solutions under open-source licenses. Below, we briefly outline the main contributions made in this

dissertation.

In Chapter 3, we proposed an AI-enabled approach (CompAι) for checking the compliance of PPs according

to GDPR. We first developed a conceptual model aimed at providing a thorough characterization of the content of

PPs. Based on this conceptual model, we devised criteria describing how a privacy policy should be checked for

compliance against GDPR. Using NLP and ML, we then developed automated support for classifying the content

of a given PP and thus identifying the information types necessary for checking its compliance. To develop and

evaluate CompAι, we curated a total of 234 real PPs. On an evaluation set of 48 PPs, our compliance checking

approach achieved an average precision of 93% and a recall of 90%. Compared to an intuitive automated solution

that uses keyword search, our AI-based approach leads to a significant improvement in precision and recall of

24.5 and 38 percentage points, respectively. We further assessed the usefulness of CompAι in practice through

an interview survey with two legal experts from our collaborating partner, Linklaters LLP. The overall feedback

of the legal experts shows that CompAι efficiently generates useful information that can be leveraged by the

human analyst during the compliance checking process to optimize their time.

In Chapter 4, we proposed an NLP-based solution (DERECHA) for checking the compliance of DPAs against

GDPR. In close collaboration with legal experts, we extracted and documented DPA-related requirements as
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ªshallº requirements. On top of these requirements, we defined an intermediate representation using semantic

frames (SFs) to describe the semantics of key phrases in these requirements. Using the same semantic analysis,

we developed DERECHA to automatically identify SF-based representations for the text in a given DPA. By

comparing the two representations, DERECHA concludes whether the DPA is compliant with GDPR. Over an

evaluation set of 30 real DPAs, DERECHA achieves an average accuracy of 84.6%, a precision of 89.1% and

a recall of 82.4%. Compared to a baseline that relies on an off-the-shelf NLP toolkit, our solution provides a

significant gain with an average of ≈20 percentage points in accuracy. We also conducted an interview survey

with two legal experts from Linklaters LLP to assess the usefulness of DERECHA in practice. We received

positive feedback from the legal experts similar to the one we received for CompAι .

In Chapter 5, we proposed an automated approach (DικAIo) for checking the compliance of DPAs against

GDPR. DικAIo relies on a comprehensive conceptual model that we created based on two different representa-

tions previously introduced in the RE literature [24, 26]. By leveraging a combination of NLP and ML, DικAIo

then automatically classifies the content in a given DPA according to information types in the conceptual model.

The resulting classification is used to provide recommendations about the compliance of the DPA. To develop

and evaluate DικAIo, we curated a total of 180 real DPAs. Over an evaluation set of 30 real DPAs, DικAIo can

detect GDPR violations in DPAs with a precision of 83.9% and a recall of 83.0%. We empirically compare the

performance of DικAIo with DERECHA. Our evaluation demonstrates that the two approaches yield comparable

performance. While accuracy does not seem to be a differentiating factor, we discussed other factors to consider

when selecting an automated solution in the context of regulatory compliance. These factors notably include

availability of (annotated) data to develop accurate ML classifiers, the adaptability of the solution to future

changes in the regulation, and the level of involvement of legal experts in creating the representation of the legal

requirements and updating them.

6.2 Future work

In this dissertation, we have presented three solutions aimed at providing automated support for GDPR com-

pliance checking of two types of legal documents, namely PPs and DPAs. The immediate future direction to

the work presented in this dissertation is to integrate these solutions into a single toolkit that can be customized

towards the needs of the human analyst. For instance, whether the analysis is needed at phrasal level or sen-

tence level. Other features can be as well built into the toolkit for better usability. We highlight two example

features, namely the explainability of the output and the adaptation towards regulation change. Explainability

in our context is significant, since the decision and consequences of breaching GDPR highly depend on the

understandability of the outcome by the human analyst. To this end, we can extend the tool to provide decisions

with probabilities instead of binary decisions about the compliance status of a legal document. Explainability

helps analysts effectively review the output of the tool and take decisions. Human oversight is a key requirement

indicated in the Ethics Guidelines for Trustworthy AI which is released by the European Commission [265]. As

for the adaptation of the regulatory change, we discussed with the legal experts an additional feature that allows

human analysts to create the compliance criteria in the toolkit. While the back-end automation would be still

dependent on the information types in the conceptual model, creating compliance criteria dynamically address

the cases when some information types are no longer required or the way they are combined has changed in the

regulation. This feature provides a step towards addressing the regulatory change.
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