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Abstract

During the last decade, the use of small satellites has revolutionized the field of space ex-

ploration and communications. This has opened up new possibilities, such as the feasibility

of grouping them into Cohesive Distributed Satellite Systems (CDSSs). A CDSS is a multi-

satellite configuration that appears as a single solid entity from an external perspective,

which includes data reception, processing, and transmission operations. This entails improv-

ing several DSS applications such as Earth observation, geolocation, navigation, imaging, and

communications. The synchronization of CDSSs involves precisely aligning time, frequency,

and phase among multiple satellites, which is a significant challenge due to the inherent char-

acteristics of space-based environments. For instance, the spacecraft mobility, the round-trip

delay, and the resource constraints make the synchronization of DSSs more challenging than

its equivalent in wireless terrestrial networks. However, it is simultaneously an unavoid-

able challenge for future space communications. This requirement does not only apply to

small satellites DSS but also to avoid interference in crowded orbits and enable the federated

satellites’ system paradigm.

This thesis aims to identify the technical synchronization requirements and design the

synchronization and coordination techniques to perform cohesive transmission in a DSS. First,

we studied the state-of-the-art synchronization techniques and analyzed their feasibility for

DSS. Additionally, we summarized other methods related to the synchronization of DSS,

such as inter-satellite ranging and positioning. Then, we considered a first approximation

to the problem, assuming accurate time synchronization and relative positioning among the

satellites in a DSS. This problem is equivalent to synchronizing the local oscillators’ phase in

a precoding-enabled multi-beam satellite system.

One of the most significant synchronization impairments for implementing CDSSs is the

phase noise of the LOs in different spacecraft. In this regard, the two-state phase noise

model was implemented and integrated into the channel emulator of the MIMO end-to-end
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satellite emulator, which allowed us to validate the results included in this thesis. Next, we

analyzed the impact of the phase errors and uncertainties in operating a precoded forward

link satellite communication system. We formally demonstrated that the uplink phase varia-

tions affect precoding performance even when all the LOs share a single frequency reference.

Additionally, we identified the individual contributions of each system element to the overall

synchronization uncertainties in practical precoding implementations. Besides, for linear and

non-linear precoding, we formally demonstrated that the UTs can track slow time variations

in the channel if they equally affect all the beams.

The compensation loop to mitigate these impairments was designed, implemented, and

integrated into the GW of the MIMO end-to-end satellite emulator. The solution is a closed-

loop algorithm that uses the periodical channel phase measurements sent to the GW by the

UTs as part of traditional precoding implementations. The proportional-integral controller

included in the GW calculates the compensation phase required to align all the beams to

the phase of the designated reference beam. Besides, we compared different approaches to

combine the channel phase estimations obtained from the UTs using the amplitude of the

estimated channel and the UT’s thermal noise. The compensation loop and the combining

estimations hardware implementations were used in an experiment to assess the feasibility of

the precoding technique for GEO satellite systems.
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This Ph.D. thesis entitled “Distributed Cohesive Radio Systems for Spaceborne Applications”

is divided into seven chapters. In Chapter 1, the introduction, motivation, synchronization of

local oscillators (LOs) in multibeam satellites, and contributions of this thesis are described.

Chapter 2 summarizes and categorizes the most relevant publications on synchronization

techniques for distributed satellite systems (DSSs). Next, the impact of the phase errors

and uncertainties in operating a precoded forward link satellite communication system are

assessed in Chapter 3. Chapter 4 describes the hardware implementation of the model for

the local oscillator’s phase noise and obtains the resulting signal-to-noise-plus-interference

ratio (SNIR) at the receivers. Then, Chapter 5 presents the compensation loop to synchronize

the phase of each node of the distributed system and provides an example of its use in a

geostationary orbit (GEO) scenario. Besides, the hardware implementation of the proposed

solution is described in this chapter. Finally, Chapter 6 provides concluding remarks and

future works.
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Chapter 1

Introduction

1.1 Problem Overview and Motivation

During the last decade, the use of small satellites has revolutionized the field of space ex-

ploration and communications [1]. These pint-sized spacecraft’s capabilities and versatility

opened access to space for a wide range of entities, from government agencies to private

companies and even academic institutions. This has opened up new possibilities, such as the

feasibility of grouping small satellites into DSS.

Cohesiveness stands as an additional desirable attribute of DSSs. A cohesive distributed

satellite system (CDSS) is a multi-satellite configuration that appears as a single solid entity

from an external perspective. This cohesive behavior must be extended to data reception,

processing, and transmission operations. This entails improving several DSS applications

such as Earth observation, geolocation, navigation, imaging, and communications, among

others. An example of a technique for cohesive transmission and reception among satellites

is distributed beamforming.

Distributed beamforming is a sub-class of multiple-input and multiple-output (MIMO)

system in which the multiple elements are stand-alone autonomous active devices working co-

herently in a cooperative manner. In this way, the complete system can synthesize a radiation

pattern towards an intended direction, in reception or transmission [2]. During transmission,

DBF allows the system to focus the transmitted energy towards the desired locations, while

in reception can be used to mitigate interference from unwanted directions. This technique

enables increased system capacity and extended coverage for various applications, from wire-

less communications to remote sensing. For instance, in 6G networks, the base stations will

1



2 Chapter 1

have multiple antennas to support MIMO transmission and reception. These antennas will be

coordinated across different base stations to perform distributed MIMO beamforming which

is one of the key technologies to achieve the desired performance [3]. Another example of

DBF applications is TerraSAR-X and TanDEM-X Earth observation missions. These mis-

sions involve two satellites, TerraSAR-X and TanDEM-X, flying in a close formation with a

precise baseline separation. The DBF technique is employed in these missions to combine the

signals received by the antennas on both satellites and create a bistatic SAR system with a

large effective aperture. The DBF in TerraSAR-X and TanDEM-X enables the acquisition of

high-resolution data for applications such as digital elevation modeling, monitoring of natural

disasters, and environmental change analysis [4].

The use of DBF in CDSSs could offer several advantages over traditional single-satellite

approaches, including enhanced redundancy, increased coverage and data collection capabili-

ties, improved flexibility in mission execution, and the potential for cost-effective scalability.

However, it also presents new challenges, such as the need for robust inter-satellite communi-

cation and synchronization, complex system management, and potential congestion in orbital

space. Among them, achieving accurate synchronization is pivotal to ensure the seamless op-

eration and optimal performance of CDSSs.

For example, deep space communications could be accomplished by DSSs applying dis-

tributed MIMO techniques [5] if the terminals at each end of the link are synchronized at the

symbol level. This implies that the stations need to maintain synchronized clocks with sub-

nanosecond accuracy to guarantee a bandwidth of a few hundred MHz [6]. Another example

can be Earth observation applications based on distributed synthetic aperture radar (SAR)

interferometry and synthetic aperture microwave radiometer. In this case, the final resolution

depends on the accuracy of the phase synchronization achieved between the satellites [7]. For

some applications, the synchronization requirement is the critical limiting factor in making

practical implementations possible [8]. In those cases, the level of effort, power consumption,

and complexity required for the synchronization algorithm may be higher than those needed

for the mission itself.

The synchronization of DSS involves precisely aligning time, frequency, and phase among

multiple satellites, which is a significant challenge due to the inherent characteristics of space-

based environments. For instance, the spacecraft mobility, the round-trip delay, and the

resource constraints make the synchronization of DSSs more challenging than its equivalent
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in wireless terrestrial networks. However, it is simultaneously an unavoidable challenge for

future space communications. This requirement does not only apply to small satellites DSSs;

it is also a requirement to avoid interference in crowded orbits and to enable the federated

satellites’ paradigm.

It is within this context that we set our research problem: Finding the synchronization

technique to achieve the accuracy to perform beamforming in a DSS. Additionally, we con-

sidered the following sub-problems:

• How many resources would be needed?

• How to make the complete system efficient compared to single platform units?

• What level of accuracy could be achieved?

Aiming to answer these questions, the objective of this thesis is to identify the technical

synchronization requirements and design the synchronization and coordination techniques to

perform beamforming in DSS. Specifically from a practical implementation point of view,

considering the resources available in small spacecraft.

To accurately synchronize the nodes in a DSS to perform beamforming, all nodes must

share a common time reference. We’ll refer to the procedure to guarantee this require-

ment as time synchronization. Several authors have addressed this topic for small spacecraft

CDSSs [9–12]. Once the received signals offset is below a symbol time, the system should syn-

chronize their phases to achieve constructive superposition. We’ll refer to this step as phase

synchronization. This is a more challenging task than time synchronization. To the best of

our knowledge, only [13] approached the problem of synchronizing the phase in a CDSS. The

solution proposed in [13] requires an external beacon from a satellite in a higher orbit. Even

when this is a valid approach from the resource constraint perspective, using an external

beacon represents a limitation. Considering this, we assumed accurate time synchronization

and focused on the phase synchronization of CDSSs.

Simultaneously with the time and phase synchronization algorithms, CDSSs must com-

pensate for the different path delays from each node to the receivers. These delays include

random fluctuations related to the satellite dynamics. Several authors have addressed the

topic of inter-satellite positioning for small spacecraft CDSSs [9,11,14]. Getting to propose al-

gorithms that perform time synchronization and inter-satellite ranging simultaneously [9,11].

In our work, we assumed that inter-satellite ranging and positioning were estimated and
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compensated for by the algorithms discussed in the previously mentioned articles, which are

analyzed in Chapter 2 of this document.

Taking into account the assumptions regarding time synchronization and inter-satellite

ranging, we can establish an equivalence between phase synchronization in CDSS and multi-

beam satellite systems.

1.2 Synchronization of the Local Oscillators in Multibeam

Satellites

While the academy is focused on the promising benefits of small spacecraft and DSSs, the

space industry still has open challenges related to the phase synchronization of traditional

satellites. That is the case of synchronizing the LOs in multibeam satellites. Using a common

LO as a clock reference may appear to be a solution to this problem. However, it is not an

alternative in practical satellite systems where the whole system should not rely on the same

LO due to several technical limitations. These constraints include independence between

payloads, autonomy, robustness, cross-interference between RF channels, and redundancy

[15]. As a result, the system requires some phase synchronization technique to transmit

using those beams cohesively.

An example of cohesive transmission in distributed MIMO systems, such as the previ-

ously described multibeam satellites, is the precoding technique [16]. Precoding is a signal

processing technique to mitigate interference and enhance system performance. In MIMO

systems, precoding algorithms calculate the optimal transmission weights for the antennas

at the transmitter, considering the channel conditions, interference, and system constraints.

These weights are then applied to the data symbols before transmitting them over the wireless

channel. By using precoding, the transmitted signals can be tailored to exploit the channel

characteristics, such as reducing the impact of interference and fading and improving the

overall spectral efficiency of the system [16].

Traditional multibeam satellites deal with interbeam interference by adopting a spectrum

division technique named 4-color frequency reuse. This approach involves partitioning the

available spectrum into four distinct sub-bands named colors. Each beam is assigned a

specific color, so neighboring beams utilize different colors, ensuring minimal interference

between them. The precoding technique represents an improved alternative to the 4-color
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frequency reuse method since all the beams can use the whole bandwidth. However, because it

involves manipulating the transmitted signal phase, its effectiveness depends on the accurate

synchronization of the clock references across all beams. Unless this issue is addressed, none

of the widely studied and proposed approaches in non-terrestrial networks [16–18] would be

feasible.

However, synchronizing in phase the LOs is less challenging when co-located on a space-

craft. In this case, the synchronization algorithm is unaffected by the phase rotations intro-

duced at the inter-satellite links due to atmospheric conditions or signal propagation delays.

Additionally, co-locating LOs within the same spacecraft simplifies time synchronization by

using the satellite’s internal clock as a reference, avoiding complexities associated with signal

propagation delays and clock drift between different satellites. Nevertheless, beamforming

presents a certain level of robustness when it comes to handling phase synchronization errors.

For example, the authors in [19] consider errors resulting from imperfect clock alignment and

platform spatial measurements in an open-loop system. As a result, they obtained beam-

forming’s tolerance to phase synchronization errors considering the number of nodes and the

desired coherence gain.

Additionally, a number of studies have been conducted on time synchronization in DSSs

[9,10,14]. For a more in depth understanding, Chapter 2 will delve into further details on this

topic. However, some of these publications targeting small spacecraft achieved accuracies in

the order of 100 ps during in-lab demonstrations [9, 10].

Results from Chapter 3 to Chapter 5 of this thesis have been validated using precoded-

enabled multibeam satellite systems. However, taking into account the analysis from the

previous paragraph, they can be used at small spacecraft CDSSs assuming that an additional

method such as [9] is applied to guarantee accurate time synchronization and inter-satellite

ranging among the satellites.

1.3 Main Contributions of this Thesis

The contributions of this Ph.D. thesis are distributed among chapters 2, 3, 4 and 5 and are

as listed below:

• Chapter 2:

– A brief survey of the DSSs architectures is provided, classifying them into five
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general groups: Constellations, Clusters, Swarms, Fractionated, and Federated

spacecraft, for which the main features are identified.

– The distributed time, phase, and frequency wireless synchronization methods re-

ported in the literature are summarized and compared, analyzing their feasibility

for DSSs.

– Other operations closely related to synchronization in DSSs, such as inter-satellite

ranging and relative positioning, are also analyzed.

– It is offered an extensive compilation of the missions and PoCs implementations

reported up to the present.

– Some of the most relevant current research activities and potential research topics

are presented, identifying problems and open challenges.

• Chapter 3:

– Identification of the individual contribution of each system element to the overall

synchronization uncertainties in practical precoding implementations. This allows

for more efficient designs and implementations.

– Formal demonstration for linear and non-linear precoding, that the UTs can track

slow time variations in the channel as long as they equally affect all the beams, as

it was suggested, but not demonstrated in [20] for non-linear precoding.

– Formal demonstration that the uplink phase variations related to the Doppler

effect and the multiple LOs required at the transponder affect precoding perfor-

mance even when all the LOs share a single frequency reference. This chapter

demonstrates that these uplink phase variations will not affect the system perfor-

mance for an ideal loop with a negligible delay between the CSI estimation and

the precoding matrix application. However, since the zero-delay loop is unfeasible

in actual systems, we demonstrate in this chapter that practical implementations

of precoding require an extra synchronization solution as much for a single fre-

quency reference, as for multiple frequency references. Conventional approaches

assume that using a single frequency reference was enough for multi-beam satellite

systems [20,21].

– Comparison of the robustness to synchronization impairments of minimum mean
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square error (MMSE), zero-forcing (ZF), and symbol-level precoding (SLP) tech-

niques.

• Chapter 4:

– Hardware implementation of the two-state phase noise model.

– The experimental real-time validation of the phase noise generator using the in-

house developed MIMO end-to-end satellite emulator based on software-defined

radio (SDR) platforms.

• Chapter 5:

– Modeling the phase drift introduced by the LOs in a multi-beam satellite as a

two-state clock model.

– The design of the closed-loop phase synchronization method from a practical im-

plementation point of view, considering the phase drift introduced by the hardware

components.

– The analysis of different approaches for using the phase estimation reported by

the UTs in combinatorial and selective algorithms.

– The hardware implementation of the closed-loop phase synchronization and the

combinatorial phase estimation algorithms.

– The experimental real-time validation of the proposed solution using the in-house

developed MIMO end-to-end satellite emulator based on SDR platforms.

1.4 Organization of the Thesis

The thesis is organized as follows:

• Chapter 2 describes the most relevant results on synchronization for DSS and the strict

requirements and new technologies related to distributed satellite missions.

• Chapter 3 aims at assessing the impact of the phase errors and uncertainties in operating

a precoded forward link satellite communication system from a practical implementa-

tion point of view. It contains the formal demonstration that, unlike the uplink case,
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the phase uncertainties created in the forward-downlink do not affect the precoding per-

formances for linear and non-linear precoding operations. This chapter demonstrates

the need to implement a phase compensation loop.

• Chapter 4 describes the hardware implementation of the oscillator phase noise model

and obtains the resulting SNIR at the receivers. The phase noise is modeled according

to the two-state model proposed by Galleani in [22]. The model implementation is

validated in a hardware testbed emulating a 2× 2 precoding-enabled system.

• Chapter 5 presents the phase synchronization method required to enable the precoding

implementations in the GEO scenario. The proposed solution requires only small mod-

ifications to the already deployed satellite system. The only modification with respect

to traditional precoding design is including a controller at the GW.

• Chapter 6 concludes the thesis and discusses possible research directions for future

work.



Chapter 2

Architectures and Synchronization

Techniques for Distributed Satellite

Systems

2.1 Introduction of the Chapter

The synchronization of distributed wireless systems is highly challenging and has received

much attention in the literature. For example, [23] summarizes some of the timing and carrier

synchronization techniques proposed for wireless communication systems. Another review

of the synchronization methods used in wireless systems is given in [24], where the authors

summarize the clock synchronization protocols in wireless sensor networks (WSNs). However,

both articles are limited to terrestrial systems, and they do not address synchronization for

DSSs.

The opportunities and challenges of DSSs have been explored in many publications. For

example, [25] summarizes the use of WSNs for planetary exploration. In this article, the au-

thors mentioned synchronization as one of the problems encountered in distributed systems

design. Besides, [26] provided a comprehensive assessment of modern concepts and technolo-

gies of DSSs and analyzed the technical barriers to DSSs implementation. In addition, [17]

stated the revolutionary strength of DSSs such as satellite swarms and the limitations in its

implementation due to synchronization requirements.

However, the synchronization of DSSs is still an open and challenging research question

that has attracted the attention of the scientific community in the last few years. This has

9
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resulted in a large body of work appearing in conferences and journals from different fields.

This work intends to fill this gap. With this idea in mind, this chapter summarizes and

categorizes the most relevant publications on synchronization techniques for DSSs.

The chapter is organized as follows: After the Introduction, some important concepts

on the architectures and system models for DSSs are defined in Section 2.2. The synchro-

nization methods reported in the literature are presented and categorized in Section 2.3.

Section 2.4 deals with other operations closely related to the synchronization in DSSs such

as: inter-satellite ranging and relative position. Sections 2.5 and 2.6 comment examples of

synchronization methods in DSSs, whereas Section 2.5 lists some ideas and new methods

that have not been implemented yet. Section 2.6 provides to the reader examples of PoCs

and launched missions of DSSs with special emphasis on the synchronization methods imple-

mented. Section 2.7 presents the use of machine learning (ML) for synchronization purposes.

The most relevant open questions and future research directions are highlighted in Section

2.8. Finally, the chapter conclusions are summarized in Section 2.9.

2.2 Architectures and System Model for Distributed Satellite

Systems

2.2.1 Overview of Existing Architectures

DSSs can be classified into five general groups: Constellations, Clusters, Swarms, Fraction-

ated, and Federated spacecraft. Table 2.1 summarizes the main characteristics of these

groups.

• Constellations refer to a traditional approach where tens of medium to large satellites

(over 500 kg each) are distributed around Earth to guarantee global or regional coverage

of a service. Some of the most famous satellite constellations are: the global navigation

satellite system (GNSS) constellations, such as global positioning system (GPS) and

Galileo and; the satellite communication constellations, such as Globalstar [27], Iridium

[28], SpaceX [29] and OneWeb [30]. Inter-satellite communication in these networks is

scarce or null, except in the Iridium constellation where each satellite can have four

Ka-band ISLs [28].

• A cluster is a group of at least two mini or micro satellites (from 10 to 500 kg each)
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deliberately positioned closely together to enhance or create new system capabilities.

These DSSs cover a smaller portion of the Earth and mainly require inter-satellite

communications to keep a close formation flying. Some satellite clusters are gravity

recovery and climate experiment (GRACE) [31], laser interferometer space antenna

(LISA) [32], prototype research instruments and space mission technology advancement

(PRISMA) [33], PROBA-3 [34], and TanDEM-X [35].

• Satellite swarms are similar to clusters, except they contain a significantly higher

number of satellites, often smaller and less expensive (less than 10 kg each). They are

envisioned to contain hundreds and even thousands of nanosatellites operating together

in a loose flying formation. They will require inter-satellite communications, as each

member determines and controls relative positions to the others. Unlike previous DSSs

that have several examples, satellite swarms are a new concept yet to be demonstrated.

Examples of satellite swarms projects are QB-50 [36], and orbiting low-frequency an-

tennas for radio astronomy (OLFAR) [37].

• Fractionated spacecraft is a revolutionary satellite architecture that distributes the

functions of a single large satellite into numerous modules that communicate by ISL in

a highly dynamic topology [38]. Among the multiple advantages of this concept can be

mentioned the flexibility, robustness, and the significant decrease in the required time

to launch and deploy a satellite mission. Fractionated satellite systems is a very recent

concept that have not yet been implemented.

• Finally, the Federated Satellite System (FSS) paradigm visualizes opportunistic

collaboration among fully independent and heterogeneous spacecraft [39]. This is one

of the most recent DSS concepts, and it is inspired by the current peer-to-peer networks

and cloud computing. The main idea is to benefit from the potential of under-utilized

space commodities by trading and sharing previously unused resources available in

space assets at any given time. It is worth noting that much of federated satellite sys-

tem (FSS)’s potential relies on the spacecraft capabilities to establish communications

through ISL. The recently launched FSSCat mission [40] is an example of FSS.

In addition to this classification, CDSSs can be categorized according to their synchro-

nization scheme as centralized or distributed. The former refers to distributed systems where

all the nodes adjust their carriers to follow one controller node, which has the most stable
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Table 2.1: Main characteristics of the DSS groups

Classification Number of Satellites Satellites Weight Inter-satellite Comm Examples

Constellation tens > 500 kg scarce or null GNSS, Globalstar, Iridium

Cluster at least 2 satellites 10 to 500 kg
required to keep a

close flying formation
GRACE, LISA, PRISMA,
PROBA-3, TanDEM-X

Swarm
hundreds in a loose
flying formation

< 10 kg
required to determine and
control relative position

QB-50, OLFAR

Fractionated
spacecraft

at least 2 satellites < 500 kg
required to achieve

the mission objectives
not implemented yet

FSS dynamic any
required to share
unused resources

FSSCat

oscillator in the system. This synchronization scheme has a relatively simple implementa-

tion, but it may have robustness drawbacks. On the other hand, distributed synchronization

satellite systems do not rely on a single node but try to find a common carrier considering all

the oscillators in the system. This characteristic overcomes the robustness drawback of the

former group but makes the synchronization algorithms more complex. The synchronization

methods suitable for CDSSs will be addressed in detail in the following sections.

Moreover, considering the communication links between the nodes of the DSS, the space

segment can be classified as:

• Ring, in which each node connects to two other nodes, forming a single continuous

path through all the elements of the DSS. This topology is not suitable for centralized

synchronization algorithms.

• Star, in which each node connects to a central node that performs specific tasks ranging

from communications with the ground segment to leading the synchronization. This

topology generally uses centralized synchronization methods.

• Mesh, in which each node is connected to every other node in the distributed system.

This topology can be implemented fully or partially depending on the complexity of

the DSS, and it accepts the implementation of both distributed and centralized syn-

chronization algorithms.

• Hybrid topologies combine two or more of the previous ones.

These topologies are shown in Fig. 2.1, where the arrows represent the ISLs.
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Mesh

Hybrid

Ring

Star

Figure 2.1: Classification of DSS considering the ISLs

2.2.2 Generalized System Model

The general DSS considered in this thesis is a distributed array of autonomous nodes which

collaborate to perform distributed beamforming towards an intended target node outside the

array. From a general perspective, the nodes of the distributed arrays considered in this

survey can be moving while the whole system tries to stay at a fixed position, or the entire

array can be following a trajectory or orbit.

For both cases, the nodes require transmission and reception capabilities to synchronize

the distributed system. For the general DSS, no specific geometric distribution of the nodes

is assumed, none of the previously mentioned classes neither. However, each of them can be

described by a state variable # »xn = ( # »pn,
# »vn) where

# »pn and # »vn ≜ d
# »pn
dt represent the position and

the speed of the node n, respectively.
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Besides, it is assumed the existence of RF-ISLs between all the elements of the DSS,

which implies a Mesh configuration, even if all the links are not activated at the same time.

The complex transfer function of these ISLs is formally represented as complex coefficients

hnm, where n and m are the node subscripts. The matrix H, containing all the hnm, can be

used to describe the DSS. It determines the most suitable synchronization procedure. Fig.

2.2 shows the general DSS considered in the next sections to analyze the synchronization

techniques.

     

     
     

     

      

   
      

   

   

   

Figure 2.2: General scheme of the DSS performing the required synchronization for a DBF
transmission

The quality of the ISL is considered variable as a function of the position and orientation

of the nodes, given that omnidirectional antennas are not assumed. Besides, the frequency

responses of the RF chains are considered different for each node.

For synchronization purposes, each of the distributed nodes generates its own initial

reference signal, the stability of which depends on the available hardware at each satellite.

The objective of the synchronization algorithm is to make all of those initial reference signals

converge to a common reference with the best possible accuracy.

2.2.3 Summary and Lessons Learnt

• DSS can be classified as Constellations, Clusters, Satellite swarms, Fractionated space-

craft, and, FSS.
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• Distributed synchronization algorithms are more robust than centralized synchroniza-

tion algorithms, but more complex.

• According to the ISL, there are four types of DSS: Ring, Star, Mesh, or Hybrid topology.

• The general DSS model considered in this thesis is a distributed array of autonomous

spacecraft that collaborate to perform distributed beamforming towards an intended

target node outside the array.

• The general model assumes a Mesh configuration with the reference signals locally

generated at each distributed satellite.

2.3 Overview of Synchronization Methods

A critical aspect of the synchronization of distributed radio systems, in general, is the clock

or time synchronization in addition to the phase synchronization. This section summarizes

the most significant synchronization methods reported in the state of art. These algorithms

can be classified as Closed-loop or Open-loop methods based on the use of feedback from a

node external to the DSS. The external node can be another satellite, an anchor point, or the

intended communication target. The Closed-loop methods require a communication channel

to transmit the feedback information between the external node and the DSS. Whereas in

Open-loop, the synchronization is achieved without the participation of any node other than

the distributed satellites.

Another way to classify the synchronization methods considers the communication be-

tween the elements of the DSS. In order to achieve synchronization, some algorithms require

the exchange of information among the distributed satellites. This can be done as a two-way

message exchange or closed loops, which requires a duplex channel between the nodes of

the DSS, or as a broadcast or one-way communication. Another option is to synchronize

without any communication among the elements of the DSS. In this case, it is possible to

achieve coherence using the feedback from a node out of the DSS. Both classifications can be

superimposed, as it is represented in Fig. 2.3. In this figure, some of the missions analyzed

in the following sections were included as examples.
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Figure 2.3: Classification of the synchronization methods

2.3.1 Time Synchronization

Time synchronization is critical in the application of many DSS. The coherent transmission

in communication applications, for instance, requires aligned signals at the symbol level to

achieve the full potential of the beamforming gains. The tight clock and timing synchroniza-

tion is achieved with different levels of accuracy in other areas, such as wired and optical

networks and wireless sensor networks. For example, some distributed applications such as

computer networking, distributed signal processing, instrumentation, and Earth observation

applications require accurate timing or clock synchronization. The purpose of this section is

to explain those timing synchronization methods used in other areas and give advice on how

to translate them into DSS, in particular for communications applications.

Previous studies have identified the time or clock synchronization challenge for clock fre-

quencies in the order of tens to thousands of MHz and accuracies ranging between orders

of one fractional digit relative to the clock frequency. Recently, it has been studied for

multi-static and MIMO radar and distributed beamforming applications where the required

precision is orders of magnitude more stringent [41]. Additionally, these systems require what
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is known as absolute time synchronization, which is different from relative time synchroniza-

tion on which only the timing of an impingent signal is tracked. The problem of absolute

time synchronization was first formally defined by Poincaré and Einstein in 1898 [42], and

1905 [43], respectively. The formal definition of this problem and the TWTT concept was

provided in the framework of relativistic-event-simultaneity.

Fig. 2.4 depicts the basic idea of the TWTT concept. Here, an initiating or source

node sends a signal (or packet) at time T1. A slave (or follower node) receives the signal

at time T2 after a delay of ∆t1 = T2 − T1 and responds (or reflects) after a known delay

at time T3. The source node receives the response signal at time T4. The time offset of

the clocks is then ((T2 − T1) − (T4 − T3))/2 = (∆t1 −∆t2)/2, and the propagation delay is

((T2 − T1) + (T4 − T3))/2 = (∆t1 +∆t2)/2. Therefore, proper knowledge of this propagation

time offset will be used to achieve absolute synchronization.

Clock 1

Clock 2

Figure 2.4: Operating principle of the TWTT clock synchronization [41]

The TWTT concept created the foundations for clock synchronization of twenty-century

networks and complex systems, such as satellites and the Internet [44]. This general concept

can be applied to diverse kinds of systems and networks, including DSS. This section will

emphasize the case of DSS. The following subsections describe timing synchronization meth-

ods that have been developed in different communications areas and could be extrapolated

to DSSs. An example of the use of TWTT in DSS is presented in [45], where the authors

compared the performance of three clocks offset prediction algorithms based on this method

for a master-slave architecture. In addition, the authors in [14] used TWTT to synchronize

four spacecraft in a distributed satellite formation flying, achieving time synchronization sim-

ulation errors smaller than ± 10 ns. The work in [46] analyzed the effect of the motion of the

satellite on the two-way time synchronization accuracy. Another example based on TWTT
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calculates the time difference between two satellite clocks by measuring the phase difference

of a pseudo-random noise code in a master-slave architecture [10]. The method is proposed to

achieve on-orbit synchronization in a micro-satellite cluster [10]. Other authors combined RF

carrier ranging methods with TWTT to obtain inter-satellite range and time synchronization

simultaneously [47] [11] [9].

Time synchronization in wired networks

The TWTT concept is the basis of most synchronizations protocols in the literature. The

network time protocol (NTP) and precision time protocol (PTP) are extensively used in large-

scale modern computer networks, and both operate with a TWTT approach. The network

nodes exchange timestamps employing (UDP) packets to measure the round-trip propagation

latency. NTP generates software timestamps with non-deterministic time offsets and achieves

clock accuracies in the order of ∼ 10 µs [48]. The PTP (IEEE-1588) is an evolution of the

NTP, which generates hardware timestamps using the waveforms of the associated clock. This

protocol achieves clock alignment by exchanging synchronization packets among the involved

nodes. The IEEE-1588 standard limits the maximum rate for the timestamp counters to

125 MHz, providing accuracies of ∼ 10 ns [49] [50]. The performance of these systems, such

as NTP and PTP, rely directly on the clock rates used, and the achieved accuracy is given

by the granularity associated with an integer counter.

Further refinements of the time synchronization mechanism use the clock phase informa-

tion. A salient example is the White Rabbit project of the European Organization for Nuclear

Research (CERN). White Rabbit operates with Ethernet frames to detect the phase differ-

ence between the local clock and a clock extracted from the received Ethernet signal. Across

large wired networks, White Rabbit operates under specially designed network switches to

measure and compensate fractional clock phase differences achieving ∼ 10 ps accuracy [51].

Even though these time synchronization mechanisms cannot be used directly on DSS, the

main concepts can be extrapolated to DSS scenarios. In the DSSs, the coarse synchronization

methods such as NTP and PTP can be used to eliminate the ambiguity in the total channel

delay. Then, the time synchronization can be refined with differential time mechanisms at

the waveform level, using White Rabbit or similar approaches.
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Time synchronization in wireless sensor networks

In wireless communications, absolute time synchronization is also frequently desired, and the

wireless channel is typically used to exchange the synchronization messages. The algorithms

for absolute time synchronization in wireless networks can be classified as sender-to-receiver

and receiver-to-receiver synchronization methods. The former is based on the TWTT between

couples of nodes, whereas receiver-to-receiver methods use time readings of a standard signal

broadcasted to a set of nodes from a common sender [52].

Some receiver-to-receiver solutions include reference broadcast synchronization (RBS) [53]

and pairwise broadcast synchronization (PBS) [54]. The RBS protocol implements a time

of arrival (TOA) exchange between the distributed nodes disregarding the signal time of

flight (TOF) over the physical medium [53]. PBS is a well-known timing synchronization

scheme for WSNs, which is based on sets of node-pairs for network-wide synchronization.

PBS operates under the assumption that all the participating nodes will receive and detect

the pairwise synchronization frames exchanged between two master/reference nodes. This

approach assumes a hierarchically distributed structure [54], and assumes that distances

between nodes and their associated delays (TOFs) are known in advance.

The most well-known sender-to-receiver synchronization methods are timing synchro-

nization protocol for sensor networks (TPSN) [55] and flooding time synchronization proto-

col (FTSP) [56]. TPSN implements TWTT between pairs of nodes preceded by a discovery

phase from where each node obtains a level. In FTSP and its variations [57], the distributed

nodes synchronize to a signal broadcasted from the root node or a previously synchronized

node.

For these protocols to work, synchronization must be performed several times. Addi-

tionally, the nature of the WSN, in which the network observes a physical phenomenon

(temperature, pressure, etc.), determines synchronization requirements on the order of mi-

croseconds. However, this level of accuracy is inadequate to perform distributed coherent

(beamforming) radio applications.

For example, the required time synchronization to achieve beamforming maintaining the

performance at acceptable levels is around ± 7.5 percent of a symbol duration. For single-

carrier communication baud rates of a hundred MHz, this represents a required accuracy of

± 0.75 ns. This accuracy could be achieved with a refinement of the methods mentioned

above, such as the work in [58]. This algorithm proposes a step forward in the timing
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accuracy increase by using frequency-modulated continuous-wave) signals with a relatively

high bandwidth of 150-MHz. The method performs the synchronization between two stations

using a TWTT approach (similar to the one proposed in [59]). It uses the aforementioned

radar-like waveform to provide a joint carrier phase and timing synchronization with an

accuracy of 66 ps.

Ultrawideband Pulse Synchronization

Wireless synchronization approaches using ultrawideband (UWB) pulses instead of exchanges

of a network packet have recently caught researchers’ interest. To estimate the TOA at sub-

nanosecond levels, UWB approaches take advantage of high-speed hardware, generally at

sampling rates higher than 1 GHz.

Several applications have exploited UWB signaling using high speeds clocks and analog-

to-digital converters (ADCs). Some examples are the sets of multiple active receivers locked

and synchronous to a single transmitter [60], distributed consensus techniques [61], and dis-

tributed sensor positioning [62]. The works in [63] propose a propagation-aware TOF pro-

tocol and provide validation for the system using an atomic clock integrated on a chip and

a 64 GHz hardware clock timestamp counter [64]. As a result, these experiments achieved

a distributed timing accuracy of 5 ns between two sensors. It is essential to mention that

the transmission of UWB pulses is not feasible for small satellites such as CubeSats due to

power constraints. However, its advantages can be considered for DSS with less strict power

consumption requirements.

Nevertheless, it is worth pointing out that increasing clock frequencies is not the only al-

ternative to increase the timing accuracy in synchronization mechanisms. A common miscon-

ception in the literature regarding UWB synchronization systems is that the ADC frequency

bounds the time resolution. As specified by the Cramer-Rao lower bound (CRLB) [65],

accurate TOA measurements within minuscule fractions of a sampling period is attainable,

specially in line of sight (LOS) scenarios. The measurement of these time offsets, fractional to

the sampling time, can be achieved by time offset mechanisms, also known as timing-error-

detectors, such as the Gardner method [66], and the Early-Late-Gate method [67] among

others.
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2.3.2 Frequency and Phase Synchronization

As previously stated, considering the use of feedback from an external node, frequency, and

phase synchronization methods can be classified as:

• Closed-loop methods, where the feedback from the target nodes could be either a single

bit or a few bits or could have the form of rich feedback with limited or full CSI [68].

• Open-loop methods that require either intra-node communication or blind beamform-

ing, also known as zero feedback (0F) [68].

In the following sections, some of the most notable examples from each category are discussed.

Closed-Loop Synchronization Methods Considering the Use of Feedback from an

External Aid

Fig. 2.5 lists the closed-loop synchronization methods in the literature. They are classified

into different groups according to the feedback type for a better understanding, although

more detailed information is provided in this section.

The group Iterative Bit Feedback includes the algorithms where the distributed nodes

modify their signals according to one or more decision bits received from the target node.

Among them, the most well-known algorithm is the classical 1BF, proposed in [69]. This

method considers the beamforming nodes synchronized in time and frequency and achieves

phase synchronization by applying independent random phase rotations in each beamforming

node. At each time slot, transmitter nodes add a random perturbation to their signals. The

target node measures the received signal strength (RSS) and sends one bit indicating if the

RSS is better than the previous value. Depending on this bit, the transmitters keep or update

the phase rotation. The process is repeated during the next time slot until each node’s phase

has been adjusted to its optimal value. The primary constraint of this algorithm is its

convergence time, which was improved in [70] using two-bits feedback (2BF).

Other approaches improve convergence time by reducing the number of collaborative

nodes. For example, [71] proposed to separate the distributed nodes in clusters and perform

the phase synchronization in two stages. The outcome of this algorithm with respect to

1BF is more evident as the number of nodes increases, when, for N ≈ 100 nodes, it can

decrease to half the required iterations. However, comparing both techniques only by the

number of iterations is not fair since the epoch in [71] is more complex and therefore takes
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Figure 2.5: Classification of the Closed-loop synchronization methods

a longer convergence time. Another iterative bit feedback method for phase synchronization

named opportunistic collaborative beamforming (OCB) was proposed in [72]. In this case, the

destination node selects a subset of the distributed nodes whose transmitted signals produce

the higher coherence gain at the destination.

Further enhancement of the 1BF is proposed in [73] by emulating the bacterial forag-

ing techniques. In this algorithm which is called the robust adaptive random search algo-

rithm (BioRARSA), the “swim” mechanism, along with the step size adjustment, enables

the beamforming nodes to decrease convergence time as well as improve robustness against

variation of initial conditions. A comprehensive explanation of this method and its perfor-

mance can be found in [74]. Another synchronization method that increases the convergence

speed by adjusting the perturbation size was presented in [75], where the authors proposed

to exploit the cumulative positive feedback information additionally.

The methods discussed above are based on random disturbances of the transmitted sig-

nal phase. However, deterministic one-bit feedback (D1BF) [70], and its improved version,

successive deterministic distributed beamforming (SDDB) [76] proposed to limit the possi-
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ble phase perturbations to a set of discrete values from where choose the one that allows

achieving the maximum RSS possible. The number of elements in the perturbation set is

proportional to the convergence time and determines the performance in terms of maximum

achieved RSS. Even though SDDB shows steeper growth rates than D1BF, both determinis-

tic algorithms have limited performance due to the digitization of the perturbation set. Some

combinations of deterministic and random methods were considered in [70], where the hybrid

methods obtained allow prioritizing the convergence time or the beamforming performance

depending on the specific requirements of the network.

Iterative Bit Feedback algorithms are unsuited for DSS due to their slow convergence

characteristic. Generally, the long distance between the DSS and the receiver implies a delay

in the communication that, combined with the slow convergence of these methods, makes it

not suitable to synchronize the system by Iterative Feedback algorithms.

The rich feedback methods use more information instead of just a few feedback bits to

achieve synchronization. They can be classified in three categories according to the way the

distributed nodes obtain the channel estimation:

• Explicit Channel Feedback method, where each distributed node transmits a known

sequence of training symbols to estimate the channel response.

• Aggregate Rich Feedback methods, where the transmitters simultaneously send uncor-

related training sequences used to estimate each channel gain.

• Reciprocity-based methods, where the transmitters observe the uplink feedback signals

sent by the target nodes and use reciprocity to estimate their downlink channel gains

automatically.

These algorithms have proven to be more robust than the Iterative Bit Feedback meth-

ods at the price of considerable feedback overhead. For instance, the enhanced one-bit feed-

back (E1BF) [77], which is an Explicit Channel Feedback algorithm, compensates for the

effect of the average time-varying channel by combining explicit phase information with the

1BF method to provide better convergence and scalability as compared to 1BF. A com-

prehensive description of this algorithm can be found in [77]. Another Explicit Channel

Feedback algorithm that outperforms 1BF for convergence time is the PA for distributed

transmit beamforming (DTB) presented in [78], which is also more energetically efficient.
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Fig. 2.6 shows the number of iterations required to achieve 90% of the maximum coherent

gain for PA and 1BF.
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Figure 2.6: Convergence time comparison between 1BF and PA [78]

Generally, nullforming requires far tighter synchronization than beamforming. For that

reason, it mainly uses rich feedback approaches. For example, in [79], a distributed gradient-

descent algorithm is used to modify the signals’ power and phase in consecutive time slots

achieving beamforming and nullforming simultaneously. The method works in a time-scheduled

way to estimate the CSI and perform the collaborative transmission [79].

In general, Aggregate Rich Feedback methods are more scalable than Explicit ones. For

example, the algorithm proposed in [80] is an Aggregate Rich Feedback method based in 1BF

that allows each collaborating node to estimate its channel response to the receiver. Simi-

larly, in the scheme proposed in [81], all the distributed nodes simultaneously transmit, and

the receiver sends a phase compensation vector to achieve distributed transmit nullforming.

However, in this method, the transmitter nodes use Code Division Multiple Access (CDMA)
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to facilitate signal separation at the receiver. The receiver uses an extended KF (EKF) to

generate state estimations for each transmitter, which implies some scalability limitations for

this scheme. An improved version of the previous algorithm was proposed in [82].

The Reciprocity-based methods were first introduced as frequency-slotted round-trip

(F-RT) synchronization method in [83]. In this work, a distributed network of two nodes,

each of them equipped with two PLLs, achieves frequency and phase synchronization by

continuously transmitting three unmodulated beacons in a round-trip way. This strategy is

effective in highly dynamic networks. Another example of F-RT synchronization is described

in [84], where the system performs precise electrical distance measurement and supplies a

phase-synchronous signal to a remote location simultaneously. The round-trip phase syn-

chronization method implemented in the article is represented in Fig. 2.7. However, in

typical multipath channels, the frequency division duplexing intrinsic of F-RT generates non-

reciprocal phase shifts, reducing performance. To overcome the problem, in [85] it is proposed

a time-slotted round trip (T-RT) algorithm, which is equivalent to the F-RT, but uses the

same frequency for all beacons. Frequency interference is avoided by time division duplexing.

Even when this method gives the advantage of simultaneous frequency and phase synchro-

nization, F-RT and T-RT schemes have as a drawback the extreme power consumption due

to the extensive signaling.

LSG USG

÷2

Master Slave

To distance 
measurement

USG: Upper sideband generator
LSG: Lower sideband generator

LO Output

Distance, l

Figure 2.7: Transmission of a phase stabilized LO signal using a round-trip phase synchro-
nization method [84]

All the works listed in this section aim for all carriers to arrive with the same initial
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phase at the destination based on perfect time alignment. Nevertheless, Mañosa-Caballu and

Seco-Granados proposed a robust round-trip (R-RT) synchronization protocol to achieve fre-

quency, phase, and timing synchronization [86]. This algorithm is based on the T-RT method

mentioned above. The protocol’s robustness allows it to work in dynamic environments be-

cause nodes can disappear without severely affecting the system’s performance. Other ap-

proaches [23] addressed joint time delay and carrier frequency offset (CFO) synchronization in

closed-loop systems. For example, [87] covers maximum likelihood synchronization in multi-

node decode-and-forward cooperative relaying networks considering time-varying channels.

In [88], the same goal was approached through a weighted consensus algorithm to reach

synchronization in a dense wireless network.

Open-loop Synchronization Methods Considering the Use of Feedback from an

External Aid

Whereas rich feedback may give faster and better convergence than bit feedback, the signaling

overhead is substantially more significant. The overhead implies latency problems in real-

time applications, representing a considerable challenge for its implementation in cases such

as satellite communications systems. In such scenarios where quick and reliable feedback from

the target nodes is not possible, Open-loop synchronization methods are the recommended

schemes. Fig. 2.8 shows the Open-loop synchronization methods analyzed in this section.

It is important to state that almost all the articles included in this section are focused on a

single user or target for coherent transmission.

One of the simplest ways to do open-loop synchronization is through Master-slaves archi-

tectures, where one primary node broadcasts a beacon, and the secondary nodes lock their

oscillators to this reference [8]. This algorithm can be considered as a closed-loop method if

the primary node is not part of the DSS [89]. For instance, in [90] all nodes acquire their

relative locations from the beacon of a nearby reference point that does not have to be the

destination node. This allows open-loop synchronization, but each node requires knowledge

of its relative position from a predetermined reference point within the cluster. In [91], fre-

quency and phase synchronization is achieved by locking the secondaries’ oscillators to the

reference beacon sent by the controller node after pre-compensating the phase mismatch and

the propagation delay.

A solution more robust to link and node failures than Master-slave architectures is the
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Figure 2.8: Classification of the Open-loop synchronization methods

distributed consensus algorithm (DCA) proposed in [92], where each node broadcasts its

carrier signal to all of its neighbors. Thus, the total received signal at any node is the

superposition of its neighbors’ carrier signals distorted by the channel. The goal of the DCA

is to use this received signal to adjust the instantaneous frequency at each distributed node

in such a way that all the distributed nodes eventually become frequency locked to a common

carrier [92].

Another Open-loop algorithm based on the retrodirective principle is two-way synchro-

nization (2WS), proposed in [93]. The main idea of this method is to implement a retrodi-

rective beamforming between the base stations in a mobile network without the need of CSI

or feedback from the mobiles. To this end, a sinusoidal beacon is transmitted in a forward

and backward propagation through all the base stations allowing them to compute a common

carrier frequency and phase used to perform beamforming. The most significant drawback of

retrodirective beamforming methods is that generally, the channel and the RF chains at each

transceiver are not reciprocal. A relative calibration method to compensate for this drawback

is proposed in [94]. In [95], it is proposed a faster version of 2WS by exploiting the broadcast

nature of the wireless links. The difference with [93] is that in the Fast Open-loop protocol,

each base station only considers the signal from its adjacent two neighbors and ignores any

signal from other base stations. In this way, the algorithm minimizes the latency by reducing
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the required non-overlapping time slots.

Finally, the blind method or 0F is a synchronization algorithm that intends to synchronize

the network without feedback from the target or the rest of the distributed nodes. According

to [96], the offsets of the oscillator drift cause intermittent coherent addition of signals at the

receiver, which can result in significant beamforming gains. Even though the complexity of

the 0F algorithm is simple, the data rate that can be achieved with this method is very low

as the coherent beamforming is unstable. In addition, the statistical analysis reported in [97]

shows that 0F only works efficiently for a small network.

Table 2.2 provides a summary of the synchronization algorithms analyzed during this

section. It includes the target parameter synchronized by the method: Time, Frequency, or

Phase; the original application and; the feasibility of using it for the synchronization of DSSs.

2.3.3 Summary and Lessons Learnt

• The synchronization algorithms can be classified as Closed-loop or Open-loop methods

based on feedback from a node external to the DSS.

• Another classification considers the communication between the elements of the DSS.

It can be Closed-loop when the exchange of information among the distributed satellites

is done as a two-way message exchange or; Open-loop when it is done as a broadcast

or one-way communication.

• The time synchronization of DSS is mainly based on the TWTT algorithm. Addi-

tionally, recent publications refer to the use of pseudo-random noise code and other

techniques to achieve time synchronization and inter-satellite ranging simultaneously.

• The time synchronization methods used in WSN do not guarantee the accuracy required

by satellite communications applications. However, they could be applied to DSS after

some refinement.

• Some methods used for time synchronization in terrestrial distributed wireless networks

can be applied to synchronize DSS.

• Among the Closed-loop synchronization algorithms that use the feedback from a node

external to the DSS, the rich feedback methods are more suitable to implement in DSS.
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Table 2.2: Summary of synchronization methods

Classification Method Synch target Application Feasibility of its use in DSS

Closed-
loop:

Iterative
Bit

Feedback

1BF [69] / 2BF
[70]

Phase
Terrestrial wire-
less networks

OCB [72] Phase WSN
[71] Phase WSN

BioRARSA [73] Phase
Wireless sen-
sor/relay network

Not suitable for synchronization of DSS due to their slow
convergence.

D1BF [70] /
SDDB [76]

Phase WSN

Closed-
loop:
Rich

Feedback

TPSN [55] and
FTSP [56,57]

Time WSN

The basic ideas of these methods can be applied in DSS,
specially for large distributed networks. However, some
refinement should be considered in order to achieve the
accuracy needed for communication applications.

E1BF [77]
Frequency and
phase

Wireless networks

It could be used in some scenarios, depending on the
distance between the DSS and the receiver. However,
the convergence time, 50% smaller in this method than
the original 1BF, can still be an problem. An advantage
of this algorithm is that only one element of the DSS
processes the feedback from the receiver.

[79] Phase Wireless networks

Even, when the possibility to jointly achieve null and
beamforming is a very desirable characteristic in satellite
systems, the slow convergence of this method may make
it unsuitable for synchronization of DSS

PA [78]
Frequency and
phase

Wireless commu-
nication networks

It can be used in a DSS as long as a feedback channel is
guarantee. This method presents scalability limitations.

[80] Phase Wireless networks

This method allows simultaneously null and beamform-
ing, which a desirable characteristic in satellite system.
However, some limitations could be that (1) most of the
calculation are performed by the distributed nodes and,
(2) it can produce some latency for large DSS.

[81] [82]
Frequency and
phase

Wireless networks

Allows beam and null-forming considering significant
feedback latency, which implies that this method could
be used for long baseline communications. However, it
can present scalability problems.

F-RT [83] and
T-RT [85]

Frequency and
phase

Wireless commu-
nication networks

These methods can be used to synchronize DSSs as long
as a feedback channel is guarantee. Another constraint
related

R-RT [86]
Phase, fre-
quency and
time

WSN
to these methods is that all the satellites in the dis-
tributed system have to receive the reference signal
broadcasted by the destination node.

[87]
Phase, fre-
quency and
time

Cooperative
decode-and-
forward communi-
cation system

To implement this method in a DSS, all the spacecraft
have to simultaneously receive a common training se-
quence broadcasted by the destination node. In addition,
some latency constraints must be taken into account.

Open-
loop:
Intra-
node

communication

RBS [53] and PBS
[54]

Time WSN

The basic ideas of these methods can be applied in DSS,
specially for large distributed networks. However, some
refinement should be considered in order to achieve the
accuracy needed for communication applications.

TWTT [9–11, 14,
44–47]

Time
Satellite commu-
nications

It is used in DSS

Master-Slave [90,
91]

Frequency and
phase

WSN
Suitable for DSS with the constraint that it requires ac-
curate inter-satellite ranging.

DCA [92] Frequency Wireless networks
This method can be used to synchronize DSS as long as
all the distributed nodes are inside the range of the rest.

2WS [93–95]
Frequency and
phase

Mobile networks
Despite some scalability problems, it can be used to syn-
chronize DSS.

[88]
Phase, fre-
quency and
time

Dense and com-
pact wireless net-
works

This method is suitable for DSSs, where each node trans-
mission can be received by almost all the satellites in
the distributed system. However, algorithms with a cen-
tral coordinator node acting as a reference for the delay
compensation can be a more straightforward solution for
less-dense networks.

Open-loop:
Blind synchro-

nization
0F [96,97]

Frequency and
phase

Wireless networks
Not recommended for DSSs, since it is limited to small
networks, and it allows very low data rate.
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Specifically, the PA algorithm for DTB and the reciprocity-based methods are the most

recommended.

• Most Open-loop synchronization algorithms without any external aid, but with intra-

node communication in the form of two-way message exchange are suitable for the

synchronization of DSS.

• Higher synchronization accuracy could be achieved by combining intra-node communi-

cation in two-way message exchange and the feedback from a node external to the DSS.

However, this configuration is not feasible for all applications.

2.4 Ranging and Relative Positioning in DSSs

There are other operations closely related to the synchronization in DSSs, such as the inter-

node ranging and relative position. For these operations, the requirements and accuracy of

the coherent operation depend on the performance of the ranging and relative positioning

algorithms. Several synchronization methods are based on these measurements [98] [99] [100].

For example, in [98], a dynamic model describes the stochastic kinematics and the clock

evolution of each distributed node relative to the frame of the receiver of a DTB system.

Other examples are the remote sensing DSSs missions, such as GRACE and PROBA-3, where

knowing the relative position among the distributed nodes is fundamental to combining their

measurements. For that reason, this section compiles recent advances in inter-node ranging

and relative positioning for DSSs.

2.4.1 Inter-Satellite Ranging

For many DSSs, inter-satellite relative range measurement is a requirement for cooperative

tasks. Generally, autonomous inter-satellite measurements and communications can reduce

the dependence on ground stations, signal transmission delays and improve the resilience and

maneuverability of the DSS. To this end, the distributed nodes must have the capability of

inter-satellite ranging.

The methods to do inter-satellite ranging can be classified into two main groups repre-

sented in Fig. 2.9: those based on RF and those based on optical signals. Measurements made

using radio signals are the most mature technology, but optical measurements can achieve

better ranging performance. However, the higher directivity of the laser beam, in comparison



Architectures and Synchronization Techniques for Distributed Satellite Systems 31

with the RF antenna’s patterns, can represent a limitation for specific applications. Besides,

the sunshine can blind optical sensors.

Optical Inter-satellite 
Ranging

Inter-satellite Ranging 
Methods

Ranging based on RF 
Signals

Carrier-ranging
Pseudo-random Code 

Ranging

Figure 2.9: Classification of the inter-satellite ranging methods

Optical Inter-Satellite Ranging

The basic principle of optical inter-satellite ranging measurement, also known as transponder

laser interferometry, is represented in Fig. 2.10 as explained in [101]. The frequency-stabilized

and power-stabilized master laser provides a highly coherent light source to meet interference

requirements between the local and receiver laser lights. First, the master’s laser light travels

through the inter-satellite space and arrives at the slave satellite, where the optical PLL

(OPLL) locks the phase of the slave laser to that of the weak light received. Then, the

compensated slave laser light points and propagates back to the master satellite. The precision

phasemeter measures the phase difference between the master laser and the received light to

calculate the inter-satellite distance.

The authors in [101] discussed the state of the art of inter-satellite laser interferometer

technologies for spaceborne gravitational-wave detection. However, inter-satellite interfero-

metric ranging has been previously implemented in missions such as GRACE follow-on, where

the ranging performance of the former mission was improved by a factor of 10 by including an

interferometric laser ranging system [102]. This improvement is due to the laser wavelength

being 10,000 times shorter than the microwave wavelength.

As a variant to the methods mentioned before, which required two phase-synchronized

lasers on both satellites, a single-laser design was proposed in [103]. This solution included

a Mach-Zehnder interferometer on one of the satellites, and a secondary satellite equipped
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OPLL

Phasemeter

Master 
Laser

Highly coherent light

Compensated light Slave 
Laser

Figure 2.10: Basic principle of optical inter-satellite ranging measurement

with a retro-reflector. The work in [104] overcame the need for highly stable lasers and

complex phase-locking solutions of the previous ones. Though, it is required to maintain the

coherence properties of the laser light in the reference arm, which is very challenging from

the technology point of view for distances larger than 500 km, i.e., twice the expected inter-

satellite distance. However, simulation results in [103] showed similar ranging resolution to

the two phase-synchronized lasers method.

Recent publications proposed the use of a single optical ISL for ranging and commu-

nications simultaneously [105] [106]. For instance, [106] addressed the development of the

optical transceivers to transmit ranging and frequency synchronization information through

a coherent optical link between the spacecraft of the Kepler constellation. The Kepler system

is based on a constellation of 24 Galileo-like medium-Earth lrbit (MEO) and six low-Earth

orbit (LEO) satellites carrying stabilized lasers as optical frequency references and equipped

with terminals for two-way optical links. This provides a means for broadcasting synchroniza-

tion, and navigation messages across the DSS without any communication with the ground

segment [106]. A ranging precision of 300 µm and 10−15 s/s stability (Allan deviation at

1 s) is achieved through an OPLL locked to a pseudo-random noise (PRN) sequence with a

chip rate of 25.6 GChip/s. An additional data channel at 50 Mbit/s is multiplexed with the

ranging signal to transmit timestamps at a known repetition rate. This allows time alignment

of both satellites with the resolution of the field programmable gate arrayss (FPGAs)’ clock

rate used at both ends. Furthermore, the data link can be used for communication purposes

by the constellation. Each MEO satellite has four bidirectional transceivers, two for con-

necting to neighboring satellites in the same orbit, and two for connecting to LEO satellites.
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The terminal aperture size is constrained to 75 mm due to the satellite’s weight and size

considered. However, to calculate the absolute ranging between terminals with an accuracy

of 0.3 mm, the system requires aligning precision of 2.5% the chip length or better [106].

Another example of simultaneous ranging and communications inter-satellite optical link

is the coherent optical receiver implemented in [105]. In this article, the authors presented

an FPGA-based feedback-homodyne scheme as an alternative to the OPLL to obtain a more

flexible coherent optical receiver. Besides, a parallel fast Fourier transform (FFT) wavelength

drift estimation algorithm was proposed, aiming at improving the speed and range of wave-

length drift tracking simultaneously. Simulation results showed that the wavelength drift

tracking performance depends on the number of FFT estimators used in parallel. However,

using a real-time FPGA implementation, the authors demonstrated that the design meets

the needs of phase offset compensation when three FFT estimators are used in parallel [105].

Inter-Satellite Ranging Based on RF Signals

The use of RF for inter-satellite ranging is not a new concept. Articles such as [107], published

in 1985, already proposed a design to measure satellite-to-satellite range-rate with a precision

smaller than 1 µm/s in distances between 100 km and 300 km. However, further analyses

included the frequency instability of the oscillators [108], the channel noise conditions [109],

and the requirements of low-cost small satellites [110] among other specifications. Distances

can be determined from either the signal’s modulation (PRN codes) or the carrier phase.

One of the most popular carrier-phase based ranging methods is the DOWR [14] [108]

[109]. By combining the one-way range measurements from two microwave-ranging devices,

the method minimizes the effect of oscillator phase noise. Each satellite uses identical trans-

mission and reception subsystems to send a carrier signal to the other. The recorded measure-

ments are transmitted to a control segment for processing and calculating the inter-satellite

range. DOWR method is represented in Fig. 2.11.

Some variations of this method have been proposed. For example, in [14] the authors ad-

dressed the use of dual one-way time (DOWT) synchronization and ranging (DOWT&DOWR)

in DSSs. Simulation results indicated less than 0.2 m and 0.5 ns precise ranging and time syn-

chronization accuracy and error time synchronization smaller than ±10 ns for inter-satellite

distances up to 200 km in satellite formation flying [14]. Another example is the Random Ac-

cess Inter-satellite Ranging (RAISSR) system proposed in [111]. In this system, each satellite
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Figure 2.11: Basic principle of RF carrier-ranging by DOWR.

transmits a signal to allow other satellites to perform a one-way distance measurement with

respect to it. Even when the authors claimed no strict time synchronization, the method

requires all the satellites to share a common time reference.

In [112], an approach to solving the problem of autonomous timing is proposed. This

method aims to achieve time synchronization and high precision ranging between onboard

oscillators and clocks on Earth, with only scarce information exchange. The main idea is

to calculate the satellites CFO using a frequency tracking loop. Then, the inter-satellite

range and the satellites’ relative radial velocity are estimated on the ground [112]. The

reported results showed a precision of 0.1 ns for inter-satellite baseline measurements and

the accuracy of velocity measurement around 10−3 m/s, for approximately 0.01 Hz carrier

frequency tracking error [112].

An essential aspect of DOWR that limits its performance is its synchronization require-

ments. As this method requires the transmitter and receiver to be synchronized, its accuracy

is directly related to the performance of the synchronization algorithm. Clock drifts and

offsets between nodes can introduce errors in the order of microseconds which can be too

large for specific applications. On the other hand, the two-way ranging (TWR) method does

not have this drawback. In TWR, introduced in [110], one satellite sends the ranging signal

and activates a counter to calculate the elapsed time until the reception of the other satellite

replies. In this way, there is no need to synchronize both satellites’ clocks [110]. The evalua-
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tion of the algorithm on a SDR platform is reported in [110], showing an accuracy of a few

centimeters.

Another hardware demonstration was presented in [99]. In this case, the authors devel-

oped a coherent distributed transmission system based on high-accuracy microwave ranging

to perform DTB for mobile platforms. The Two-tone ranging method used for the indoor

and outdoor experiments was introduced in [100].

The most well-known example of pseudo-random code ranging is the method applied by

GNSS constellations. A variation of this method to measure the inter-satellite range in deep-

space missions, where the navigation constellation is not available, was suggested in [113].

The design combines the typical GPS receiver with a RF transceiver to use when the satellite

does not receive the GPS constellation’ signals. The GPS module is a flight-qualified design

that performs orbit determination using a EKF and the inter-satellite distance measurement

is obtained by differencing both filtered absolute GPS solutions. The core of the whole system

is a central processing unit (CPU) core which controls the switch and coordination of the

two ranging units [113]. Similarly, an augmented relative navigation system (ARNS) for

autonomous satellite formation flying in LEO is proposed in [114]. The idea of this article is

that inter-satellite ranging systems can provide additional observation information, which can

be used to increase the GPS stand-alone observation dimension. Reported results indicated

that the ARNS improved the relative positioning accuracy by one order of magnitude in

comparison to the GPS stand-alone solution [114].

In addition, other authors addressed ranging methods based on PRN codes. For instance,

in [115] it is presented an algorithm to determine the initial value of smooth pseudo-range for

the smoothing method proposed by Hatch [116]. The algorithm uses the least-squares straight

line fitting technique to decrease the convergence time and improve the ranging accuracy [115].

On the other hand, the authors of [117] analyzed how it is affected the accuracy of inter-

satellite ranging in a direct sequence spread spectrum (DSSS) by the used bandwidth and [118]

introduced a new ranging scheme combining continuous phase modulation and a PRN ranging

code. The chip pulse used in this method is based on a normally distributed signal, which

improves the ranging accuracy and reliability of the system.

Another example of a RF ranging technique using the signal’s modulation was proposed

in [119]. This paper analyzed a hybrid orthogonal frequency division multiplexing (OFDM)

communication-metrology system for a two satellites formation flying. The system uses
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OFDM signals for ISL communications and measurements functions. The inter-satellite

distance is estimated using a training symbol, which is also used for time and frequency

synchronizations and estimation of the channel impulse response. The accuracy of the tech-

nique depends mainly on the bandwidth of the transmitted signal [119].

Most recent works focus on carrier ranging methods assisted by pseudo-random code

ranging, which allows higher precision range values. For example, [120] proposed a pseudo-

code-assisted carrier ranging algorithm, which is the combination of pseudo-range and dual-

frequency carrier phase ranging methods. In [121], the impact of the frequency selection on

the ranging accuracy was analyzed. Too high frequency leads to problems in the resolution

of integer ambiguity, but too low frequency impacts ranging accuracy. Both articles reported

range errors on the order of 1 cm for inter-satellite distances around 100 km [120] [121].

Even though the accuracy of carrier-ranging methods is higher than pseudo-random code

ranging methods, the integer ambiguity is more difficult to resolve for the former ones. The

solution of the phase integer ambiguity problem has been dealt in [114], [122] and [123].

For instance, [122] presents a robust integer-cycle ambiguity resolution method by modifying

the well-known least-squares ambiguity decorrelation adjustment (LAMBDA) method [124].

The authors derived the validation threshold in closed-form as a function of the phase noise

variance and the antenna baseline geometry. As a result, the success rate of the original

LAMBDA is improved. However, the method requires that the spacecraft of which the LOS

will be estimated is equipped with a body-fixed array of at least three antennas in differ-

ent planes [122]. This could be a limitation for small satellites missions. Another procedure

based on the LAMBDA method was proposed in [114]. This paper contains two approaches to

combine the inter-satellite ranging measurements with GPS. Besides, it proposes a feedback

scheme to convert the ambiguity float solutions obtained from the EKF into pseudo-perfect

measurements through the LAMBDA method. After the possible integer solutions are ver-

ified, they are adopted as pseudo-perfect measurements to update the EKF for the next

epoch.

Another approach to the phase integer ambiguity problem was proposed in [123]. In this

case, the authors used the simplified time-differenced technique [125] to eliminate the influence

of ambiguity in a GPS/inertial navigation system (INS) integrated navigation algorithm [123].

The simplified time-differenced method consists of processing time differences of successive

carrier phase measurements at a GPS base station, which increases the velocity and attitude
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accuracy. It reduces noise in the position information compared to the traditional tightly

coupled systems. Unfortunately, the time-differenced carrier phase measurements do not

easily fit in the framework of a KF measurement equation, which has adverse effects on the

derivation of an appropriate measurement matrix [125].

2.4.2 Relative Positioning

Spacecraft relative positioning in formation flying is a crucial enabler of new space missions

and of paramount importance for distributed satellites architectures. Clearly, two subcat-

egories can be distinguished: in-orbit autonomous and assisted from the ground. Relative

positioning can be seen as a coordinated operation of the ranging systems described in the

section above, which can occur either in-orbit or on-ground.

In-Orbit Autonomous

The primary technology used for precise relative positioning of autonomous formation flying

satellites is GNSS.

If the relative position between two GNSS receivers is required, the GNSS data differences

from two receivers can be used. This method reduces common data errors, such as the GPS

satellite clock offset. The difference is typically calculated using the pseudo-range estimation

between the receivers and a GNSS satellite or more. Sub-metric precision is obtained by

using this method, once the code ambiguity is resolved [126].

In order to enable cm to mm positioning accuracy levels, it is required the handling of

carrier differential GNSS (CDGNSS) estimations [127]. Within the setting of the GRACE

formation flying mission, the possibility of 1 mm level relative navigation over a 200 km

separation has been illustrated by utilizing carrier GPS estimations from a high-grade dual-

frequency BlackJack receiver [128].

A major problem in using CDGNSS is tackling for the unknown integer number of cycles

(integer ambiguity) [129]. Especially when the resilience and precision of the integer solution

are affected by variations in the number of common-in-view satellites, and ephemeris and

ionospheric differential errors. This is enhanced when the inter-satellite distances are highly

variable due to the relative orbital trajectory.

A few strategies based on arrays of GNSS sensors have been proposed to unravel the phase

ambiguity problem. Since antennas are unbendingly mounted on the stage, the relative an-
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tenna position within the local body frame is known in advance. It can be used to improve

the accuracy of the estimated integer ambiguity. In [130], the use of the Multivariate Con-

strained Least-squares AMBiguity Decorrelation Adjustment (MC-LAMBDA) strategy [131]

successfully utilizing nonlinear geometrical constraints. By consolidating the known antenna

geometry into its ambiguity objective function, this strategy has been appeared to illustrate

reliable and immediate single-frequency integer ambiguity determination.

DSSs operating above LEO loses coverage of the GNSSs infrastructure and has to rely

on other means for tracking and navigation. For those missions, a trilateration scheme is

proposed in [132] that evaluates the 3-dimensional (3D) relative position between a reference

spacecraft and a target spacecraft using raw-range measurements from a distance baseline

of known locations, which is called “anchors”. The anchors can be antennas of a ground-

based network or satellites of a space-based network (e.g., GPS). The method assumes the

clocks of the anchors to be perfectly synchronized and requires some synchronization between

the anchors and the reference spacecraft. However, the synchronization errors between the

reference spacecraft and the rest of the satellites in the DSS is compensated by using an

additional anchor. This method achieves sub-meter accuracy for a GEO DSS with two

spacecraft, using a baseline network of three ground stations as anchors.

Another example of very accurate tracking and control of the relative position is the

PROBA-3 mission. PROBA-3 is a European Space Agency (ESA) mission to obtain highly

accurate formation flying. A couple of satellites, the Coronagraph Spacecraft (CSC) and the

Occulter Spacecraft (OSC) will work together as an externally occulted solar coronagraph.

The CSC hosts the optical assembly of the coronagraph as the primary payload, while the

OSC carries the coronagraph external occulter disk. The mission requirements are a longitu-

dinal accuracy better than 1 mm for the inter-satellite distance of 144 m [34]. To make this

feasible, the formation flight system is distributed between both spacecraft: the CSC hosts

the formation flying sensors, while the OSC performs the data processing [133]. The forma-

tion flight task requires the use of several metrology subsystems, from coarse accuracy and

large scale range determination to very accurate and shorter scale range measurement and

absolute positioning. All the data generated by these subsystems are processed in real-time

by the Guidance and Navigation Control system, obtaining an unprecedented accuracy [134].

IRASSI is an interferometry-based mission concept composed of five free-flying telescopes

orbiting the Sun-Earth/Moon second Lagrangian point, L2. It focuses on observing specific
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regions of the sky to study star formation, evolution processes, and early planetary origins.

The study of these processes requires a telescope with angular resolution lower than 0.1

arcsec [135]. The interferometer relies on dynamically changing baselines obtained through

the physical separation during scientific observations to achieve such strict resolution values.

For example, the baseline vectors between the telescope reference points must be determined

with an accuracy of 5 µm to guarantee the precise correlation of the detected signals. The

navigation concept capable to achieve these strict requirements consist of two components:

the absolute position estimation concerning Earth and the relative position estimation, which

determines the satellite’s positions to each other [136]. The description of two autonomous

relative positioning algorithms based on a geometric snapshot approach can be found in [137].

For formation flying missions, in addition to the inter-satellites position, it is imperative

to estimate and control the satellites’ attitudes accurately. In [138], the relationship between

the precision estimation against the ranging accuracy, ranging distance, and satellite relative

position were analyzed. As a result, it was concluded that obtaining accurate measurements

required a balanced number of transmitting and receiving antennas with suitable configura-

tions. It is a necessity to install more antennas to improve the precision estimation of the

attitude angles [138].

Another critical requirement of formation flying is accurate relative navigation. Signif-

icant research results have been published about this topic. For example, [139] used the

nonlinear dynamics describing the relative positioning of multiple spacecraft for formation

flying trajectory tracking control. Using Lyapunov-based control design and stability analy-

sis techniques, the authors developed a nonlinear adaptive higher-order sliding mode control

commonly known as adaptive super twisting sliding mode control. On the other hand, [140]

develops an efficient approach of autonomous relative orbit determination for satellite for-

mation flying. The proposed solution uses the inter-satellite local measurements by the

microwave radar and laser devices on board the satellites to perform the relative naviga-

tion. The design uses a decentralized Schmidt KF [140] to estimate the state of relative

orbit between the satellites and proves that this approach is immune to the single satel-

lite failure. Simulation results showed that the relative position estimation might achieve

centimeter-level accuracy, and relative velocity estimation may achieve mm/s-level accuracy

for a circular spatial formation consisting of three satellites where the chief satellite is at

the center. The radius is about l km [140]. Similarly, in [141] a method for autonomous
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orbit determination combining X-ray pulsar measurements and inter-satellite ranging during

Mars orbiting phase was presented. The method calculates an observability index reflecting

the measurement information quality and optimizes the observable target selection and the

observation scheduling. Then, the Unscented KF is used to estimate the autonomous pulsar

assisted orbit determination [141].

Assisted from Ground

Determining the orbital position of satellites from the ground requires obtaining azimuth and

elevation view angles of the satellite and the distance from the ground station to the satellite

(range).

One of the most accurate precise orbit determination (POD) measurements assisted from

the ground can be achieved by Radio Interferometry methods. Interferometry is a technique

for passive tracking. A simple interferometer consists of two receivers represented in Fig. 2.12.

Using the phase difference between the signals received by the two antennas, the direction

of the target can be determined. Connected-Element Interferometry (CEI) is a technique

for determining the phase offset from the TOA difference of a downlink radio signal to two

antennas on a short baseline. In [142], the authors used a small-scale CEI system of two

orthogonal baselines (75 m × 35 m) to track a GEO satellite. Reported results showed

accuracies smaller than 1 km in the radial and the cross-track directions, and 3D position

accuracy in the order of 2 km. Another example of the positioning of GEO satellites by Radio

Interferometry was proposed in [143]. In this case, the authors focused on determining the

view angles of GEO satellites with an estimation accuracy of 0.001° at Ku band.

In addition, ISLs can improve the accuracy of orbit determination for GNSSs constel-

lations. One example of this was presented in [144], where it was demonstrated that the

POD of the Kepler system could be performed with just one ground station achieving orbit

accuracies of 5 cm in 3D and 0.24 cm in radial direction [144]. On the other hand, in [145], it

was proven that the use of ISL ranging measurements could reduce the first positioning time

about six times in conventional navigation receivers.

2.4.3 Summary and Lessons Learnt

• In a DSS, the inter-node ranging and relative position are closely related to the synchro-

nization algorithm. Generally, the requirements and accuracy of the coherent operation
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Figure 2.12: Orbit determination by Interferometry

depend on the performance of the ranging and relative positioning algorithms as much

as the synchronization itself.

• Optical inter-satellite ranging methods can achieve higher accuracy, but the higher

directivity of the laser beam can represent a limitation for specific applications.

• The use of a single optical ISL to simultaneously perform ranging and communication

is a trending topic in this field.

• Inter-satellite ranging based on RF can use measurements of the carrier’s phase or use

the signal modulation. Recent publications considered the combination of both: carrier

ranging assisted by pseudo-random code ranging methods.

• Both optical and RF-based ranging algorithms have to deal with the phase integer

ambiguity problem.

• Spacecraft relative positioning can be seen as a coordinated operation of the ranging

systems described above, which can take place either in-orbit autonomously or assisted

from the ground.

• The leading technology used for precise relative positioning of autonomous formation

flying satellites is GNSS.
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• DSSs operating above LEO loses coverage of the GNSS infrastructure and has to rely

on more complex schemes. Examples of these schemes were analyzed in this section.

• One of the most precise POD measurements assisted from the ground can be achieved

by Radio Interferometry methods.

2.5 Applications of DSSs Synchronization

As stated above, carrier and time synchronization are critical and very challenging require-

ments for CDSS. Consequently, the research in the area is very prolific. In this section, the

most significant articles about synchronization for DSS found in the literature are summa-

rized. They are arranged in two groups attending to its application: Communications and

Remote Sensing.

2.5.1 Communications

Small satellite distributed systems are envisioned to be the future of space communica-

tions [17]. Forming a dynamic phased array in space with the nodes of a DSS can improve

the communications capabilities between the network and the Earth. However, implement-

ing such an array requires effective open-loop carrier synchronization [1]. In [146], the phase

synchronization constraints of a DSS of very simple, resource-limited femto-satellites com-

municating with Earth were derived and discussed [146]. Fig. 2.13 from [146] shows the

normalized amplitude of the received signal as a function of the number of transmitters for

different accuracies of phase synchronization. As it can be appreciated in the figure for a

high number of nodes, the effects of phase synchronization inaccuracies are more evident.

In [13], a time and phase synchronization solution to perform beamforming in a LEO-DSS

is proposed. The mathematical framework and analysis of the synchronization scheme is de-

veloped, which relays in an external beacon transmitted from a GEO spacecraft above the in-

tended ground receiver. This open-loop method achieves subcentimeter-level (subnanosecond-

level) phase synchronization with localization accuracy on the order of meters [13]. However,

these results are restrained to a particular array geometry, which is not always feasible.

In [14], the simulation and performance evaluation of the two-way range and time synchro-

nization method for a DSS were presented. The DSS consisted of four satellites in a formation

flying mission, with 50 km of inter-satellite distance and a carrier frequency of 400 MHz sim-
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Figure 2.13: Normalized amplitude of the received signal vs. the number of satellites for
different values of phase synchronization accuracy [146]

ulated in the Systems Tool Kit (STK) platform from Analytical Graphics, Inc. According to

the simulation results, the error of the time synchronization was less than 10 ns [14].

2.5.2 Remote Sensing

Remote sensing and Earth observation from DSSs have become attractive for the community

in the last years. New concepts, like distributed synthetic aperture radiometers or fraction-

ated radars, offer the potential to significantly reduce the costs of future multistatic SAR

missions [147] [148]. Besides, the low radar power budget and high spatial resolution require-

ments of future remote sensing satellite missions seem to be only possible to achieve through

multistatic configurations [149]. However, the frequency, phase, and time synchronization is

still the major challenge that slows down the launch of new missions. For that reason, new

synchronization methods for Remote Sensing DSSs are published daily.

For instance, an inter-satellite time synchronization algorithm for a micro-satellite cluster
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was proposed in [10]. The authors proposed a time control loop that dynamically adjusts

each satellite reference frequency according to the time difference with the time benchmark

of the cluster. Consequently, time synchronization is achieved by locking the clocks of all

the satellites to a chosen one. Similarly, [150] presents a method to relatively synchronize

the clocks in a DSSs without the use of GNSS signals. A reference pulse transmitted by a

master satellite is received and time-stamped by all the secondary satellites in its broadcast

domain. The method estimates the clock offsets relative to the other secondary satellites by

calculating the receive-time differences between two secondary satellites. Simulation results

reported in [150] showed excellent convergence rates. However, this method requires that

all the distributed nodes are in the same broadcast domain of a single master satellite, and

the LOS from one satellite to all others must always be available. Besides, the algorithm is

affected by the difference in propagation time between two receivers. This is not a problem for

relatively small networks but, for DSSs with longer inter-satellite distances, these propagation

delays have to be compensated.

Other authors have studied the effects of time and frequency synchronization on DSS

SARs [151] [152]. In [151], a model considering the time and frequency synchronization er-

rors in interferometric synthetic aperture radar (InSAR) were presented. The performance of

the range and azimuth compression with the synchronization errors was analyzed to obtain

the time and frequency synchronization requirements for parasitic InSAR system design. On

the other hand, [152] studied the performance degradation in bi-static and multi-static SARs

due to the oscillators’ phase noise. Using a dedicated synchronization link to quantify and

compensate the oscillators phase noise was proposed considering three different synchroniza-

tion schemes: continuous duplex, pulsed duplex and, pulsed alternated. The analysis included

additional factors such as receiver noise and the Doppler effect and contributions known from

sampling theory like aliasing and interpolation errors. According to the reported results, suc-

cessful oscillator phase noise compensation is possible if the compensation algorithm and the

signal timing are adapted to the link hardware and SAR parameters [152].

More advanced works have reached the implementation and test steps, which are fun-

damental to using a synchronization method in a mission. For example, [153] proposed a

hardware-in-the-loop simulation and evaluation approach for DSSs SAR. The proposal was

used to model a typical bi-satellite formation spaceborne distributed SAR system in the X

band. The SARs’ central electronic equipment was implemented in hardware, whereas the
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echo generation and the processing and evaluation of the results were performed in software.

In [154], a phase synchronization scheme based on F-RT for the operation of the airborne

based bistatic SAR receiver, SABRINA-UAV was prototyped and tested in the laboratory.

Another example is the testbed for coherent distributed remote sensing systems proposed

in [149]. This platform is composed of two satellites, the channel emulator, and two targets,

all implemented in universal software radio peripherals (USRP). The authors proposed and

validated a dual carrier point-to-point synchronization loop through the testbed. The syn-

chronization algorithm is based on a Master-Slave architecture to autonomously synchronize

both satellite clocks with a common reference using ISLs [149]. Generally, the hardware sim-

ulations include features that cannot be easily or accurately considered with computer-based

simulations. First, there are coupling relationships among the channel mismatch, the time

and phase synchronization errors, and other error sources. The single error analysis method

used in the computer-based simulation cannot meet this requirement. Besides, the hardware

implementation of the synchronization algorithm gives a more accurate description of its

performance. Computer-based simulations cannot precisely measure features like processing

time and resources. On the other hand, the error source characteristic has to be known for

data analysis and evaluation, which is more complicated for hardware simulations.

Several remote sensing distributed satellite missions have been proposed and deployed in

recent years. Section 2.6 will refer to already deployed missions, but the proposed synchro-

nization algorithms for future missions are of interest to this section.

1. ARGOS: The Advanced Radar Geosynchronous Observation System (ARGOS) will

be a MIMO SAR system hosted on a swarm of mini-satellites in quasi-geostationary

orbits [155]. It consists of: a swarm of active and passive spacecraft in a zero inclination

quasi-GEO orbit; a data-link to a telecommunication satellite that is used for both data

download and synchronization; a ground segment and; a network of active calibrators

for precise estimation of sensors clocks and orbits. According to [156], the link with

the telecommunication satellite can be used to synchronize the DSS to a common clock

and support the estimation of the precise orbits, in a similar way to a cloud PLL.

Besides, the oscillators’ phase noise can be compensated by exploiting a network of

Compact Active Transponders or through an on-ground synchronization scheme capable

of estimating the phase on very bright point targets.
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2. LuTan-1: LuTan-1 (LT-1), also known as TwinSAR-L mission, is an innovative space-

borne bistatic SAR mission based on the use of two radar satellites operating at L-

band with flexible formation flying, to generate the global digital terrain models in

a bistatic interferometry mode [157]. Several articles about the LT-1 phase synchro-

nization scheme have been published [157] [158] [159] [160]. The algorithm, proposed

in [158], considers the time multiplexing of the synchronization pulses with the radar

pulse-repetition intervals avoiding any interference in the SAR data acquisition. Be-

sides, [157] proposed a KF phase-error estimation and compensation method, which

improves the synchronization accuracy for low signal-to-noise ratio (SNR). On the

other hand, [159] evaluated the performance of the LT-1’s synchronization scheme for

multipath effects, and [160] presents its experimental verification.

3. ConGaLSAR: A Constellation of Geostationary and LEO SAR (ConGaLSAR) radars

has been proposed in [148]. The phase and time synchronization of this constellation

would be supported by a novel transponding mode known as MirrorSAR, where the

LEO satellites work as relay nodes for the ground echoes to the illuminating GEO

satellite. The key idea of MirrorSAR is to redirect the radar echoes to the spacecraft,

where they can be coherently demodulated with the same clock references previously

used to generate the radar pulses [147]. The authors introduce two alternatives for

synchronization. In the most simple one, the LEO subsystem functionality is limited to

amplify and forward the received RF signal. The second possible configuration, named

Double Mirror Synchronization, requires the transmission of a very stable reference

signal from the illuminator to the LEO-satellites by using a dedicated low-gain antenna.

Even though this method increases the synchronization processing considerably and

requires more complex LEO-satellites, it still assumes that the distance between the

transmitter and receiver satellites is almost constant, and it can be accurately estimated

[147].

2.5.3 Summary and Lessons Learnt

• Not many publications consider CDSS for communications applications. However, there

are some simulations for LEO DSS, synchronized with the aid of a GEO spacecraft. In

addition, the two-way time and range synchronization method has been considered for

the synchronization of a DSS of four satellites in a formation flying mission.
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• Remote sensing and Earth observation from DSSs has become attractive for the com-

munity in the last years. However, the frequency, phase, and time synchronization is

still the major challenge that slows down the launch of new missions. For that reason,

new synchronization methods for Remote Sensing DSSs are published constantly.

• Time and phase synchronization by master-slave architecture using intra-node commu-

nications are the preferred methods for remote sensing DSSs. However, the system’s

complexity increases with the number of distributed nodes to be synchronized due to

the increment of ISLs required.

• Information about the synchronization algorithms for future remote sensing distributed

satellites missions was discussed in this section, specifically ARGOS, LuTan-1, and

ConGaLSAR missions.

2.6 Examples of Synchronization for DSSs

The development of new synchronization techniques in DSSs as in any other wireless network

requires three main steps: design, prototyping, and deployment. The new synchronization

methods are theoretically analyzed, tested, and improved using software simulators during

the design step. However, regardless of the extent to which the design phase is conducted,

new algorithms should comply with the prototyping before deployment. Theoretical design -

software simulation - prototyping is a closed-loop that must be executed repeatedly to improve

a synchronization technique before its deployment in DSSs. Theoretical design and simulation

of synchronization algorithms suitable for DSS were already covered in previous sections.

This section summarizes the most relevant hardware implementations and prototyping of

such algorithms.

The most relevant and advanced examples of synchronization techniques for cohesive dis-

tributed systems are analyzed in the following. Unlike the previous section, where concepts

and theoretical methods were discussed, this section presents synchronization algorithms that

have been implemented and tested at least as a hardware PoC. Similar to the previous sec-

tion, the examples are classified according to their application as Synchronization Examples

in Distributed Communications Systems and Synchronization Examples in Remote Sensing

DSSs.
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2.6.1 Synchronization Examples in Distributed Communications Systems

Hardware development for communication satellite systems has been pointing toward recon-

figurable SDR System-on-a-Chip ground receivers, and to the ultimate extreme of Satellite-

on-a-chip during the last years, [17]. In general, recent trends in prototyping and deployment

of spacecraft are based on commercial off-the-shelf (COTS) [161], FPGA [162] and SDR [163]

designs. This trend can be explained due to its reconfigurable characteristics and because

they allow less expensive and faster development processes. Several examples of using SDR

for inter-satellite communication in small satellite systems can be found in [1]. Fig. 2.14

and 2.15 show a graphic representation of the synchronization methods and the hardware

platforms analyzed in this section.

30.8%

53.8%

7.7%

7.7%

Closed-loop Master-slave Open-loop Consensus-based

Figure 2.14: Distribution of prototypes per synchronization method

However, there are not many publications about the hardware prototypes of synchroniza-

tion algorithms, specifically in Communications CDSS. Mainly because the use of CDSSs for

communications is a very recent topic that does not have any launched missions yet. Never-

theless, it is helpful to analyze the PoC of the synchronization algorithms used in distributed

terrestrial communications that DSSs could adopt. This can support the selection of the

synchronization technique and the hardware platform during the design of a prototype for

Communications CDSS. The examples are presented in order of increasing complexity, and
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64.3%

14.3%
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FPGA USRP DSP COTS

Figure 2.15: Distribution of hardware platforms used to implement the synchronization meth-
ods

some technical details are listed in Table 2.3 at the end of the section.

Mobile Communications Networks

One example of distributed coherent radio system that shows some similarities with the

DSSs is the recently proposed cell-free (CF) massive MIMO concept. In CF operation,

the network infrastructure performs beamforming towards the user equipments (UEs) using

multiple distributed radio nodes. The beamforming coordination relies on the time division

duplex (TDD) operation and uses a densely distributed network topology [164,165]. Although

there is a CPU in CF Massive MIMO system, the exchange of information happens only in

the form of payload data while the power control coefficients change slowly. Neither is there

a provision of sharing the instantaneous CSI among the access point (AP) or the CPU.

Channel estimation is performed only at the AP using uplink pilot signals and further used

for decoding uplink symbols and precoding the downlink symbols. [166].

A crucial requirement of the CF Massive MIMO is the global synchronization of RF

carriers and information symbols across the geographically distributed service nodes network.

In [167], CFO estimation for Distributed Massive MIMO and CF Massive MIMO is studied.

Specifically, the article evaluates the performance of distributed large-scale MIMO systems
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with two collaborative (successive and joint), and one non-collaborative (independent) CFO

estimation techniques [167]. According to [168], the global synchronization of RF carriers

and information symbols across a distributed MIMO network can be done with a common

1 pps (pulse per second) GPS timing signal used to provide GPS disciplined oscillators [168].

This solution was demonstrated for two 50 MHz carriers tracked by frequency lock loops

implemented on FPGA development platforms. Results showed a locking time of 500 s and

a coherence time of 10 s, which is enough for the MIMO processing [168].

The TDD operation implemented in CF Massive MIMO is not very appealing for a DSSs

used for communication applications due to the long latency of the satellite orbits. However,

an extrapolation of the method to frequency division duplex (FDD) scenarios can be applied.

In such a case, more robust synchronization in time and phase is required between the dis-

tributed satellite nodes. One example of FDD standardized technology in mobile networks

is the coordinated multipoint (CoMP) transmission and/or reception used in Long Term

Evolution Advanced (LTE-A) standard.

In CoMP operation, multiple transmission points coordinate to combine the user’s infor-

mation signal from neighboring evolved Node B (eNB) to improve the received signal quality.

To this end, CoMP transmission requires sharing coordination information, usually consisting

of user’s feedback CSI, through the backhaul links [169]. It can be implemented in four differ-

ent types depending on the degree of coordination among cells: (1) Coordinated Scheduling

and Beamforming and, (2) Joint Processing, both in the downlink; (3) Coordinated Schedul-

ing and, (4) Joint Reception and Processing, both in the uplink. Even though multiple types

of CoMP can be used together [169]. For example, in [170] proposed to switch the CoMP

transmission mode between Coordinated Beamforming and Joint Processing adaptively to

maximize the average achievable rate, considering that the last one is more sensitive to phase

synchronization errors than Coordinated Beamforming [170].

CoMP requires the transmission points to be tight time and frequency synchronized. This

constraint mostly affects coordination between base stations (BSs) because some additional

solution is needed to provide accurate phase synchronization. Large distances between the

BSs result in unavoidable differences in TOA between the users’ signals which in turn lead to

inter-symbol interference in OFDM systems if the cyclic prefix length is exceeded. Moreover,

CFOs which are caused by imperfect oscillators, lead to inter-carrier interference and are a

problem, particularly in the downlink due to the feedback delay of the measured CSI. The
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most extended approach to synchronization in CoMP at outdoor BSs is to obtain a precise

clock reference from GNSS [171]. This could be extended to DSS in LEO MEO. However,

indoor BSs require to be synchronized over the backhaul network using standard protocols

such as PTP or proprietary solutions like synchronous Ethernet [172] [173] [174].

In any typical cellular system, the users perform synchronization with a single BS where

the BS transmits predefined signals to the UEs to adjust their transmit timings so that signals

received from many UEs to the BS are time-aligned. However, a concern in CoMP is that the

UEs needs to be synchronized to multiple BS simultaneously. Hence, the previously discussed

technique is not going to work in the CoMP case. Due to this, the use of CoMP becomes

limited to deployments where the inter-site distances between BSs are small [175].

Different approaches to the time synchronization problem stated before have been pro-

posed. The most straightforward is to use a larger cyclic prefix, but it reduces the system’s

throughput. Another widely used approach is adjusting the time advance based on the near-

est BS. However, such a solution is not capable to fully solve the problem, since some of the

users may not be able to use the CoMP. In [175], the authors propose a linear combination

of samples corresponding to the two consecutively received OFDM symbols to identify mul-

tiple transmitted signals. Such a scheme enables the mitigation of Multi-user Interference by

applying Successive Interference Cancellation, as also proposed in [176] and [177]. Another

approach considers the positions of the serving and interfering BSs and the estimated loca-

tion of the UE to timely relate the synchronization signals received from adjacent BSs [178].

Several other approaches which consider asynchronous interference mitigation are discussed

in [179] and [180]. All these methods could be extrapolated to time synchronization in DSS.

Joint processing of the carrier phase (along with frequency) is one of the significant

challenges in CoMP as in DSS. The time difference of arrivals imposes a phase offset on

the transmit covariance matrix leading to improper precoding matrix index selection and

therefore limiting the promised performance of CoMP [181]. It is a two-fold problem: (a)

The RF-LO of the participating BS in CoMP are required to be synchronized among them,

(b) the LO of the UEs are also required to be synchronized with the corresponding BS.

Since the phase noise of the oscillator evolves quickly and only with the help of backhaul

information, it becomes challenging to establish synchronization between the participating

BSs. For achieving an acceptable level of synchronization, the phase noise needs to be very

low in the LOs, which makes such deployment cost-inefficient. In another approach, the UE
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can also keep tracking the phase noise. The effect of BSs coordination and synchronization

on the phase noise estimation at the user receiver was studied in [182], where the authors

derived the data-aided and non-data-aided CRLB for the phase noise estimation in a CoMP

system. Another approach presented in [183] addresses the data-aided joint synchronization

and channel estimation for the uplink of CoMP systems based on the MMSE criterion. This

proposal considers an alternating minimization method to simplify the MMSE cost function

such that the multiuser CFO, sampling timing offset, and channel frequency response can

be estimated in an iterative approach more feasible for practical systems. Another method

that addresses the estimation and compensation of time and frequency offsets in CoMP was

proposed in [184]. In this case, the authors compare two solutions to the time-frequency

offset estimation problem, one in which the UE is not aware of the transmitting point, and

one in which the UE is provided with assistance information.

Implementation Examples of Closed-Loop Synchronization Methods

• One Bit Feedback: In [69], a Spartan-3 FPGA based hardware prototype was de-

veloped to demonstrate 1BF. Phase synchronization is achieved over-the-air (OTA)

whereas the frequency synchronization is attained via RF cables, and a frequency dis-

tribution source Octoclock [185]. The implementation used three single transmitters

(beam-formers) and a single antenna receiver. At a feedback rate of 300 ms, convergence

within 90% of the theoretical limit is achieved after 60 iterations. The experiments were

performed inside the laboratory, i.e., static environment. Hence, the performance under

the realistic time-varying channels was not investigated. Besides, frequency synchro-

nization was also required to be achieved OTA.

A hardware prototype of the 1BF method, using USRP SDR [186] was presented

in [187]. This prototype functionality is ”all-wireless”, i.e., no wired connections are

used to attain frequency and timing synchronization. This experimental setup used

three single-antenna transmitters and one single antenna receiver. With a feedback

interval of 50 ms, nine times beamforming amplitude gain was achieved. However,

like the implementation in [69], the experiments were performed indoors. Then, the

performance of the system against the time-varying channel was not investigated. Be-

sides, only phase synchronization is achieved OTA whereas frequency synchronization

is achieved through coaxial cables and frequency distribution source.
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Another prototype described in [188] performs both frequency and phase synchroniza-

tion using 1BF, which has been derived from [69]. Individual components of the hard-

ware prototype have been developed by the authors themselves and the beamforming

algorithms have been programmed on digital signal processor (DSP) cores. At a test fre-

quency of 60 GHz, using three elements distributed phased array, 9.2 dB of distributed

beamforming gain is achieved. In contrast to the methods discussed previously, i.e., [69]

and [187], both frequency and phase synchronization are achieved OTA. However, the

feedback interval of 0.5 ms is excessively high as compared to the other 1BF methods

discussed ( [69] and [187]). Besides, the prototype was tested considering static channel

environments; hence the system’s performance against the time-varying channel was

not investigated.

• Full-feedback: Very few PoC demonstrators are available for Full-Feedback imple-

mentations. For example, in [189] a notable range extension by performing outdoor

OTA tests was shown using COTS handheld radio (based on FPGA and DSP) equip-

ment. Also, the KF is used to predict the offset in frequency and phase, which further

assists in tackling the time variation of the channels. Thus making the system perform

satisfactorily even when the nodes are mobile. It is shown that as compared to a COTS

radio transmitter (approximate range 2 km), by performing distributed beamforming,

the range can be extended up to 6 km using ten such radio nodes. Further extension

of range up to 10 km can be achieved by using 30 such radio nodes. In [190], using the

same experimental setup and beamforming method, 0.1 dB distributed beamforming

gain was demonstrated using ten COTS radio nodes. OTA operation and application

of KF for prediction makes this implementation suitable for DSS scenarios.

Implementation Examples of Open-Loop Synchronization Methods

Among the open-loop algorithms, in [191] an SDR implementation (USRP X310 [192]) using

transmitter nodes was demonstrated. OTA tests confirmed reliable frequency lock even at

very low power. In another open-loop SDR implementation (USRP N210 [193]), a solution for

OFDM based frames is developed by designing specific preambles to estimate the frequency

and timing offset. The system is capable to operate reliably under frequency selective and

slow fading channels. OTA showed performance gains from 2.5 dB to 2.8 dB.
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Implementation Examples of Master-Slave Synchronization Methods

In [194], an SDR implementation of Master-Slave closed-loop synchronization procedure

named as NetBeam was demonstrated. NetBeam involves a network of radios that broad-

cast information locally and jointly transmit it to a remote receiver. This is equivalent to a

Master-Slave closed-loop synchronization. The performance is further enhanced by the cre-

ation of a cluster of beamformers based on CSI. As for the hardware implementation: a dual

antenna configuration of USRP X310 is used as a receiver, and a single antenna configuration

of USRP B210 is used as a transmitter. A significant aspect of this implementation is that

the 3D distribution of radio nodes is considered, which is crucial for DSSs (full-dimensional

beamforming). Besides, faster convergence is attained through machine learning techniques.

A SDR (USRP) implementation for parallel frequency and phase synchronization was

demonstrated in [195]. In this case, the Master-Slave method was used for frequency syn-

chronization whereas 1BF was used for phase synchronization. This is an all-wireless imple-

mentation, where no wired medium is used for CSI feedback or clock/frequency distribution.

The convergence time for the beamforming is of the order of several milliseconds. Another

example of frequency and phase synchronization by the Master-Slave method is described

in [196] using a SDR (USRP X310). In this case, coherent pulses are received with more than

90% of the ideal coherent energy. Similarly, [197] provided a comparison between wired and

wireless clock distribution to achieve frequency and phase synchronization by Master-Slave.

OTA tests showed a near-ideal 6 dB gain from a two-transmitter system at a distance of

85 m, and coherent gain up to 90% of the ideal signal summation is achieved.

On the other hand, in [198] a SDR (USRP N210) implementation of a Master-Slave

architecture for phase synchronization is presented. The external frequency source is used for

stable clock distribution, whereas phase synchronization is achieved through the Master-Slave

method. Channel reciprocity is exploited to obtain CSI without needing feedback. Besides,

the nodes cooperate in disseminating the CSI. This testbed achieves beamforming gains as

close as 90% to the ideal beamforming gain.

Besides, in [15] the authors analyze the wireless carrier frequency and sample timing

synchronization by performing an exchange of RF signals between the master and slave

nodes. Further, the proposed solution was implemented in GNU Radio, and wireless tests

were performed using Ettus USRP N210 SDRs. Besides, the estimation of the fractional

clock phase was performed using matched filter bank consisting of sixteen fractionally delayed
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Zadoff-Chu sequences [199] which were capable of estimating residual timing offsets as small

as 1/16 of the sample duration. However, the system did not address propagation delays,

and also the system bandwidth was limited to only 1 MHz. The method yields a residual

timing precision of approximately 500 ns which exceeds the expectation of CRLB.

In addition, authors in [200] used a SDR implementation (using USRP-E312) to perform

synchronization, which did not require time-stamps. The observed accuracy of the method

was less than 1 µs (0.8 µs) for 150 kHz sampling rate with precision limited to 1/10 of the

sample rate. The authors reported the limited real-time processing capability of the USRP-

E312 as the reason behind using such a low sampling rate. Three E310s were used in the

over-the-wire setting: one as the master node, a second as the slave node, and a third as the

measurement device for determining the resulting clock offset.

Implementation Examples of Consensus-Based Synchronization Methods

The PoC presented in [201] demonstrates consensus-based synchronization through SDR

(USRP N210) implementation. GNU Radio was used for software-based signal processing.

Both time delay and CFO estimation, as well as tracking, are addressed in the implementa-

tion. Convergence time is of the order of seconds when different nodes have different CFO.

OTA tests showed carrier frequency offsets to be within 100 parts per billion (ppb) while

timing offset were correctly estimated. Besides, the implementation also showed tracking

capabilities.

Another notable consensus-based implementation can be found in [15]. For OFDM type

frames, a specific frame structure was designed to facilitate frequency synchronization. A

residual timing offset within 1/16 of symbol duration and a residual frequency offset of 5 Hz

is achieved. With such residual frequency and timing offset, a near-optimal received signal

power gain is shown when distributed beamforming is performed.

2.6.2 Synchronization Examples in Remote Sensing DSSs

This section analyzes the synchronization methods used by DSSs missions to perform Earth

observation and remote sensing tasks. At the end of the section, Table 2.4 summarizes the

technical details of these missions.
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Table 2.3: Summary of PoC hardware implementations of distributed synchronization tech-
niques

Ref. Synch. Method
Frequency

Synch
Phase Synch.

Feedback
rate (ms)

Beamforming Gain /
Convergence

Static /
Time-Varying

Platform

[69] Closed-Loop Wired Wireless 300 90% of theoretical limit Static FPGA

[187] Closed-Loop Wired Wireless 50 9x Static FPGA

[188] Closed-Loop Wireless Wireless 0.5 9.2 dB Static DSP

[189] Closed-Loop Wireless Wireless NA 0.1 dB Time varying FPGA and DSP

[191] Open-Loop Wireless Wireless NA 2.5 - 2.8 dB Time Varying FPGA

[194] Master-Slave Wireless Wireless NA 10x Time Varying FPGA

[195] Master-Slave Wireless Wireless NA NA Static FPGA

[197] Master-Slave Wireless NA NA 90% of theoretical limit Time Varying COTS

[198] Master-Slave Wireless Wireless NA 90% of theoretical limit Static FPGA

[196] Master-Slave NA Wireless NA 90% of theoretical limit Time Varying FPGA

[15] Master-Slave Wireless Wireless NA NA Static USRP

[200] Master-Slave Wired Wired NA NA Static USRP

[201] Consensus-Based Wired Wireless NA NA Time Varying FPGA

GRACE

The gravity recovery and climate experiment (GRACE) was a mission devoted to monitoring

changes of the Earth’s gravity field irregularities from its dispatch in March 2002 to the

conclusion of its science mission in October 2017 [31]. GRACE comprised two equal satellites

in near-circular orbits at ∼ 500 km elevation and 89.5◦ inclination, detached from each other

by around 220 km along-track, and connected by an exceedingly precise inter-satellite, K-band

microwave ranging (KBR) system. The satellites were nominally held in a 3-axis stabilized,

nearly Earth-pointed orientation, such that the KBR antennas were pointed accurately at

each other. The KBR gives a micron-level precision (10 µm) using carrier phase estimations

within the K (26 GHz) and Ka (32 GHz) frequencies [202]. A single horn serves as the K/Ka

antenna for both transmitting and receiving the inter-satellite dual-band wave signals [203].

Each satellite transmits two sinusoidal signals (at K and Ka bands) with a frequency offset

(nominally set to 0.5 MHz). The two 0.5 MHz down-converted RF signals are sampled

at approximately 19 MHz and passed to the digital signal processing part of the receiver.

Dedicated digital signal processing channels are used to digitally counter-rotate the phase of

each down-converted signal, track the phase with a digital phase-locked loop, and extract the

phase.

LISA

LISA stands for Laser Interferometer Space Antenna [204]. It is a distributed satellite mission

formed of three spacecraft operating in formation flying at a 5,000,000 km distance, being

the three peaks of an equilateral triangle. This arrangement composes a huge interferometer
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to monitor the gravitational waves coming from galactic and out of the galaxy sources. Each

spacecraft contains two verification masses and laser bars that measure the separation between

its masses and those from the other nodes with a required precision of 20 pm. This is the most

extreme example of accurate ranging between flying payloads ever seen before. The spacecraft

use inertial sensors and micro-newton thrusters to determine and control their orbits, whereas

laser interferometry is used to measure the distance with the required accuracy.

OLFAR

The orbiting low-frequency antennas for radio astronomy (OLFAR) is a space-based low-

frequency radio telescope that investigates the universe’s so-called dark ages, maps the in-

terstellar medium, and finds planetary and sun-powered bursts in other solar systems. The

telescope, which is composed of a swarm of fifty satellites, would be sent to an area dis-

tant from Earth to maintain a strategic distance from the high Radio Frequency Interference

found at frequencies underneath 30 MHz, coming from Earth [205]. The satellites can be

maintained in a 3D configuration with a maximum diameter of 100 km [206] by using round-

trip pulse-based synchronization.

TanDEM-X

TanDEM-X was a scientific mission that comprised of two X-band SAR satellites following an

orbit in near arrangement, with variable separation between them between 500 and 1100 m

[59]. The mission produces high accuracy SAR snapshots at X-band in both monostatic and

bistatic setups. For the bistatic design, one of the two satellites works as a transmitter and

the other one as a receiver, and the mission performs a closed-loop synchronization scheme

to get the required coherence.

GRAIL

The gravity recovery and interior laboratory (GRAIL) was a NASA mission to outline the

gravity field of the Moon to a remarkable level of detail [207]. Twin shuttles were propelled

on 10 September 2012 and were embedded into lunar orbit on 31 December 2011 and 01

January 2012 [208] correspondingly. The instrument for this mission was based on GRACE.

Nevertheless, there were a few contrasts between both missions. The principal difference

between the GRAIL and GRACE instruments emerged because GRAIL was not suffering the
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Earth’s atmosphere drag, nor GPS navigation system was accessible. GRACE compensated

for air disturbance basically by having an accelerometer to measure non-gravitational speed

variations and by using two independent microwave ranging frequencies instead of only a

single one.

GRAIL was streamlined by excluding the K-Band frequency (26 GHz) as well as the

accelerometer (non-gravitational strengths are small enough to be modeled rather than mea-

sured). Furthermore, for GRACE, GPS was utilized to estimate the relative delay between

the two spacecraft, calibrate on-board ultra-stable oscillators, and track the two satellite or-

bits. Without GPS accessible at the Moon, GRAIL included an extra S-Band (2 GHz) Time

Transfer System to supplant the GPS timing measurements, and an extra X-Band (8 GHz)

Radio Science Signal used for Doppler following of the shuttle and ultra-stable oscillator

frequency calibrations through the Deep Space Network [207].

Table 2.4: Summary of synchronization requirements for Remote Sensing DSSs missions

Mission Application
Distance
between
nodes

Band
of

operation

Required
accuracy

Number
of

nodes

Synch.
signal

Phase (P)
Timing (T)
Ranging (R)

GRACE [31]
[202,203]

Gravity 220 km
K (26 GHz)
Ka (32 GHz)

10 µm 2 CW R

LISA [204]
Gravitational

waves
5 · 106 km Optical 20 pm 3 CW R

OLFAR
[205,206]

Radio
telescope

100 km TBD < 1 m 10 - 50 Pulsed PT

TanDEM-X
[59]

SAR 0.5 - 1.1 km X ±0.1◦ 2
Pulsed
chirp

PT

GRAIL [207] Lunar gravity 50 - 225 km
S (2 GHz)
X (8 GHz)

Ka (32 GHz)
1 µm 2 CW PTR

2.6.3 Summary and Lessons Learnt

• Hardware development for communication satellite systems has been pointing toward

re-configurable SDR System-on-a-Chip ground receivers and to the ultimate extreme of

Satellite-on-a-chip during the last years. In general, recent trends for prototyping and

deployment of spacecraft are based on COTS, FPGA and SDR designs.

• Synchronization algorithms fromMobile Networks performing cohesive distributed com-

munications, such as CF Massive MIMO and CoMP, can be extrapolated to synchronize

CDSSs.



Architectures and Synchronization Techniques for Distributed Satellite Systems 59

• Most prototypes of synchronization methods for distributed wireless communication

networks implemented Master-Slave architecture and FPGA platforms.

• DSSs missions performing Earth observation and remote sensing tasks were discussed

in this section. Most of them do not include more than three distributed nodes, and

the synchronization is achieved using RF signals. Missions included in the section are:

GRACE, LISA, OLFAR, TanDEM-X and, GRAIL.

2.7 Synchronization Using Machine Learning

ML techniques can be significantly useful in addressing various synchronization problems as-

sociated with end-to-end communication systems. Some applications of ML in facilitating the

synchronization process include frame synchronization, compensation of the errors caused by

sampling frequency/time offsets, carrier synchronization, and phase noise characterization.

While modeling an end-to-end communication system, there may arise synchronization prob-

lems between transmitter and receiver due to various reasons including sampling frequency

offset, sampling timing error, and mismatch about the beginning of each frame, i.e., frame

header, at the receiver. To address these problems, a convolutional neural network (CNN)

could be promising to build an additional synchronization model to achieve better frame

synchronization and also to compensate for the impairments caused due to sampling tim-

ing error and sampling time offset. To this end, a CNN-based synchronization model with

softmax activation function proposed in [209] has demonstrated 2 dB better detection than

the direct correlation detection in terms of correctly detecting the actual position of a frame

header. Furthermore, the traditional frame synchronization techniques based on maximum

likelihood and correlation may fail due to hardware implementation constraints or frequency

deviation problems. To address this, ML techniques such as multi-instance learning can

solve the frame synchronization problem under different frequency ranges without additional

modifications [210].

Moreover, ML techniques can be used to accurately characterize amplitude and phase

noises, which are essential parameters in the synchronization process of distributed satellite

systems. In this regard, in [211] a Bayesian filtering-based framework was used in combination

with the expectation-maximization to characterize the amplitude and phase noise characteri-

zation of the lasers. The carrier synchronization has been experimentally demonstrated using
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the proposed framework, and the Bayesian filtering has been shown as an efficient method to

estimate laser phase noise even in the presence of low SNR.

Due to limited computing power, the complexity of the ML model, and the increased

data volume, a single learning node/machine is generally not able to execute an ML model,

and this will require the distributed implementation of ML models across several distributed

nodes in a network. In distributed learning, a local node computes a data subset’s local

updates/models. It updates the local updates/model parameters to the centralized server,

which then calculates the global parameters [212]. The computed global parameters are then

distributed to the local nodes to all distributed nodes. This distributed approach significantly

reduces the communication burden required to communicate all the local raw data to the

centralized server and utilize the local computational power to generate local models.

However, the application of ML techniques in distributed systems may result in relatively

low accuracies and poor convergence rate due to differences in the transmission delays and

computational capabilities of distributed nodes/clusters. Therefore, it is crucial to have a

proper synchronization among different nodes/clusters of distributed systems to enhance the

accuracy of the ML training model and to accelerate the training time. The synchronization

cost may result in a significant performance loss of a distributed ML model [213]. In general,

to parallelize the data across distributed clusters, ML techniques utilize bulk synchronous par-

allel (BSP) strategy [214], in which all computational nodes need to commit and receive new

global parameters before starting the next iteration, resulting in a load imbalance problem.

This load imbalance problem can be addressed with an asynchronous strategy as it enables the

distributed learning nodes to utilize local model parameters for the next iteration [215]. The

main problem with this asynchronous method is that the model may not provide the accuracy

guarantee since the model can be trapped in a local optimum without converging to a globally

optimum solution. Another approach is stale synchronous parallel (SSP) strategy [216], in

which the modes can utilize the stale global parameters to train the local model; however,

this may not guarantee convergence due to the limitations of stale global parameters. A

promising approach to address the drawbacks of the methods above is to dynamically adapt

the communications method between the centralized/parameter server and the distributed

nodes based on the performance of each node. In this regard, the adaptive synchronous par-

allel (ASP) strategy proposed in [213] has been shown to achieve higher convergence speed

and provide better accuracy than the SSP methods. However, the applicability of the ASP
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method in a large-size distributed ML framework remains an open problem.

The emerging cyber-physical systems requiring time synchronization are vulnerable to the

threat of time synchronization attacks, which mainly focus on modifying the measurements’

sampling time/time stamps without modifying the system measurements. Such time synchro-

nization attacks may lead to serious consequences in cyber-physical systems, such as incorrect

voltage stabilization in smart grid networks. The existing attack detection techniques such

as residual-based bad data detection and the conventional supervised ML-based detectors

may not be able to effectively detect such attacks, leading to the need for innovative ML-

based solutions [217]. In this regard, ”first difference aware” ML classifier proposed in [217]

could be promising to detect two types of time synchronization attacks, namely, direct time

synchronization, which only modifies some time stamps, and stealth time synchronization at-

tack, which modifies all the timestamps at a certain time. The First Difference ML (FDML)

techniques utilize the backward first difference of the time-series data in order to process the

input data stream before employing an ML method.

For a satellite system with a dehop-rehop transponder (DRT) working in the frequency

hopping - frequency division multiple access (FH-FDMA) mode, it is common to use different

hopping sequences for the uplink and downlink communications to avoid possible jamming

or interference in both the links [218]. However, the synchronization between DRT and

ground equipment with different hopping sequences becomes very complicated, and it is a

crucial challenge to investigate an efficient synchronization method. In this regard, authors

in [219] proposed an ML-based novel method to carry out synchronization with the Frequency

Hopping signal for tactical SatCom system by utilizing serial search for coarse acquisition

and long short-term memory (LSTM) network for fine acquisition. The main objective of the

proposed work is to reduce the synchronization time. It has been shown that the proposed

LSTM-based method enables the fast and quick fine acquisition in comparison to the existing

methods in the literature and provides benefits in saving the overall synchronization time by

allowing the fine acquisitions for both downlink and uplink and learning the temporal trend

of the signal.

In the context of 5G integrated SatCom utilizing OFDM, authors in [220] proposed a

Cyclic Prefix based multi-symbol merging blind timing algorithm to enhance the timing

accuracy. Also, an improved synchronization method has been submitted to realize more

accurate time-frequency error correction in the considered 5G integrated SatCom system.
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With the help of simulations results, it has been depicted that the proposed multi-symbol

merging method provides better performance than the single-symbol method in low SNR

conditions, and the proposed synchronization method can provide a good Bit Error Ratio

(BER) performance.

Due to the availability of massive volumes of high-resolution videos and images taken

by LEO satellites and unmanned aerial vehicless (UAVs), many data sources have become

available for space information networks (SINs). However, the application of ML becomes

challenging due to limited computing and communication resources and also the low fre-

quency and orbit resources in SINs. Also, the unstable connections of SINs further create

the challenges of employing ML among a swarm of satellites and UAVs. To address this,

authors in [221] considered the application of distributed ML in SINs, called SpaceDML,

to effectively reduce the communication overhead among the SIN devices. The proposed

SpaceDML utilizes adaptive loss-aware quantization and partial weight averaging algorithms

to compress models without sacrificing their quality and selectively average the active agents’

partial model updates, respectively. The evaluation with public dataset and realistic model

presented in [221] has demonstrated that the proposed SpaceDML can enhance the model

accuracy by about 2-3 % and reduce the communication burden among SIN devices can be

up to 60 % as compared to the baseline algorithm.

2.7.1 Summary and Lessons Learnt

• ML can be considered as a promising technique to address several synchronization

problems related to frame synchronization, compensation of the errors caused due to

sampling frequency/time offsets, carrier synchronization, and characterization of phase

noise in communication systems, including a SatCom network.

• For distributed satellite systems, ML techniques can be used to accurately character-

ize amplitude and phase noises, which are essential parameters in the synchronization

process of a distributed satellite system.

• Distributed learning techniques find significant importance in distributed satellite sys-

tems as they enable the distributed implementation of ML models across several dis-

tributed nodes in a network.

• Synchronization cost may result in a significant performance loss in a distributed ML
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implementation, and it is imperative to have a proper synchronization among different

nodes/clusters of a distributed system to enhance the accuracy of the ML training

model and to accelerate the training time.

• Time synchronization attack is one important problem to be considered in the emerging

cyber-physical systems involving a distributed satellite system as it may lead to severe

consequences in the overall system operation. The conventional supervised ML-based

detectors may not be able to effectively detect such attacks, leading to the need for

innovative ML-based solutions such as ”first difference aware” ML classifier proposed

in [217].

• Synchronization between DRT and ground equipment with different hopping sequences

in an FH-FDMA-based satellite system becomes very complicated, and ML-based syn-

chronization techniques such as LSTM seem to be promising as illustrated in [219].

• ML techniques could also be promising to enhance timing accuracy in 5G integrated

satellite system [220] and to reduce the communication burden among different dis-

tributed SIN nodes in emerging SINs with the help of distributed ML [221].

2.8 Research Challenges and Opportunities

This section summarizes some of the critical research challenges and opportunities identified

while conducting this survey.

2.8.1 Synchronization through ISLs in Next Generation GNSSs

Multiple research results have indicated significant performance improvements on naviga-

tion constellations, thanks to the introduction of inter-satellite ranging and communication

links [118] [222]. At the same time, a consolidation of the technologies enabling this improve-

ment is essential to reduce further the complexity of the inter-satellite ranging and communi-

cation payload and simplify the ground-based orbit determination and clock synchronization

algorithms. ISLs currently perform navigation and communication functions through inde-

pendent low-rate telemetry and high-rate data channels, respectively. The integration of both

functionalities into one common channel would simplify the onboard equipment and improve
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the electromagnetic compatibility, which implies the reduction of power consumption and the

required frequency resources.

Current GNSSs employ a network of ground stations to track the satellite clocks and

estimate their deviations for a single time scale. The estimated time offsets are included in

the navigation messages sent to the final user, which use the information to correct the satellite

clock delays in the received signals. This procedure would be simplified if the satellites of the

GNSSs could synchronize their carriers without the intervention of the ground segment. The

use of optical ISLs could be a feasible solution to achieve this goal enabling a novel GNSS

architecture in which, rather than independently maintaining a time scale, each navigation

satellite would synchronize the emitted broadcast navigation signals to a common system

time [223] [224].

2.8.2 Federated Satellite System (FSS)

To fully achieve the potential that FSS represents for space systems, several challenges need

to be addressed to achieve its successful implementation and operation [225]. Some of the

technical challenges that need to be considered in the development of FSSs are [226]:

• Coordination/cooperation between heterogenous satellites belonging to the same net-

work. This requires the definition of compatible communication standards, in-

cluding allocation of the appropriate frequency bands, bandwidths, and the definition

of the modulations. Inter-satellite links can be either radio or optical. Both impose

different requirements on the spacecraft in terms of pointing accuracy and jitter and

have different ranges and transmission speeds.

• The different layers of the protocol stack also need to be defined. Routing protocols

have to be able to properly manage the fast switches/handoffs and bottlenecks that for

polar LEO satellites typically occur in the polar regions, where the satellite density is

larger. Quality of service (QoS) must also be maintained to keep latency bounded. Some

works have proposed the use of mobile ad-hoc network (MANET) routing protocols to

autonomously determine the optimum route in a context where all nodes are constantly

moving. In the internet of satellites (IoSat) context MANETs can provide the self-

organization, self-configuration, and flexibility required by FSS [225].

• Additionally, all the backbone technologies to support FSS operations so as to in-
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terconnect seamlessly in-situ sensors and user terminals from ground to/from the space

infrastructure (e.g. [227]), to become the IoSat paradigm [228], will also have to be

developed.

• Depending on the above requirements and technologies, this can be achieved by multi-

layer constellations formed by LEO satellites at different heights and/or MEO satel-

lites, and/or possibly GEO satellites.

• Last, but not least, privacy and security problems must be addressed to prevent

potentially malicious users from operating and taking control of the FSS [57] or pre-

venting third parties from sniffing the information gathered by or transmitted through

the satellites forming the FSS. In this line, the use of distributed keys and blockchain

offers a new field of research.

2.8.3 DBF as an Enabler for DSSs with Small Satellites

Despite the well-known advantages of small satellites over traditional ones, small satellites

present some limitations in mass and volume that lead to restrictions in power consumption

and the antennas’ location. These constraints could be overcome by their use in DSSs con-

figurations [149] [229]. Key challenges to achieve this potential benefit include distributed

timing, carrier frequency, and phase synchronization [1]. Besides, the limited kinematic ca-

pabilities and the small cross-section of these satellites affect the accurate measurement of

inter-satellite range and precise orbit determination and control, making the synchronization

tasks even more difficult. However, several research results have proved the advantages of

DBF for distributed wireless networks in terrestrial communications. Results such as the

increment of the transmission range [230] and the SNR [231], as well as the experimental

demonstration of DBF by a swarm of UAVs [232] could be extrapolated to DSSs. Future

research in the field should focus on the synchronization algorithms to perform DBF with

small satellites systems.

2.8.4 Synchronization Algorithms Suitable for Communications CDSSs

Generally, closed-loop synchronization methods are not the ideal solution for space-ground or

long distances communication links due to the intrinsic delay between the DSS and the target

nodes. In addition, other constraints such as the slow convergence of the iterative bit feedback
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algorithms [73]; the high power consumption and scalability problems of T-RT [85] and; the

self-interference problem of F-RT algorithm [8] makes them not suitable for synchronization in

CDSSs. Maybe the most promising solution among the closed-loop methods for CDSSs could

be the consensus synchronization algorithm proposed in [88]. However, it is still required

to analyze the effect on this algorithm of the transmission delay between the CDSS and

the target node, especially when the design proposed in [88] considered the channel time

invariant.

Unlike the previous group, open-loop methods do not require feedback from the target

node. That makes them the preferable algorithms for CDSSs dedicated to communications

and the only available solution for remote sensing applications. However, these algorithms

require accurate inter-satellite ranging measurement [90] [91]. In most remote sensing mis-

sions, it is necessary to know precisely the exact position of each spacecraft in the CDSS for

the primary mission goal. For that reason, using this measurement for synchronization pur-

poses does not represent an additional cost. However, implementing these synchronization

methods in Communications CDSSs would require including both subsystems: the accu-

rate inter-satellite ranging and the synchronization algorithm, which may incur in excessive

resource consumption.

Therefore, a synchronization method suitable for Communications CDSSs using small

satellites is still missing. The most promising solution seems to be related to the development

of open-loop synchronization methods independent of the DSS geometry. Another possibility

is the development of very efficient (in volume and resources consumption) ranging and

synchronization methods.

2.8.5 Hardware Implementation of Synchronization Algorithms

As stated before, one of the most relevant open problems in Synchronization for DSSs is the

development of algorithms capable of working in small satellites. To this end, the hardware

implementation of these methods has to consider the low power, volume, and computational

resources available in these spacecraft. Some general solutions could include distributed

computation and wireless power transfer. However, developing new hardware components for

micro and nanosatellites is a critical research field that highly impacts the implementation

of the synchronization algorithms for DSSs.

Another approach that has not been taken into account sufficiently is to consider the
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hardware limitations during the design of the synchronization algorithms. For example,

the distortions produced by the power amplification and the phase noise introduced by the

local oscillators are some of the hardware impairments that are obviated in most of the

synchronization methods proposed. These physical phenomena are treated as random errors

during the hardware implementation. However, including their description as part of the

design can improve the performance of the synchronization methods.

Finally, there is another practical limitation related to the hardware implementation of

F-RT synchronization algorithms. In this case, the method’s accuracy relies on the assump-

tion that all the synchronization signals exchanged by the distributed nodes are in the same

frequency band [83]. However, this assumption implies that the nodes should simultaneously

transmit and receive signals in the same frequency band, which is impossible in practice due

to self-interference. Assigning different frequencies affects the method’s accuracy; performing

time division multiple access introduces delays and scalability problems. The feasible solution

to this problem can be using In-band Full Duplex techniques, as suggested in [149].

2.8.6 Efficient Inter-Satellite Ranging Methods

The methods for Inter-Satellite Ranging are still an open research topic. Advanced DSS

will require an accurate inter-satellite ranging and baseline determination for sensing and

communication applications. These accuracy requirements become ever more stringent when

no external or ground-based aids are used for synchronization.

The required accuracy also depends on the final mission goals. For instance, Remote

Sensing DSSs missions without any feedback from external aids, as is the case of a spaceborne

distributed radiometer or radio-telescopes, will require a stringent level of accuracy because

the image quality will depend directly on the accuracy of the inter-satellite ranging [233].

The most promising advances in precise ranging methods for Remote Sensing missions point

to using inter-satellite optical links as the most accurate alternatives [101]. However, solving

the integer ambiguity problem remains an open research question for ranging methods based

on optical or RF technologies either for communications or remote sensing applications [123].

On the other hand, Communications DSSs require more efficient algorithms in terms of

resource consumption. In this case, one possible solution could be the implementation of

methods to simultaneously perform range measurements and communications over ISLs in a

similar way to the solutions proposed in [118], and [106].
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2.8.7 ML-Enabled Synchronization

As described in section 2.7, ML techniques could be promising in distributed satellite systems

for various synchronization aspects such as frame synchronization carrier synchronization,

characterization of phase noise, and the compensation of errors caused due to time/frequency

offsets. The estimation of carrier frequency offset with low-resolution ADCs is necessary for

the synchronization process as low-resolution ADCs can enable the operation of advanced

MIMO operations with the help of full digital architectures. However, this becomes chal-

lenging at the higher carrier frequencies due to the higher channel bandwidth. To address

this problem, ML techniques based on various deep Neural Network (NN) architectures could

be used in finding the best estimate of the involved nonlinear function towards performing

carrier frequency offset estimation [234]. Some of the critical design aspects to be considered

in employing ML-based carrier frequency offset estimation include the sensitivity to noise,

length of the training sequence, and computational complexity of the ML model. Also, the

convergence rate and accuracy of the ML models should be carefully considered while em-

ploying ML techniques in distributed satellite systems due to differences in the propagation

delays and heterogeneous capabilities of the distributed nodes.

Due to the distributed nature of the considered satellite applications, analyzing the feasi-

bility of distributed ML techniques such as federated learning in distributed satellite systems

could be a promising future research direction. One of the main problems to be considered

while employing ML in distributed satellite systems is the synchronization cost. Although

some synchronization techniques such as BSP [214], SSP [216], and ASP [213] have been

proposed in the literature to deal with the performance loss caused due to distributed ML,

application of distributed ML in large-scale distributed satellite systems remains an open

problem. Moreover, another future research direction is to investigate suitable ML tech-

niques to address time synchronization attacks [217] in distributed satellite systems caused

by the modification of time/time stamps of the underlying measurements.

2.9 Conclusions of the Chapter

The use of small satellites grouped as CDSSs is a new paradigm of the space industry. Many

researchers worldwide are currently working to overcome the technical challenges that re-

strict their development. Among them, the synchronization of the distributed spacecraft
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is one of the most challenging open problems. For that reason, the volume of information

about the synchronization of DSSs is already considerable and continues increasing daily. In

this context, this chapter has captured the latest advances in architectures and synchroniza-

tion methods for DSSs. A brief survey of the DSSs architectures was provided, classifying

them into five general groups: Constellations, Clusters, Swarms, Fractionated, and Feder-

ated spacecraft. Other criterium for classifying the DSSs were the ISLs: Ring, Star, Mesh, or

Hybrid topology and their synchronization scheme. Generally, Distributed synchronization

algorithms are more robust than centralized synchronization algorithms but more complex.

The distributed time, phase, and frequency wireless synchronization methods reported

in the literature were summarized and compared, analyzing their feasibility for DSSs. The

synchronization algorithms were classified as Closed-loop or Open-loop methods based on

feedback from a node external to the DSS. In addition, another classification considered

the communication between the elements of the DSS as Closed-loop, when the exchange of

information among the distributed satellites was done as a two-way message exchange or;

Open-loop when it was done as a broadcast or one-way communication or when there is no

communication among the nodes.

The time synchronization of DSS is mainly based on the TWTT algorithm. Addition-

ally, recent publications referred to using pseudo-random noise code and other techniques to

achieve time synchronization and inter-satellite ranging simultaneously. Among the Closed-

loop synchronization algorithms that use the feedback from a node external to the DSS, the

rich feedback methods are more suitable to implement in DSS. Specifically, the PA algorithm

for DTB and the reciprocity-based methods are the most recommended. On the other hand,

most of the Open-loop synchronization algorithms are suitable for synchronizing DSSs. In

conclusion, higher synchronization accuracy could be achieved by combining intra-node com-

munication in the form of two-way message exchange and the feedback from a node external

to the DSS.

This chapter analyzes other operations closely related to synchronization in DSSs, such as

inter-satellite ranging and relative positioning. Generally, the requirements and accuracy of

the coherent operation depend on the performance of the ranging and relative positioning al-

gorithms as much as the synchronization itself. These operations can be performed by optical

or RF inter-satellite ranging methods. The former one can achieve higher accuracy, but the

higher directivity of the laser beam can represent a limitation for specific applications. The



70 Chapter 2

use of a single ISL to simultaneously perform ranging and communication and the solution

to the phase integer ambiguity problem are trending topics in this field.

An extensive compilation of missions and proof of concept implementations have been

included. Besides, this chapter considered ML as a promising technique to address sev-

eral synchronization problems, such as frame synchronization, compensation of the errors

related to sampling frequency/time offsets, carrier synchronization, and characterization of

phase noise in communication systems, including a SatCom network. Besides, it analyzed

distributed learning techniques as enablers of the distributed implementation of ML models

across several distributed nodes in DSS. Finally, a collection of current research activities

and potential research topics was proposed, identifying problems and open challenges that

can be useful for researchers in the field.
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Multiuser-MISO Precoding under

Channel Phase Uncertainty in

Satellite Communication Systems

3.1 Introduction of the Chapter

Multi-user multiple-input single-output (MU-MISO) precoding is an interbeam interference

technique based on the channel estimation feedback from the UTs to the GW. It has been

studied in several telecommunication areas to compensate for multi-user interference (MUI),

allowing more aggressive frequency reuse approaches. Several examples of this trend are

present in the latest WiFi [235], MIMO power line communications [236], and 5G New Radio

standards [237].

In this context, linear precoding approaches have been increasingly popular in recent

years as an appealing method to mitigate MUI while ensuring specific service requirements.

In particular, precoding techniques proved to be effective against MUI for multibeam satellite

communications [238,239].

Broadband data services have become a driver for satellite systems, and precoding tech-

nologies have received much attention as they can significantly increase the spectral efficiency

of multibeam systems. It became a natural consequence of the evolution of satellite systems

to provide broadband services despite the scarcity of spectral resources [16,240].

The research community has been extensively studying the linear precoding design prob-

lem. The main research directions include the extension of precoding to multicast scenar-

71
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ios [241], making it more robust to payload imperfections, including non-linearities and dis-

tortions [242,243], and making it robust to imperfections in the CSI estimation [244].

Moreover, precoding is now supported through dedicated framing and signaling in the

latest DVB-S2X standard; see in particular [245]. The industry has also shown interest,

corroborated by a live demonstration of precoding over the satellite [239]. Some more sophis-

ticated techniques propose advanced non-linear precoding methods. In such methods, the

output of the precoding operation is a non-linear operation combining the vector of input

data symbols and the CSI, laying the foundation for what is known as SLP [246]. SLP tech-

nique is a promising approach that can achieve additional gains as compared to the linear

channel inversion methods at the cost of additional computational complexity [219, 247]. In

many cases, the additional complexity of the proposed algorithms is prohibitive for practi-

cal systems. However, many computationally efficient techniques have been proposed in the

literature to make SLP feasible under realistic scenarios; see, for example, [248–252].

Despite the increasing interest in standardizing precoding use in multibeam satellite sys-

tems, of which the latest DVB-S2X standard [245] is an example; there are not many pre-

coding over satellite examples, mainly due to the strict synchronization requirements for

both linear [238, 239] and symbol level [248, 249] precoding implementations. Some authors

mention this problem as part of precoding designs, proposing a general solution without a

detailed analysis of the synchronization impairments [238,239].

Specifically for geostationary multibeam satellite systems, the synchronization problem is

addressed considering that all the beams are generated using a single frequency reference at

the satellite transponder [20,21,245]. However, practical transponders avoid transmitting all

their beams with a single frequency reference for scalability, reliability, and security reasons,

among others. The synchronization impairments are even worse for distributed satellite sys-

tems [238], where it is impossible to use a common frequency reference for different spacecraft,

and for non-geostationary orbit (NGSO) satellites, where the Doppler effect produces phase

variations. As we will demonstrate in the next sessions, even for the best synchronization

scenario, with all the beams generated using a single frequency reference, the performance

of precoding implementations is affected by synchronization impairments inherent to the

satellite communication systems.

Some authors have analyzed in detail the impact of the implementation’s phase uncertain-

ties and the channel estimation errors on precoding performance for Massive MIMO systems.
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For instance, [253] studied the performance of linear precoding techniques in Massive MIMO

systems considering memoryless non-linear distortions at the transmitter side (high power

amplifier (HPA), as an example) and imperfect CSI estimation. In this work, the authors

approximated the precoded signal by a complex Gaussian distribution. This assumption only

applies to Massive MIMO systems, where the precoding matrix has large dimensions. Simi-

larly, [254] studies the impact of the phase noise of free-running oscillators on the performance

of linear Massive MIMO precoding systems. Meanwhile, [255] compared two linear precoding

techniques for a Massive MIMO systems considering channel non-reciprocity and errors in

the CSI estimation. In addition, other authors assessed the performance of Massive MIMO

linear [256] and non-linear [257] precoding techniques but without considering any of the

synchronization impairments previously mentioned. None of these works deal with satellite

communication systems but terrestrial mobile communications. The communication channel

is different for precoding-enabled terrestrial and satellite communications. While the UTs

and the BS, where the precoding is calculated, share a direct link in mobile communications,

in satellite systems, the precoding is calculated at the GW, which transmits the precoded

data streams to the satellite using FDM and the satellite transponder generates the precoded

beams towards the UTs.

Other authors have studied the performance of linear [21,258], and non-linear [20] precod-

ing in satellite communication systems. However, most of them limit the analysis to including

synchronization impairments in their simulations without any formal demonstrations [20,21].

In [20], the authors point out that the channel slow time variations can be followed by the

receiver as long as they are equal to all the beams. This requirement intrinsically leads to the

recommendation of using a common reference for all the onboard oscillators [20]. Meanwhile,

the simulations results presented in [21] suggested that linear precoding techniques such as

ZF and MMSE can compensate for the receivers’ SNIR degradation related to the use of

multiple onboard oscillators.

Therefore, it is evident the need for a formal analysis considering the effects of the syn-

chronization impairments over the performance of precoding-enabled satellite systems. Based

on the previous works [20,21], and considering the characteristics of satellite communication

systems, where the precoding is calculated at the GW and generated at the satellite transpon-

der, it is advisable to analyse independently the impact on the uplink (from GW to satellite)

and the downlink (from satellite to UTs) channels. Consequently, we propose a model in
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which we decompose the entire channel matrix into three different matrices that are the

factorization of the entire one. Two of those three matrices are the forward uplink and

downlink phase-uncertainty matrices, respectively. This methodology lays the foundations

for designing the different components of an end-to-end satellite system using the precoding

technique, such as the CSI estimation, the precoding matrix computation, and the precoding

application.

This chapter aims at assessing the impact of the phase errors and uncertainties in op-

erating a precoded forward link satellite communication system. It formally demonstrates

that the phase uncertainties created in the forward-downlink do not affect the precoding

performances for linear precoding operations. Then, we also confirm this fact in the case of

non-linear precoding systems. Additionally, this chapter shows that the UTs estimate the

phase variations added in the forward-uplink channel as part of the CSI. We confirm our

analytical findings by employing computer simulations for different system configurations.

We consider three different phase noise level profiles for the transponder frequency reference

in a typical end-to-end GEO satellite system in these simulations. It is essential to clarify

that during this work, we name frequency reference to the crystal oscillator used as a ref-

erence for one or more LOs. For the sake of simplicity, we will assume that all the LOs

at the transponder have a common frequency reference for our simulations. Finally, this

chapter suggests alternatives to be explored in future non-linear precoding techniques under

the aforementioned phase variations and phase uncertainties seen in the forward link of a

multibeam satellite channel.

This chapter is organized as follows. Section 3.2 presents the system model, and Section

3.3 provides a detailed analysis of the phase errors and uncertainties sources in a precoding

satellite system. Section 3.4 discusses the effects of the absolute phase uncertainty in linear

and non-linear precoding methods. The effects of the phase variations in the forward-uplink

channel for linear precoding methods are also analyzed in 3.4. Section 3.5 focuses on robust

designs considering the phase impairment seen in practical implementations, and section 3.6

presents some simulation results to validate the analytical discussion. Finally, the conclusions

of the chapter are provided in Section 3.7.
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3.2 System Model

We consider a wireless multi-antenna downlink system where the transmitter, equipped with

N antennas, serves K (K ≤ N) single-antenna UTs by sending K spatially-multiplexed (i.e.,

precoded) independent data streams. We collect in hk ∈ CN×1 the complex (i.e., magnitude

plus phase) coefficients of the frequency-flat slow fading channels between the transmitter’s

antennas and the kth UT. At a given symbol period, independent data symbols {sk}Kk=1 are

to be transmitted to the UTs, where sk denotes the symbol intended for the kth user. Under

the above assumptions, the received vector containing the symbol-sampled complex baseband

received signals of all K UTs can be modeled as

r = HWs+ z, (3.1)

where H=[h1, ...,hK ]T denotes the K×N complex-valued channel matrix, W stands for the

N × K precoding matrix, s = [s1, s2, ..., sK ]T is a K × 1 complex-valued vector containing

the UTs’ intended modulated symbols, and z collects independent additive noise components

at the UTs’ receivers, which are modeled as circularly symmetric complex Gaussian (CSCG)

random variables with zero mean and variance σ2.

The physical channel matrix collecting the complex channel coefficients for all K UTs can

be written as

H =


|h11|ejψ11 |h12|ejψ12 · · · |h1N |ejψ1N

|h21|ejψ21 |h22|ejψ22 · · · |h2N |ejψ2N

...
...

...

|hK1|ejψK1 |hK2|ejψK2 · · · |hKN |ejψKN

 , (3.2)

where hkj denotes the channel coefficient between the kth UT and the jth transmit antenna

element, for any k ∈ {1, 2, ...,K} and j ∈ {1, 2, ..., N}, and |hk,j | and ψk,j denote its magnitude

and phase, respectively.

It is further assumed that the UTs’ intended symbols are taken from an equiprobable

constellation set, denoted by X, which is represented in the complex domain as

X =

{
xi |xi ∈ C, i = 1, 2, ...,M,

1

M

M∑
i=1

|xi|2= 1

}
.

Accordingly, at any given symbol period, we have sk = xi for some xi ∈ X. For the brevity
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of analysis and without loss of generality, we assume identical modulation schemes for all

K UTs. The constellation set X is assumed to be symmetric with respect to (w.r.t.) the

origin and has unitary average power. We respectively denote by bd (X) and int (X) the

sets of boundary and interior points of X, with |bd(X)|=Mb and |int(X)|=M −Mb. Note

that the set of boundary points refers to the symbols that reside on the convex hull of the

constellation. We further confine ourselves to constellation sets with uniformly distributed

symbols on bd(X), e.g., PSK, but we do not make any assumption on the geometry of int(X).

For our later use, we define some real-valued notations: xi ≜ [Re(xi), Im(xi)]
T, s̄k ≜

[Re(sk), Im(sk)]
T, z̄ ≜ [z1, ..., zk]

T with zk ≜ [Re(zk), Im(zk)]
T, and H̄k ≜ Ω(hk) where

Ω(y) ≜

Re(y) − Im(y)

Im(y) Re(y)

 ,
for any complex input vector y.

3.3 Phase Error Sources in the Forward Channel of a MU-

MISO Precoding System

Typical satellite communication systems consist of a gateway, a satellite transponder, and

the UTs [259]. During precoding operations, the gateway calculates the precoding matrix

W and applies it to the UT’s intended modulated symbols s. The resulting precoded data

streams uj(t) with j ∈ {1, ..., N} are transmitted to the satellite by FDM using the uplink

carrier frequencies fuj . The transparent satellite transponder simultaneously transmits each

data stream to its intended receiver. Traditional multibeam satellite systems divide the

bandwidth among the beams, known as four colors reuse. On the other hand, full-frequency

reuse approaches, such as precoding, allows the use of the total bandwidth for each beam,

which implies that each data stream is converted to the same downlink carrier frequency

fD. Since the precoding matrix W is calculated as the inverse of the channel H, each UT

receives its intended beam without interference (WH = I, where I is the Identity matrix).

The GW calculates the precoding matrix using the channel estimated at the UTs for each

beam. To this end, the GW transmits non-precoded pilots periodically inserted between

the precoded payload. The non-precoded pilots contain orthogonal sequences predefined for

each beam in such a way that each UT can estimate the channel response for each beam to
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itself by the correlation of the received signal and the expected signal for that beam. The

result of this operation is known as CSI, and it is sent to the GW for the calculation of the

following precoding matrix in a continuous closed-loop way. The previous explanation refers

to the ideal system; practical implementations present phase errors and uncertainties that

impact the final result. This section delves into the phase errors and uncertainties inherent

to precoding-enabled satellite systems.

Fig. 3.1 represents each component’s contribution to the system’s total phase uncertainty.

This work considers an ideal frequency reference at the gateway without phase noise. As ex-

plained before, the jth beam uses the uplink carrier frequency fUj . In addition, we assume

the optimal design choice in synchronization terms: to process all the beams at the transpon-

der with a common frequency reference. However, this transponder frequency reference is

not ideal, but it presents a phase drift represented as ϕ0(t) in Fig. 3.3. The phase noise of

the transponder frequency reference produces different phase drifts at the output of each LO.

These are represented in Fig. 3.1 as ϕT1(t)...ϕTN (t).

At the downlink channel, all the signals received by the UTs share a common carrier

frequency fD and the phase noise introduced by the LO of the kth UT is represented as

ϕDk
(t). For precoding purposes, the CSI estimated by each UT is sent to the gateway through

the satellite. In this case, the phase estimations are quantized and digitally transmitted over

the return link, and they are protected against channel distortions. For that reason, the

feedback channel can be considered ideal. The following subsections will individually analyze

the contribution of each system’s element to the total phase uncertainty.

3.3.1 Uncertainty of the Phase Estimation at the UTs’ Receivers

Using the non-precoded pilots sent by the GW, a UT acquires its CSI by estimating the

magnitudes and the phases of the associated complex channel coefficients. To this end,

the non-precoded pilots contain orthogonal sequences specific for each beam. The UT can

estimate the CSI from the jth beam to itself as the correlation between the jth orthogonal

sequence and the received signal. The UTs estimate the received carrier signal’s phase through

synchronization loops based on PLLs. Then, all the phase measurements performed by the

kth UT are relative to the phase of its intended beam. This implies that the remaining

channel phases corresponding to the kth UT are estimated w.r.t. ψ̂k,k. More precisely, any

ψk,j with j ̸= k is estimated as ψ̂k,j = ψk,j − ψk,k. On the other hand, we assume that each
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GW

Satellite
UT 1

UT K

Feedback link

UT 2

Figure 3.1: Graphical representation of the phase variations and uncertainty sources in a
MU-MISO precoding satellite system. In the figure, u1(t)...uN (t) are the uplink beams trans-
mitted at carrier frequencies fU1 ...fUN

respectively. ∆f1...∆f1 represent the different frequen-
cies required to downconvert the uplink signals to the precoding carrier fD. As mentioned
before, r1(t)...rK(t) identify the received signal at each UT and terms ϕD1(t)...ϕDK

(t) repre-
sent the phase noise of the LOs at the UTs.

UT can perfectly estimate the magnitudes of its complex channel coefficients towards the

transmitter’s antennas.

The phase at the input of the CSI estimator depends on the phase of the received signal

[ψk1 ψkn ... ψkN ] and the carrier synchronization loop. This is represented in Fig. 3.2.

After the carrier synchronization loop is locked, its output is [ψk1 − ψkk + ϕDk
(t) ψkn −

ψkk+ϕDk
(t) ... ψkN −ψkk+ϕDk

(t)], where ψkn and ψkk are the phase rotation introduced

by the channel and ϕDk
is the phase noise of the frequency reference of the kth UT. The

system response of the PLL at the UTs is optimized to minimize the phase noise introduced

by the loop ϕDk
(t) [18] in order that ψkn − ψkk >> ϕDk

(t) and the phase noise introduced

by the UTs can be discarded.

Collecting the estimated channel vectors of all UTs into a matrix form, we can write the

measured channel matrix ĤD as (3.4) at the bottom of this page, which relates to the physical

channel H as

ĤD = ΨDH, (3.3)

where ΨD ≜ diag(e−jψ11 , e−jψ22 , ..., e−jψKK ) is referred to as phase rotation matrix and con-
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Figure 3.2: Relative phase estimation at the UT due to the carrier synchronization loop.

tains the absolute phase rotation introduced by the physical channel to each intended beam.

These coefficients cannot be measured due to the practical limitations of conventional PLL

algorithms.

Each UT feeds its own CSI estimation back to the transmitter. Therefore, only the

measured channel matrix ĤD, and not H, is assumed to be available at the transmitter. The

transmitter uses the phase-normalized channel ĤD to compute the precoding matrix for the

subsequent data transmission towards the UTs.

In what follows, we aim to evaluate the effect of CSI imperfections due to differential phase

estimation at the UTs, on the precoding performance. In practice, the phase rotation matrix

ΨD is unknown at the UTs’ receivers. Nonetheless, a pilot-aided phase synchronization loop

at the UTs can remove the effect of the phase rotation.We mathematically model this process

by assuming that the kth received signal is rotated by the corresponding phase offset ψkk

before detection. We can equally express this operation by multiplying the received signal

vector by the rotation matrix ΨD.

ĤD =


|h11| · · · |h1K |ej(ψ1K−ψ11) · · · |h1N |ej(ψ1N−ψ11)

|h21|ej(ψ21−ψ22) · · · |h2K |ej(ψ2K−ψ22) · · · |h2N |ej(ψ2N−ψ22)

...
. . .

...
...

|hK1|ej(ψK1−ψKK) · · · |hKK | · · · |hKN |ej(ψKN−ψKK)

 . (3.4)
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3.3.2 Phase Variations Added During the Frequency Down-conversion at

the Transponder

Even if a common crystal oscillator is used to process all the beams at the transponder, some

phase variations are introduced during the frequency down-conversion. Fig. 3.3 can be used to

illustrate this fact. Considering that all the fUj with j ∈ {1, 2, ..., N} uplink carrier frequencies

have to be converted to the same downlink carrier frequency fD, the transponder has to mix

each input with a different single-frequency signal. Using frequency synthesizers can generate

different output frequencies from a single reference. However, the phase noise at the output

of each LO is determined by the frequency synthesizers in a magnitude proportional to the

ratio
∆fj
f0

where ∆fj is the synthesized frequency, and f0 is the nominal frequency of the

frequency reference. This implies that the PSD of the phase noise introduced to the jth

beam, ϕTj (t), is

SϕTj (t)
= Sϕ0(t) + 20 log10

(
∆fj
f0

)
(dBc/Hz), (3.5)

where Sϕ0(t) is the PSD of the frequency reference phase noise ϕ0(t) at a nominal frequency

f0. The term ∆fj is defined as ∆fj ≜ fD − fUj with j ∈ {1, 2, ..., N}.

Similar to the previous section, we can represent the phase variations introduced to each

beam at the transponder as part of the channel estimated at the UTs. In a matrix form,

ĤU(t) = HΦU(t), (3.6)

where ΦU(t) ≜ diag(ejϕT1 (t), ejϕT2 (t), ..., ejϕTN (t)) is the diagonal matrix containing the phase

variations added at the transponder to the jth beam.

Note that (3.6) does not include the phase estimation uncertainties considered in (3.3).

We address both impairments independently for simplicity in our analysis and without loss

of generality.

3.4 Precoding with Differential Phase Estimation and Phase

Noise at the Transponder’s Frequency Reference

In this section, we study different multiuser precoding techniques by assuming that the avail-

able CSI used for precoding computation at the transmitter is obtained via a differential phase

estimation process described in the previous section. The precoding schemes of interest are
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Figure 3.3: Graphical representation of how the FDM at the uplink and the LOs phase
noise affect MU-MISO precoding even when a common frequency reference is used at the
transponder.
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the minimum mean squares error (MMSE), as an example of linear precoding techniques, and

the optimal distance preserving constructive interference region (DPCIR) based symbol-level

precoding.

3.4.1 MMSE Precoding

Given an average total transmit power of p, the MMSE precoder aims to minimize the vari-

ance of the difference between the UTs’ intended and received symbols. The corresponding

optimization problem can be expressed as [260]

min
W,η

E
{
∥s− η−1r∥2

}
s.t. E

{
∥Ws∥2

}
= p, (3.7)

with η denoting the normalization factor to be optimized. The MMSE precoding matrix can

then be obtained in a closed form as [261]

WMMSE = ηMMSEHH

(
HHH +

Kσ2

p
I

)−1

, (3.8)

where

ηMMSE =

√
p

Tr
(
HHH (HHH + (Kσ2/p)I)−2

) , (3.9)

denotes the normalization factor ensuring the average transmit power of p. In the case where

the measured channel matrix Ĥ is used to calculate the MMSE precoding matrix, we obtain

ŴD
MMSE = η̂MMSE ĤH

D

(
ĤDĤ

H
D +

Kσ2

p
I

)−1

= η̂MMSEHHΨH
D

(
ΨDHHHΨH

D +
Kσ2

p
ΨDΨ

H
D

)−1

= η̂MMSEHHΨH
DΨD

(
HHH +

Kσ2

p
I

)−1

ΨH
D

= η̂MMSEHH

(
HHH +

Kσ2

p
I

)−1

ΨH
D.

(3.10)
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Furthermore, using the symmetry property of Tr(·) operation, we can write

Tr

(
ĤDĤ

H
D

(
ĤDĤ

H
D + (Kσ2/p)I

)−2
)

= Tr
(
ΨDHHHΨH

D

(
ΨDHHHΨH

D + (Kσ2/p)ΨDΨ
H
D

)−2
)

= Tr
(
ΨDHHHΨH

DΨD

(
HHH + (Kσ2/p)I

)−2
ΨH

D

)
= Tr

(
ΨH

DΨDHHH
(
HHH + (Kσ2/p)I

)−2
)

= Tr
(
HHH

(
HHH + (Kσ2/p)I

)−2
)
.

(3.11)

It immediately follows that ηMMSE = η̂MMSE. As a result, the MMSE precoding matrix under

differential phase estimation can be written as

ŴD
MMSE = WMMSEΨ

H
D.

The UTs’ intended symbols precoded with ŴD
MMSE are received as

r̂ = HŴD
MMSEs+ z

= ΨD

(
η̂MMSEHHH

(
HHH +

Kσ2

p
I

)−1

ΨH
Ds+ z

)

= η̂MMSEΨDHHH

(
HHH +

Kσ2

p
I

)−1

ΨH
Ds+ ẑ.

(3.12)

To evaluate the effect of differential phase estimation at the UTs on the MMSE precoding

performance, we compare the value of the objective function in (3.7), denoted by fMMSE(·),

in two cases where H or ĤD is used to calculate the precoding matrix. Given the optimal

MMSE precoding matrix and the normalization factor η̂MMSE obtained from the physical

channel H, we obtain

fMMSE(WMMSE, ηMMSE)

= E
{∥∥s− η−1

MMSE(HWMMSEs+ z)
∥∥2}

= E
{
∥s− η−1

MMSEHWMMSEs− η−1
MMSEz∥

2
}

= E
{
sHs

}
+ E

{
η−2
MMSEs

HWH
MMSEH

HHWMMSEs
}

− 2E
{
η−1
MMSEs

HHWMMSEs
}
+ E

{
η−2
MMSEz

Hz
}
,

(3.13)
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where the last equality holds true under the assumption that s and z are uncorrelated. To

further simplify (3.13), we use an equivalent expression for the expectation of quadratic forms

provided as follows. Given any square matrix P, it holds true that E{sHPs} = Tr(PB) +

cHPc, where c ≜ E{s} and B ≜ E{ssH} − E{s}E{sH}. Under the assumption made in

Section 3.2 that the constellation X is symmetric w.r.t. the origin, we have c = E{s} = 0.

Moreover, the assumption of X having unit average power along with the independence of

UTs’ symbols result in E{ssH} = I, yielding B = I. As a consequence, E{sHPs} = Tr(P)

holds true. Thereby, we can write (3.13) as

fMMSE(WMMSE, ηMMSE)

= E
{
sHs

}
+ η−2

MMSETr
(
WH

MMSEH
HHWMMSE

)
− 2η−1

MMSETr (HWMMSE) + E
{
η−2
MMSEz

Hz
}
.

(3.14)

On the other hand, with ŴMMSE, the objective function of the MMSE design evaluates as

fMMSE(Ŵ
D
MMSE, η̂MMSE)

= E

{∥∥∥s− η̂−1
MMSEΨD(HŴD

MMSEs+ z)
∥∥∥2}

= E
{
∥s− η−1

MMSEΨDHWMMSEΨ
H
Ds− η−1

MMSEΨDz∥2
}

= E
{
sHs

}
+E

{
η−2
MMSEs

HΨDW
H
MMSEH

HHWMMSEΨ
H
Ds
}

− 2E
{
η−1
MMSEs

HΨDHWMMSEΨ
H
Ds
}
+ E

{
η−2
MMSEz

Hz
}
.

(3.15)

Similarly, using E{sHPs} = Tr(P), we can simplify (3.15) as

fMMSE(Ŵ
D
MMSE, η̂MMSE)

= E
{
sHs

}
+η−2

MMSETr
(
ΨDW

H
MMSEH

HHWMMSEΨ
H
D

)
− 2η−1

MMSETr
(
ΨDHWMMSEΨ

H
D

)
+ E

{
η−2
MMSEz

Hz
}

= E
{
sHs

}
+η−2

MMSETr
(
ΨH

DΨDW
H
MMSEH

HHWMMSE

)
− 2η−1

MMSETr
(
ΨH

DΨDHWMMSE

)
+ E

{
η−2
MMSEz

Hz
}

= E
{
sHs

}
+η−2

MMSETr
(
WH

MMSEH
HHWMMSE

)
− 2η−1

MMSETr (HWMMSE) + E
{
η−2
MMSEz

Hz
}
.

(3.16)
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From (3.14) and (3.16), it is evident that

fMMSE(WMMSE, ηMMSE) = fMMSE(Ŵ
D
MMSE, η̂MMSE).

As a result, both WMMSE and ŴD
MMSE lead to the same value for the objective function of the

MMSE design problem. Recall, further, that ηMMSE = η̂MMSE, i.e., the average transmitted

power is the same with either WMMSE or ŴD
MMSE. Therefore, we conclude that the MMSE

precoding’s performance is preserved under differential phase estimation at the UTs’ receivers.

The equivalent demonstration for ZF can be easily obtained by making zero the term

Kσ2

p I in (3.8) and (3.9) since the Precoding matrix for ZF is calculated according to

WZF = ηZFHH
(
HHH

)−1
, (3.17)

where

ηZF =

√
p

Tr
(
(HHH)−1

) . (3.18)

A similar analysis considering the noise introduced by the frequency down-conversion at

the transponder leads to

ŴU
MMSE = ΦH

U(t)WMMSE. (3.19)

However, in this case the received signal at the UTs is

r̂ = HUŴ
U
MMSEs+ z

= HΦU(t0 + τ)ΦH
U(t0)WMMSEs+ z

= ηMMSEs+ z.

(3.20)

Equation (3.20) suggests that the precoding loop compensates for the phase errors intro-

duced in the transponder, which is true, but it only holds under certain conditions. The

multiplication ΦU(t0+ τ)ΦH
U(t0) = I assumes that the phase noise remains constant between

the estimation of the CSI ΦH
U(t0) at time t0 and the use of the precoding matrix ΦU(t0 + τ)

after a delay τ . This assumption can be valid for specific conditions where the distance be-

tween transmitter and receiver is small, such as some terrestrial networks, and for excellent

frequency references, which is not the general case in GEO satellite systems. As a result, we

can conclude that the phase noise introduced by the transponder affects the performance of
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linear precoding systems. This demonstration can be easily extended to other linear precod-

ing methods such as ZF.

3.4.2 Symbol-Level Precoding

A SLP technique directly calculates the precoded transmit signal (hence, no precoding matrix)

on a symbol-by-symbol basis by exploiting the UTs’ instantaneous data symbols. Accordingly,

the transmit signal is designed so that each UT’s (noise-free) received signal is located within

the so-called CIR corresponding to its intended symbol. The CIRs are typically defined

to improve the symbol detection accuracy at the receiver side; hence, they depend on the

modulation scheme in use. These regions have been defined in several different ways in the

literature; see, e.g., [262–264]. In this work, we focus on a specific family of CIRs, namely,

distance-preserving CIRs [264], which are presented in a generic form that applies to any

given modulation scheme. This general family of CIRs will be described in detail in the next

section. For the moment, let us focus on the resulting SLP design problem. In what follows,

we use the equivalent real-valued notations introduced in Section 3.2.

Let u denote the complex-valued N × 1 precoded transmit vector to be directly obtained

as a result of solving the SLP optimization problem. We further denote the equivalent

real-valued representation of u by ū ≜ [Re(u), Im(u)]T. Assume, also, that a set of SNIR

requirements {γ1, ..., γK} are provided to be met for the UTs. Then, given the physical

channel H̄, the power minimization SLP problem under distance-preserving CIR constraints

can be expressed as

min
ū,d

∥ū∥2 s.t. A(H̄ū−ΣΓ s̄) = d, d ⪰ 0, (3.21)

where the following definitions are used: H̄ ≜ [H̄T
1 , ..., H̄

T
K ]T; A ≜ blkdiag(A1, ...,AK)

with Ak = [ak,1,ak,2]
T and ak,1 and ak,2 denoting the normal vectors of the maximum-

likelihood (ML) decision boundaries (Voronoi regions) of sk; Σ ≜ diag(σ1, ..., σK) ⊗ I2;

Γ ≜ diag(
√
γ1, ...,

√
γK) ⊗ I2; s ≜ [s1, ..., sK ]T; and d ≜ [dT

1 , ...,d
T
K ]T is a 2K × 1 vector

of distances between the received symbols, without noise, and the DPCIR edges. The ele-

ments dk are 2× 1 vectors defined as dk ≜ [dk,1, dk,2]
T for all k = 1, ...,K. Equivalently, the

optimal symbol-level precoded transmit vector can be obtained by the following lemma [265].

⪰
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Lemma 1. Given the physical channel H̄, the minimum-power precoded signal vector sat-

isfying the distance-preserving constructive interference (CI) constraint of (3.21) is given

by

ū = H̄† (ΣΓs̄+A−1d
)
, (3.22)

where d is the optimal solution to the following non-negative least squares (NNLS) problem

min
d⪰0

∥H̄†ΣΓs̄+H†A−1d∥2. (3.23)

Having the optimal precoded vector provided by Lemma 1, we can obtain the received

signal vector at the UTs’ as

r = H̄ū+ z̄

= H̄H̄† (ΣΓs̄+A−1d
)
+ z̄

= ΣΓs̄+A−1d+ z̄.

(3.24)

Now, assume that instead of the physical channel matrix H, the measured channel ĤD is

given to calculate ū. Let us denote by ˆ̄HD the equivalent real-valued representation of ĤD.

Then, the relation between H̄ and ˆ̄HD in the real domain is given as

ˆ̄HD = Ψ̄DH̄, (3.25)

where Ψ̄D ≜ blkdiag(ΨD1 , ...,ΨDK
) with

ΨDk
=

Re(e−jψkk) −Im(e−jψkk)

Im(e−jψkk) Re(e−jψkk),


for any k ∈ {1, 2, ...,K}. According to this definition, we can simplify Ψ̄D as

Ψ̄D =



cos(ψ11) sin(ψ11) · · · 0 0

− sin(ψ11) cos(ψ11) · · · 0 0
...

...
. . .

...
...

0 0 · · · cos(ψKK) sin(ψKK)

0 0 · · · − sin(ψKK) cos(ψKK)


, (3.26)
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where each block of Ψ̄D is a two-dimensional rotation matrix. In this case, we obtain

ˆ̄u = ˆ̄H†
(
ΣΓs̄+A−1d̂

)
= (Ψ̄DH̄)†

(
ΣΓs̄+A−1d̂

)
= H̄†Ψ̄−1

D

(
ΣΓs̄+A−1d̂

)
.

(3.27)

Accordingly, the vector d̂ is obtained as the solution to the following NNLS problem:

min
d̂⪰0

∥H̄†ΣΓΨ̄−1
D s̄+ H̄†Ψ̄−1

D A−1d̂∥2, (3.28)

where in deriving (3.28), we have used the property that diagonal matrices are commutative,

i.e., Ψ̄†
DΣΓ = ΣΓΨ̄†

D. Having the precoded vector (3.27), the UTs’ received signal in the

real domain can be expressed as

r̂ = Ψ̄D

(
H̄ˆ̄u+ z̄

)
= Ψ̄D

(
H̄H̄†Ψ̄−1

D

(
ΣΓs̄+A−1d̂

)
+ z̄
)

= ΣΓs̄+A−1d̂+ Ψ̄Dz̄

= ΣΓs̄+A−1d̂+ ˆ̄z,

(3.29)

where ˆ̄z ≜ Ψ̄Dz̄ is a CSCG vector with zero mean and variance σ2. Comparing (3.24) with

(3.29), we can see that the received signal vector r̂ with phase-normalized channel resembles

in the form to r obtained with the physical channel. However, they differ in the vector-valued

variables d and d̂, which are not equal since they are solutions to two different optimization

problems.

In the NNLS problem (3.28), A−1 and s̄ are rotated as

Ψ̄−1
D A−1 =


ΨD1 · · · 0
...

. . .
...

0 · · · ΨDK


−1

×


A1 · · · 0
...

. . .
...

0 · · · AK


−1

=


Ψ−1

D1
A−1

1 · · · 0
...

. . .
...

0 · · · Ψ−1
DK

A−1
K

 ,
(3.30)
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and

Ψ̄−1
D s̄ =


ΨD1 · · · 0
...

. . .
...

0 · · · ΨDK


−1

×


s1
...

sK

 =


Ψ−1

D1
s1

...

Ψ−1
DK

sK

 , (3.31)

from which it follows that each symbol sk and its corresponding sub-matrix Ak are rotated

by ψkk. Note that the distance-preserving CIR of sk can be identified by sk and its matrix

of normal vectors Ak. Keeping in mind that the same angular value rotates both sk and Ak,

we can interpret this rotation as follows. With phase rotated channel ˆ̄HD, the constellation

sets of UTs, at any given symbol period, are rotated versions of their original constellations,

where the rotation angles correspond to those in the rotation matrix Ψ̄D. It is important

to note that the symbol constellation of each UT undergoes a rotation by an angular value

that corresponds to the reference phase value of its own channel vector. Therefore, the

UTs’ constellations are not equally rotated in general. In Fig. 3.4, we illustrate how the

intended symbols and their corresponding distance-preserving CIRs of two different UTs

may be rotated. It can be seen that the relative positioning of the constellation symbols is

preserved under this rotation. Further, the shape of distance-preserving CIRs (including the

angle between their two edges) remains unchanged. As a result, the relative geometry of the

constellation is preserved under differential phase estimation.

Let us denote s̄r ≜ Ψ̄−1
D s̄ and A−1

r ≜ Ψ̄−1
D A−1. Then, the following lemma encapsulates

the solution of the SLP problem in the case with differential phase estimation.

Lemma 2. Given the phase-normalized channel ˆ̄HD, with rotation matrix Ψ̄D, the minimum-

power solution of the SLP design under distance-preserving CI constraints is given by

ˆ̄u = H̄†
(
ΣΓs̄r +A−1

r d̂
)
, (3.32)

where d̂ is the optimal solution to the following NNLS problem

min
d̂⪰0

∥H̄†ΣΓs̄r +H†A−1
r d̂∥2, (3.33)

with s̄r and A−1
r representing rotated constellations w.r.t. the original ones.

The difference between the SLP design with the physical channel H̄, and the one with the

phase-normalized channel ˆ̄HD originates from the vector-valued design variables d and d̂ as
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the solutions to the NNLS problems (3.23) and (3.33), respectively. In fact, given the channel

matrix and the UTs’ symbols, this is the design variable that controls the performance of the

SLP. Now, the question is how the performance differs in these two cases. In other words,

how the differential phase estimation process affects the SLP’s performance. Based on the

above discussion, we should analyze the NNLS problem associated with the SLP design and

its dependency on different parameters to answer this question. The following theorem states

the result of such an analysis, where its proof is provided in the next section.

Theorem 3. The average performance of an SNIR-constrained power minimization SLP

design with distance-preserving CIR constraints is preserved under differential phase estima-

tion.

The proof of Theorem 3 is not straightforward, but it requires a closer look into the

structure of the SLP’s NNLS formulation, as we will see in Section 3.5.

3.5 Analysis of the NNLS-Based SLP Design

This section analyzes the solution to the SLP problem with distance-preserving CI constraints

to reveal its dependency on the constellation-dependent design parameters. More specifically,

the main result of this section is the proof of Theorem 3. To this end, we derive an explicit

function that can assess the SLP’s performance as a function of the constellation parameters.

The results can be applied in the SLP design process. Expecificly, for the cases where the

phase-normalized channel ĤD is modeled as rotated UTs’ constellations.

We mentioned earlier in Section 3.4 that differential phase estimation at the UTs and its

subsequent effects on the SLP design at the transmitter can be modeled as a rotation applied

to the symbol constellation of each UT. This rotation preserves the relative geometry of

the constellation; however, the symbols’ exact positioning and corresponding CIRs will be

affected. Therefore, it becomes interesting to know whether the average performance of SLP

depends on the relative or the exact geometry of the constellation or even on both.

Let us start our analysis by reviewing the characteristics and definitions of distance-

preserving CIRs. Recall that the UTs’ intended symbols are taken from the constellation set

X, i.e., sk = xi for some xi ∈ X. In the sequel, with a slight deviation in notation, we use

the subscript i for the matrix A and the vector d that corresponds to the ith constellation

symbol.
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Differential Phase Estimation

Figure 3.4: An illustrative example of original and rotated QPSK symbols and their corre-
sponding distance-preserving CIRs.
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As defined in [265], any two points belonging to two distinct distance-preserving CIRs are

distanced by at least the distance between the corresponding constellation symbols. There-

fore, given a constellation point xi, any x ∈ R2 belonging to the distance-preserving CIR of

xi satisfies

Ai (x− xi) = di, where


di ≥ 0, xi ∈ bd(X),

di = 0, xi ∈ int(X),

(3.34)

where Ai = [ai,1,ai,2]
T contains the normal vectors of the maximum-likelihood decision

boundaries (Voronoi regions) of xi. The two normal vectors ai,1 and ai,2 can simply be

obtained using the following criteria:

- If xi ∈ bd(X), we obtain ai,1 and ai,2 by subtracting symbol xi from its two neighboring

constellation points on bd(X), namely, xi,1 and xi,2. In this case, we have

Ai =


aTi,1

aTi,2

 =


(xi − xi,1)

T

(xi − xi,2)
T

 ∈ R2×2.

- If xi ∈ int(X), we set ai,1 = 0 and ai,2 = 0, and therefore, we have Ai = 0 ∈ R2×2.

Without loss of generality, let us further assume that, for any xi ∈ bd(X), the normal

vectors ai,1 and ai,2 are normalized such that ∥ai,1∥= ∥ai,2∥= 1. It is worth noting that such

an assumption does not affect the inequality (3.34). Accordingly, we have

AiA
T
i =


aTi,1ai,1 aTi,1ai,2

aTi,2a
T
i,1 aTi,2a

T
i,2

 =


1 cosϕi

cosϕi 1

 , (3.35)

where ϕi ≜ ̸ (ai,1,ai,2) denotes the angle between the normal vectors ai,1 and ai,2. From

(3.35), it further follows that

(AiA
T
i )

−1 =
1

sin2 ϕi


1 − cosϕi

− cosϕi 1

 . (3.36)

Next, let us focus on the NNLS problem in (3.23), which is the key step in the derivation
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of the optimal SLP solution. Denoting Q ≜ −H̄†A−1 and y ≜ H̄†ΣΓs̄, we can rewrite the

NNLS optimization (3.23) in the standard form as

min
d⪰0

∥y −Qd∥2. (3.37)

It can be easily verified that the optimum of (3.37) can be equally achieved by the following

dimensionality-reduced problem:

min
dr⪰0

∥y −Qrdr∥2, (3.38)

where [H̄†]r denotes the matrix obtained by removing those columns of H̄† that correspond

to the UTs with a symbol in int(X), and similarly, [A−1]r,r denotes the matrix obtained

by removing those columns and rows of A−1 that correspond to the UTs with a symbol in

int(X). Therefore, Qr ≜ −[H̄†]r[A
−1]r,r is a 2N × 2L matrix, with L denoting the number

of UTs with a symbol in d(X). As a result, the equivalent NNLS design in (3.38) has a

dimension of 2L, where L ≤ K. Any minimizer d∗ of the original design can simply be

obtained by appropriately padding d∗
r with 2K − 2L zeros.

3.5.1 Sparsity Analysis of the NNLS Design

To analyze the sparsity of the (unique) solution to the NNLS problem in (3.37), we start

from a quantitative measure called separation quantity [266], which is defined as

τ2 ≜ min
p∈S2L−1

1

2L
pTQT

r Qr p, (3.39)

where Sn = {p ∈ Rn+1 : 1Tp = 1, p ⪰ 0} represents an n-simplex (i.e., an n-dimensional

simplex with n − 1 degrees of freedom), and 1/(2L) is a normalization factor with respect

to the problem size. From a geometric point of view, τ equals the orthogonal distance of

the convex hull of the columns of Qr to the origin. This quantity can be used to determine

whether the non-negativity constraints are effective. Otherwise, the optimization in (3.38) is

nothing more than an ordinary least squares problem. Moreover, none of the non-negativity

constraints introduced by the element-wise inequality dr ⪰ 0 are active if τ > 0 does not

hold true. This elementary condition is always satisfied for the NNLS design in (3.38). Due

to the facts that Qr is a full column rank matrix and that QT
r Qr is symmetric, we have
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QT
r Qr ≻ 0, i.e., QT

r Qr is positive definite. Hence pTQT
r Qrp > 0 for all p ̸= 0. Note that the

positive definiteness is sufficient here since the constraint p ∈ S2L−1 prevents the case p = 0

in our problem. In light of the separation quantity (3.39), a fundamental result states that

an NNLS design may inherently leads to sparse solutions if it satisfies the following so-called

self-regularizing property [266].

Proposition 4. The NNLS problem (3.38) has a self-regularizing property if there exists a

constant τmin > 0 such that τ ≥ τmin.

It should be noted that τmin may not be unique in general; however, Proposition 4 em-

phasizes the existence of such a lower bound. Accordingly, the NNLS problem (3.38) au-

tomatically generates a regularizing term if the condition in Proposition 4 is met. As a

consequence, one can make an explicit connection between a self-regularizing NNLS design

and a non-negative LASSO problem as in [266], i.e.,

min
dr⪰0

∥y −Qrdr∥2 = min
dr⪰0

∥y − Q̃rdr∥2

+ g(τmin)1
Tdr +O(N−1/2),

(3.40)

with Q̃r = ΠQrD, where Π is the orthogonal projection onto the subspace spanned by p, and

D is a diagonal matrix; see [266] for a precise proof. Further, g(τmin) = τ2min1
Tdr = τ2min∥dr∥1

is a non-negative increasing function of τmin. Therefore, the term g(τmin)1
Tdr in the right-

hand side of (3.40) can be viewed as the LASSO penalty, i.e., it behaves as a sparsity-

promoting ℓ1-norm regularization. It is well known that a larger ℓ1-norm penalty leads to

sparser optimal solutions for the (non-negative) LASSO problem. Since the regularizing

multiplier g(τmin) is an increasing function of τmin, from the analogy provided in (3.40), it

follows that the larger the lower bound τmin, the sparser minimizer for the NNLS design

(3.38) is achieved.

3.5.2 Performance Analysis of the NNLS-Based SLP Design

We consider the average transmitted power, i.e., the optimal value of the objective function

(3.38) as a measure of the SLP performance. More precisely, we define

p ≜ Et
{
∥ū∥2

}
, (3.41)
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implying that the SLP with a smaller p has a more favorable performance. It is important to

note that the expectation in (3.41) is taken over symbol time t. This is due to the fact that the

transmitted signal ū as well as some other design parameters, such as A, W, and d, are all

functions of the UTs’ symbol vector s, and therefore, they vary over symbol time. However,

we drop the symbol time index from our notation for brevity of notation. Furthermore, as

explained in the following, p has an implicit dependence on dr.

Consider the reduced NNLS problem in (3.38) with optimal solution d∗
r . In addition, let

min
dr

∥y −Qrdr∥2

s.t. dj ≥ 0, ∀j ∈ K,

dj = 0, ∀j /∈ K,

(3.42)

be another design with minimizer d̂∗
r and K denoting an arbitrary subset of {1, 2, ..., 2K}.

Recalling that the objective function values read as the total transmitted power, it is clear

that the solution to (3.38) is never worse than that to (3.42), i.e.,

∥y −Qrd
∗
r∥2≤ ∥y −Qrd̂

∗
r∥2,

which is immediate from the fact that (3.38) is a relaxation of (3.42). Therefore, we conclude

that the design in (3.38) yields lower-power solutions than those of (3.42). In other words,

one expects a larger transmitted power if the design imposes more zero constraints on the

elements of dr. This implies that p is a decreasing function of τmin.

Based on the above discussion, as far as the solution to the SLP problem is concerned,

sparsity is not favorable as it reflects reduced degrees of freedom in solving (3.38). It is also

worth noting that as d becomes sparser, the optimal SLP converges to the (symbol-level) ZF

precoder. In the extreme case, where d = 0, the potential gain of the SLP design over the

symbol-level ZF completely vanishes. Using this extreme case, a lower bound on the average

transmitted power can be obtained as

p ≥ Tr
(
ΣΓ2H̄†H̄†T

)
. (3.43)

The separation quantity τ , as defined in (3.39), depends on the matrix Qr, so does its

positive lower bound τmin, if exists. From the definition of Qr, it further follows that τmin is in
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fact a function of the two matrices [H̄†]r and [A−1]r,r, where the latter matrix itself depends

on the UTs’ intended symbols s. Note that our discussion so far applies to instantaneous

realizations of τmin at a given symbol period; however, to have a more meaningful analysis

of the SLP performance, long-term characteristics of τ2min are of more concern. In particular,

for a given channel realization H, we define the inverse regularizing function as

Et
{
τ2min

}
≜ f(H̄,X), (3.44)

which relates the sparsity of the SLP solution to the adopted modulation scheme. This enables

us to study the power consumption performance of the SLP design for different modulation

schemes and even different channel characteristics by analyzing the inverse regularizing func-

tion f(H̄,X). Note that having τ2 ≥ τ2min, we are guaranteed that Et
{
τ2
}
≥ Et

{
τ2min

}
.

The following corollary concludes this subsection by providing a qualitative inverse relation

between the transmitted power p and f(H̄,X).

Corollary 5. Let τmin,1 and τmin,2 be associated with two SLP designs with two (possibly)

different modulation schemes X1 and X2, respectively. Further, let Et

{
τ2min,1

}
= f(H̄,X1)

and Et

{
τ2min,2

}
= f(H̄,X2) be the regularizing functions associated with X1 and X2. Then,

under identical channel realizations, f(H̄,X1) ≤ f(H̄,X2) implies that p1 ≤ p2.

Finally, we provide an analytical measure of power efficiency by deriving an explicit

expression for (3.44) as a function of modulation parameters. The results of this section

will be used in evaluating/comparing the downlink performance with different modulation

schemes.

Theorem 6. A positive lower bound on the separation quantity τ associated to the NNLS

design in (3.38) can be found as

τ2 ≥ λ

2L

(
1

L+
∑L

l=1 cosϕl

)
≜ τ2min, (3.45)

where λ = λmin

(
[(H̄H̄T)−1]r,r

)
> 0 with λmin(·) denoting the minimum eigenvalue.

Proof. See Appendix A.1.

Based on the lower bound in (3.45), the following theorem states the main result of this

section by providing an approximation for the regularizing function.
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Theorem 7. Given H̄ and X, for the NNLS-based SLP design, we have

f(H̄,X) ≈ λ

2

(
1

Kβ(1− β) +K2β2

)
×

(
Mb

Mb +
∑

i∈bd(X) cosϕi

)
,

(3.46)

where β =Mb/M .

Proof. See Appendix A.2.

In the special case, where the boundary constellation points are uniformly distributed,

bd(X) is an equilateral and equiangular convex polygon (i.e., a regular polygon). For this

special geometry, we have

ϕi = ϕ, ∀i ∈ bd(X), (3.47)

and therefore,

f(H̄,X) ≈ λ

2

(
1

Kβ(1− β) +K2β2

)(
1

1 + cosϕ

)
. (3.48)

It should be noted that this special geometry does not make any assumption on the placement

of the interior constellation points belonging to int(X). The condition specified by (3.47) is

met by constellation sets of some well-known modulation schemes, e.g., PSK and APSK. In

the particular case of PSK modulations with uniformly-distributed boundary symbols, since

the constellation has no interior points, we have β = 1, which yields

f(H̄,X) ≈ λ

2K2

(
1

1 + cosϕ

)
. (3.49)

It can be seen from (3.48) that the regularizing function f(H̄,X) does not depend on the

exact locations of the constellation symbols but only on the relative angular positioning of

the symbols (this latter specification is reflected in the shape of distance-preserving CIRs).

Based on (3.48), the same statement holds true for the SLP’s performance, completing the

proof of Theorem 3.

3.6 Simulation Results

In this section, we provide some simulation results to verify our analytical discussions in the

earlier sections. In particular, we aim to verify via simulation results that the performance
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of different precoding techniques of interest, i.e., MMSE, ZF, and SLP, is invariant to the

differential phase estimation process at the receiver but the system performance is affected by

the phase noise at the transponder LOs. Even if the problem formulation for these precoding

techniques are different, ZF and MMSE formulation are power constraint problems, while

the SLP method analyzed considers the power minimization with quality of service (QoS)

constraints, this work is mainly focused on the constructive interference constraints in the

SLP design problem and on how they are affected by phase uncertainty. This appears with the

same formulation in both power minimization and QoS-constrained SLP problems. Besides,

as shown in [265], the SLP power minimization problem solution for PSK modulations is

sub-optimal for the QoS-constrained SLP problem under proper power scaling. For this

reason, we considered equal transmit power for all the precoding schemes in our simulations.

More specifically, we normalized the SLP power minimization problem solution so that the

precoded vector has the same power as the ZF and MMSE precoding schemes.

To analyze the results, we focus on three performance metrics: spectral efficiency, SER,

and receive SNIR. We calculate the spectral efficiency as the ratio of the product of the

average UTs’ bit error rate (BER) and the per-user achievable rate divided by the total

consumed power. Due to the lack of closed-form expressions for SLP, we use empirical

probability distributions obtained over a sufficiently high number of independent realizations

of the channel and the users’ symbols to approximate the mutual information for each user,

as done in [267]. The SER is calculated as the ratio of the number of symbols received with

errors of the total number of transmitted symbols. Finally, the SNIR is defined as the ratio

of the received signal’s power over the interference plus noise power at the receivers.

The simulation setup considered a downlink MU-MISO system with multiuser precoding,

where independent data symbols are intended for the UTs. At the UTs, identical noise

distributions zk ∼ CN (0, σ2) with σ2 = 1 are assumed, for all k = 1, ...,K. Independent

Rayleigh block fading channels are further assumed between each transmitter-UT antenna

pair, where IID realizations {hk}Kk=1 are randomly generated for each fading block from

the standard circularly symmetric complex Gaussian distribution, i.e., hk ∼ CN (0, I). The

use of this channel model is fundamented by the intention to prove the performance of the

precoding method is invariant to the differential phase estimation process at the receiver for

any communication scenario, terrestrial o satellite.

Fig. 3.5a represents the simulation diagram of this experiment. As it can be appreciated
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Figure 3.5: Simulation diagram for the experiment to verify that the performance of different
precoding techniques is invariant to the differential phase estimation process at the UTs.

in the figure, the signal for each beam is the concatenation done at the ”Multiplexer” block

of the non-precoded pilots and the precoded data. The formers are BPSK-modulated Walsh-

Hadamard sequences, precisely predefined and fixed for each beam. For the modulation of

the payload data, we evaluate two alternatives, QPSK and 8PSK. In the linear precoding

techniques, the payload data is multiplied by the precoding matrix after being modulated.

The precoding matrix is calculated by the ”Linear Precoding” block, considering the linear

precoding techniques mentioned before. However, as mentioned in previous sections, the

SLP method directly calculates the precoded transmit signal on a symbol-by-symbol basis.

For that reason, the ”M-PSK Modulator,” the mixers, and the ”Linear Precoding” blocks

in 3.5a are replaced by a ”SLP” block that calculates the precoded symbols for each beam.

These modifications are represented in Fig. 3.5b. In both simulation diagrams, the ”Channel

Matrix” block introduces the interbeam interference and the independent additive noise at

the receivers, as described by (3.1).

The block ”PLL” is essential in any practical implementation to acquire and track the

phase of the received signal. However, it makes all the phases measured at the UTs relative

to the phase of the intended beams. In this simulation, we compare the performance of the

system for an ideal ”PLL” block which can obtain the absolute phase measurement against

the actual ”PLL” block.

The block ”CSI Estimation” estimates the channel matrix as the correlation between the

received signal and the expected non-precoded pilot for each beam. In this way, each UT

can estimate the channels from each beam. These estimations are the input of the ”Linear
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(a) QPSK signaling (b) 8PSK signaling

Figure 3.6: Spectral efficiency comparison of different precoding techniques with ideal and
differential phase estimation for N = K = 8.

Precoding” and the ”SLP” blocks. Meanwhile, the precoded payload data is demodulated

and used to calculate the different performance metrics. The simulation is run under a set of

SNR Es/N0 = {−10, ..., 30} dB and the results are the average of all the UTs’ performance

for each instance of Es/N0. The SNR is defined as the ratio of the average power received

over the receiver additive white Gaussian noise (AWGN).

Fig. 3.6 shows a comparison using the spectral efficiency as a metric to evaluate the

performance of an ideal system, where the PLL can obtain absolute phase measurements

at the UT against the realistic system, with relative phase measurements. As it can be

appreciated in the figure, there is no difference between both results for QPSK or 8PSK

signaling with any of the precoding techniques evaluated. The equivalent results for SER

and SNIR metrics are shown in Fig. 3.7 and Fig. 3.8, respectively. For these metrics, there

is also no difference between the ideal and the actual system for any evaluated modulation

or precoding techniques.

In addition, we designed another set of experiments to verify that the system performance

is affected by the hardware impairments at the transponder. Similar to the previous simula-

tions, we used the spectral efficiency, the SER, and the receive SNIR as performance metrics

under the simulation setup previously described. The simulation diagram is represented in

Fig. 3.9, which is very similar to the previous setup except for the removed ”PLL” block, the
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(a) QPSK signaling (b) 8PSK signaling

Figure 3.7: Average SER performance of different precoding techniques per UT with ideal
and differential phase estimation for N = K = 8.

(a) QPSK signaling (b) 8PSK signaling

Figure 3.8: Average receive SNIR of different precoding techniques per UT with ideal and
differential phase estimation for N = K = 8.
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”Frequency Reference” and eight ”LOs” blocks that were added at the transponder. Con-

sidering the results of the previous simulations and for the sake of simplicity, we used ideal

”PLLs” for this experiment, which are not represented in Fig. 3.9. On the other hand, we

included the ”Frequency Reference” and the ”LOs” blocks to emulate the phase noise of the

transponder’s LO. In this experiment, we consider the best possible configuration in syn-

chronization terms, using a single frequency reference to transmit all the beams. Another

modification of this simulation setup with respect to the previous one is the channel model

considered for this experiment, which is the flat fading model typically used in GEO satellite

systems.

We considered an ideal LO at the gateway and three different options for the frequency ref-

erence at the transponder: a very stable crystal oscillator with Allan variance σ2y(0.5) = 0.232,

a medium-class (σ2y(0.5) = 2.321), and an economic crystal oscillator (σ2y(0.5) = 23.208), all

with nominal frequency f0 = 10 MHz. The value τ = 0.5 in the Allan variance is related

to the loop delay (0.5 s), which considers the feedback link from the UTs to the gateway

through the GEO satellite. Fig. 3.9 represents the simulation diagram for linear precoding

methods, the equivalent diagram for SLP is not included for the sake of space. However, both

experiments (Fig. 3.5 and Fig. 3.9) analyzed the same precoding techniques: ZF, MMSE,

and SLP.

The phase noise was generated using the two-state model described in [22]. We considered

eight uplink-forward carrier frequencies between fU1 = 47.5 GHz and fU8 = 48.9 GHz with

200 MHz bandwidth each. The downlink-forward carrier frequency, common to all the beams

using precoding, was 20 GHz. The PSD of the phase noise obtained for these parameters

is represented in Fig. 3.10. As it can be appreciated in the figure, the difference between

the PSD of each beam for the same frequency reference is small. However, even this small

difference can affect the precoding performance, as we can see in figures Fig. 3.11 to Fig.

3.13.

Fig. 3.11 to Fig. 3.13 show the results of the simulations to evaluate the effects of the

phase noise at the transponder LOs for the different metrics: Fig. 3.11 shows the receiver

SNIR, Fig. 3.12 the SER and Fig. 3.13 the spectrum efficiency. In these figures, the ideal

curves represent the case with a perfect frequency reference without phase noise (PN) at

the transponder, which means that the ”Frequency Reference” and the ”LOs” blocks do not

add any phase rotation to the signal. The (No FDM) curves represent the case of a realistic
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frequency reference with PN and ideal uplink transmission without FDM. This implies that

a phase variation from the ”Frequency Reference” is added to the signal, but in this case, it

is constant for all the beams, i.e., the ”LOs” blocks have the same value for all the beams.

The solid curves represent the realistic case, where the frequency reference has PN, and the

uplink transmission uses different carrier frequencies for each beam’s datastream, in other

words, FDM. In this case, the phase noise added to each beam is generated by the ”LOs”

blocks considering the ”Frequency Reference” phase noise PSD represented in Fig. 3.10.

As it can be appreciated in Fig. 3.11, for the same frequency reference, the receiver SNIR

is more affected in SLP, Fig. 3.11c than in linear precoding systems, Fig. 3.11a and 3.11b. For

instance, for linear precoding techniques with Es/N0 = 0 dB, the receivers SNIR degradation

concerning the expected value without considering the hardware impairments is less than

1 dB for medium-class frequency references: 1.55 dB for MMSE and 0.26 dB for ZF while the

equivalent value for SLP is 2.93 dB. However, according to the receivers SNIR metric, the

performance of the system is barely affected when high-quality frequency references (σ2y(0.5) =

0.232) are used; see the blue curves in Fig. 3.11. Besides, the performance degradation is

stronger for high SNR values. It can be up to 8.66 dB for ZF, 9.42 dB (MMSE), and 8.63 dB

(SLP) at Es/N0 = 25 dB, where the inter-beam interference is stronger.

On the other hand, for the SER comparison, the transponder phase noise’s effects are

more evident in SLP than in linear precoding methods. Specifically for Es/N0 ≥ 5 dB, the

SER of the system using SLP degrades significantly. This can be corroborated in Fig. 3.12c,

where the blue curve moves away from the ideal one and stays constant for Es/N0 ≥ 15 dB.

However, even with performance degradation related to the hardware implementation’s phase

uncertainties, the SER of SLP outperform the SER of linear precoding systems for SNR values

under 20 dB (Es/N0 ≤ 20 dB). Besides, as it can be appreciated in the figures, the SER

deteriorates considerably for the medium and economic frequency references independently

of the precoding technique considered.

Similar to the previous comparisons, the spectral efficiency analysis (Fig. 3.13) shows

that linear precoding systems are more resilient to the hardware implementation’s phase

uncertainties than SLP. In this case, the spectral efficiency of the system using a medium-class

frequency reference (σ2y(0.5) = 2.321) is strongly degraded for SLP, which can be corroborated

by analyzing the separation between the ideal (dashed black) and the realistic (solid yellow)

curves in Fig. 3.13c. However, for high-quality frequency references (σ2y(0.5) = 0.232), the
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Figure 3.11: Comparison of the average SNIR at the UTs forN = K = 8, and QPSK signaling
for three different frequency references: a very stable (Allan variance σ2y(0.5) = 0.232), a
medium-class (σ2y(0.5) = 2.321) and an economic crystal oscillator (σ2y(0.5) = 23.208)
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Figure 3.12: Average SER comparison for N = K = 8 and QPSK signaling for three dif-
ferent frequency references: a very stable (Allan variance σ2y(0.5) = 0.232), a medium-class
(σ2y(0.5) = 2.321) and an economic crystal oscillator (σ2y(0.5) = 23.208)
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Figure 3.13: Spectral efficiency comparison for N = K = 8 and QPSK signaling for three
different frequency references: a very stable (Allan variance σ2y(0.5) = 0.232), a medium-class
(σ2y(0.5) = 2.321) and an economic crystal oscillator (σ2y(0.5) = 23.208)
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spectral efficiency of SLP systems is much better than linear precoding ones.

Analyzing the simulation results considered during this section, we can arrive at some

conclusions:

• In general, SLP outperforms ZF and MMSE for high Es/N0 scenarios.

• For low values of Es/N0, the performance of SLP and MMSE is very similar and superior

to ZF performance.

• The Es/N0 threshold value where SLP outperforms MMSE increases with the modu-

lation order.

• The expected system performance for precoding-enabled satellite communication sys-

tems considerably degrades when the phase noise of the transponder’s LO is included

in the analysis. Even for the optimal synchronization configuration and the typical

frequency reference (σ2y(0.5) = 2.321).

• Although linear precoding techniques are more resilient to the hardware impairments

inherent to satellite communication systems than SLP, the system’s performance using

high-quality frequency reference is better for SLP than linear precoding techniques.

3.7 Conclusions of the Chapter

Linear and symbol-level precoding in satellite communications have received increasing re-

search attention thanks to its capacity to solve the problem of inter-beam interference by

applying a full frequency reuse approach. However, there are still challenges and open ques-

tions for the practical implementation of precoding systems. Some examples of this are the

inability to measure the absolute phase offset induced by the propagation channel and the

phase uncertainties related to using FDM in the forward uplink.

This chapter has addressed the impact of these phase variations and uncertainties in oper-

ating a precoded forward link satellite communication system. It has formally demonstrated

that the phase uncertainties created in the forward downlink do not affect the precoding

performance for linear and non-linear precoding operations. This result was validated us-

ing three performance metrics: spectral efficiency, SER, and receivers SNIR, in a downlink

MU-MISO system with eight beams and an equal number of UTs. The precoding schemes

analyzed were MMSE, ZF, and DPCIR-based SLP.
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Additionally, it was shown that the UTs could estimate the phase variations related to the

transponder LOs as part of the CSI. The effect of this impairment is determined by the phase

noise of the LOs’ frequency reference at the transponder and the delay of the precoding loop.

Our simulations used an 8x8 MU-MISO precoding system to compare the impact of three

different frequency references for linear and non-linear precoding methods. The simulations

assumed a GEO satellite transponder where all the LOs shared a single frequency reference,

which is the optimal scenario from a synchronization point of view. If this assumption does

not hold, for instance, if the LOs use different frequency references or in distributed satellite

systems, the performance degradation shown in our simulations will be more substantial.

In addition, the effects of the Doppler shift in the feeder link will affect each FDM carrier

differently depending on its center frequency, increasing the performance degradation shown.

Therefore, our simulation results provide an upper bound for the precoding performance in

GEO satellite systems.

Analyzing the simulation results included in this work, we can conclude that, in general,

SLP outperforms ZF and MMSE for high Es/N0 scenarios. On the other hand, for lower

values of Es/N0, the slight difference between SLP and MMSE performance may not jus-

tify the high complexity of SLP implementation. According to our simulation results, the

Es/N0 threshold value where SLP outperforms MMSE increases with the modulation order.

However, we can see that SLP is more affected by the hardware impairments inherent to

satellite communication systems. For instance, according to our simulation results, the per-

formance of a system with a high-quality crystal oscillator (σ2y(0.5) = 2.321), and SLP differs

considerably from the ideal scenario, without the phase uncertainties inherent to hardware

implementations. However, it is better than the performance of the equivalent system using

linear precoding techniques.

Finally, the authors would like to highlight that the main contribution of this work is

the formal demonstration of the accurate performance of the precoding technique, which is

not affected by the phase uncertainties in the forward downlink. Another significant result

of this study is the conclusion that using a common frequency reference to process all the

beams at the transponder does not avoid the phase uncertainties related to the FDM in the

forward uplink. This fact has to be considered to set the expected performance of practical

implementations of MU-MISO precoding systems where a differential phase compensation

loop should be included to compensate for this performance degradation.
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The phase compensation loop can be designed similarly to a distributed PLL, where

the compensation is calculated using the inter-beam differential phase estimated at the user

terminals as input. This solution, described in chapter 5, is based on the working principle of

PLLs: To calculate a phase output such that the difference between output and input phases

is minimum. In our case, one of the beams is considered the reference, and the PLL phase

output or compensation is applied to the other beams to keep the differential phases between

them and the reference beam constant.



Chapter 4

Two-state Phase Noise Model

4.1 Introduction of the Chapter

Many of the synchronization approaches analyzed in previous chapters consider ideal oscilla-

tors, but in practice, the output of an oscillator is not a single spectral line at the nominal

frequency, but it has some sideband power that is translated into phase and frequency insta-

bilities [268]. The phase misalignment between the distributed nodes affects the performance

of DBF beyond the synchronization algorithm used. Using a common LO as a clock reference

might seem like a solution to this problem, but it is not an alternative in distributed systems,

such as DSS. In this context, the main challenge is coordinating the transmission of multi-

ple geographically distant antennas that cannot use a common LO. The lack of a common

oscillator also appears in single satellite systems due to technical constraints, such as inde-

pendence between payloads, autonomy, robustness, cross-interference between RF channels,

and redundancy, where the whole system should not rely on the same oscillator [16], [269].

Some authors have dealt with this problem during the precoding design and implemen-

tation. For example, in [270], Gharanjik et al. propose a robust design by considering the

time-varying phase noise introduced by oscillators onboard the satellite. The robustness is

imparted by modeling the phase uncertainty as a random process and ensuring that the out-

age probability is maintained at desired levels. While in [271], Taricco considers the phase

instability of the local oscillators driving the antenna feeds at the satellite payload as one

of the phase offset causes in the Precoding implementation. Both studies model the phase

uncertainty as a Gaussian random process with zero mean and standard deviation σ, 2°< σ <

20°.

111
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Another relevant work explores the effects of non-ideal oscillators in a multi-antenna

hybrid digital-analog beamforming transceiver architecture [272]. The authors modeled the

phase noise as Wiener and Gaussian processes in three different architectures: common LO,

independent LOs, and a block-based architecture. Through simulations, they concluded

that the phase noise has more impact on the system performance when modeled as a Wiener

process in an independent LOs architecture. In that case, for a phase noise standard deviation

of 10°, there is an error of more than 7°at the beam pointing, and the sidelobe level increases

in almost 2 dB with respect to the common LO architecture. Another example is [273], where

the authors analyze the impact of the oscillator phase noise on the performance of Massive

MIMO-OFDM systems considering the phase noise as a Wiener process.

However, in practice, oscillator noise is affected by additional phenomena not included in

the aforementioned models. Many authors have studied this topic, searching for advanced

models to characterize oscillator near-carrier PSD [274], [275]. Empirical models suggest

that the phase noise PSD can be described as a sum of power-law processes hα|f |α with

α ∈ {−4,−3,−2,−1, 0} [268]. According to this idea, the random walk frequency noise,

h−4|f |−4, continues increasing infinitely while frequency approaches the oscillator’s nominal

value. However, more recent researches consider an additional Gaussian session segment [274],

which is more similar to the real characteristic. This model, represented in Fig. 4.1, includes

the frequency drifts of a practical system, which is similar to a frequency modulation or

spreading of the main carrier.

This chapter describes the hardware implementation of the model for the oscillator phase

noise and obtains the resulting SNIR at the UTs. The phase noise is modeled according to

the two-state model proposed by Galleani in [22]. The model implementation is validated in

a hardware testbed emulating a 2× 2 precoding-enabled system.

4.2 Oscillator phase noise model

The output voltage u0(t) of a generic oscillator with nominal frequency f0 is

u0(t) = [A+ a(t)] cos[2πf0t+ ϕ(t)], (4.1)

where A is the mean amplitude of the oscillator output, a(t) is the zero-mean amplitude

noise and ϕ(t) is an error term due to the LO phase noise. We consider that the effects of
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Figure 4.1: Oscillator PSD characteristic near the nominal frequency [274]

amplitude noise are overshadowed by the effects of phase noise, which is a common assumption

in published work in this field [22,275].

From (4.1), we can obtain two fundamental quantities used to characterize clocks: phase

and frequency deviation. The frequency deviation y(t), is defined as the time derivative of

the phase deviation x(t) = ϕ(t)
2πf0

:

y(t) =
dx(t)

dt
. (4.2)

Numerous measurements have shown that the continuous phase noise PSD Sϕ(f) tends

to be well approximated by a sum of power-law processes

Sϕ(f) =


∑0

α=−4 hαf
α 0 < f < fh

0 f ≥ fh,
(4.3)

where fh is the high-frequency cut-off of an infinitely sharp low-pass filter [274]. These hαf
α

terms are related to random walk frequency modulated (FM), flicker FM, white FM, flicker

and white phase noise respectively [276].
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4.2.1 Two-state Phase Noise Model

As described in [277], the output phase noise combines contributions from the reference

oscillator and a PLL synthesizer. At offset frequencies above 10 kHz, the noise power is

dominated by the PLL synthesizer’s voltage-controlled oscillator (VCO) phase noise as well

as spurs due to digital-to-analog converter (DAC) quantization noise and non-linearities.

For synchronization purposes, we are concerned with oscillator drift at time scales larger or

equal to 100 µs, which is determined by noise power at offset frequencies below 10 kHz. At

this frequency range, performance is dominated by the reference oscillator and shows two

regions: white FM phase noise (α = 2) and random walk FM phase noise (α = 4) [275].

This is known as the two-state clock noise model. Experimental evidence confirms that the

frequency deviation of a cesium clock is made by these two noises, namely, white noise and

Wiener process [275]. The last one is responsible for the random walk nature of the frequency

deviation, while the white noise accounts for the local oscillations. Therefore, the frequency

deviation can be written as

y(t) = ξ1(t) + x2(t), (4.4)

where ξ1(t) denotes a zero-mean Gaussian random process, ξ1(t) ∽ N (0, q1), and x2(t) is a

Wiener process.

The Wiener process, or Brownian motion, is the prototype of random walks. It is char-

acterized because the increments between two consecutive samples are normally distributed

independent processes, ∆w ∽ N (0, t). In continuous time:

x2(t) =

∫ t

0
ξ2(ṫ)dṫ, (4.5)

where ξ2(t) ∽ N (0, q2).

To obtain the two-state model of the phase noise, we substitute (4.2) and (4.5) in (4.4):

dx(t)

dt
= ξ1(t) +

∫ t

0
ξ2(ṫ)dṫ. (4.6)

Taking the derivative for both sides, we obtain:

x(t) = x1(t) =

∫ t

0
ξ1(ẗ) +

∫ ẗ

0
ξ2(ṫ)dṫdẗ. (4.7)
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Equation (4.7), shown in graphical form in Fig. 4.2, describes the two-state clock noise

model [275].

∫

∫+ξ2(t)

ξ1(t)

x1(t)y(t)x2(t)

Figure 4.2: Two-state clock model [275]

Discrete-Time Implementation

To implement the system in Fig 4.2, it is useful to express (4.6) in the state-space form:

x′1(t)
x′2(t)

 =

0 1

0 0

x1(t)
x2(t)

+

ξ1(t)
ξ2(t)

 , (4.8)

where the inputs ξ1 and ξ2 are two independent zero-mean Gaussian random processes with

a correlation matrix R¸1,¸2(τ) =

q1 0

0 q2

; x1 and x2 are the states and x′1, x
′
2 refer to their

derivatives [275]. A discrete-time equivalent expression for (4.8) was obtained in [22] and has

the form:

x[k] =

1 Ts

0 1

x[k − 1] + η[k − 1], (4.9)

with x[k] =

x1[k]
x2[k]

, η[k] =
η1[k]
η2[k]

 and Ts sampling period.

The covariance matrix of η[k] is given by

Cȷ1,ȷ2 [k] =

q1Ts + q2
T 3
s
3 q2

T 2
s
2

q2
T 2
s
2 q2Ts

 . (4.10)

According to [278], q1 and q2 are directly related to the Allan variance σ2y(τ) through

σ2y(τ) =
q1
τ

+
q2τ

3
. (4.11)
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This is a typical tool used to characterize the noise in oscillators and could be obtained

from experimental measurements. Besides, the Allan variance is related to the noise PSD in

(4.3) by [276]

σ2y(τ) = h−4
2π2

3
τ + h−32ln2 + h−2

1

2τ
+ h−1

1.038 + 3ln(2πfhτ)

4π2τ2
+ h0

3fh
4π2τ2

. (4.12)

For the two-state model implemented in this chapter, we only consider the first and the

third terms in (4.12). Then, equalling (4.11) and (4.12) we obtain

q1 =
h−2

2

q2 = 2π2h−4

(4.13)

Using these equivalences, the two-state model can be generated for any real or theoretical

phase noise PSD. For instance, for h−2 = 1.25 · 10−4 and h−4 = 0.49 Fig. 4.3 shows the

estimated PSD for the output of the Two-state model. As it can be appreciated, the PSD

has both slopes: -40 dB/dec and -20 dB/dec, corresponding to f−4 and f−2 terms in (4.3)

and it is -72.04 dBc/Hz at 10 Hz.

10-2 100 102 104
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-100

-50

0

50

P
S

D
 (

dB
c/

H
z)

-20 dB/dec

-40 dB/dec

X 10.0041
Y -72.044

Figure 4.3: Estimated PSD of the phase noise samples generated with the Two-state model
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Besides, Fig. 4.4 shows 20 realizations with a duration of one second. As the figure

suggests, the two-state phase noise behavior is smoother than that of a simple Wiener process

since it contains a Wiener process plus an integrated Wiener process. This is confirmed by

Fig. 4.5, which represents the mean and variance of the realizations shown in Fig. 4.4. As

it can be appreciated, the variance grows quadratically with time, while the variance of a

Wiener process increases linearly. Specific details about the implementation of the Two-state

model are analyzed below.

Figure 4.4: Two-state model’s output. Some realizations of the phase noise random process

4.3 Hardware Implementation of the Oscillator Phase Noise

Model

Figure 4.6 represents the block diagram of the two-state model hardware implementation. The

model requires as input two independent zero-mean Gaussian random vectors with unitary

variance, p1[k] and p2[k]. Inputs σ1 and σ2 represent the standard deviation of p1[k] and p2[k]

respectively.

The diagram in Fig. 4.6 was implemented as an intellectual property (IP) block using

Vivado HLS. Figure 4.7 shows the hardware implementation of the Phase Noise Generator
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Figure 4.5: Mean and variance of the realizations represented in Fig. 4.4

Figure 4.6: Block diagram of the two-state model implementation

block. In the figure, the two pseudo-random generators provide p1[k] and p2[k], and the

values of sigma 1 (σ1) and sigma 2 (σ2) are defined at the user interface. The inputs sigma 1

and sigma 2 are obtained from the desired phase noise mask using algorithm 1.

The target phase noise mask, in logarithmic scale, can be described by the parameters:

h−2 for the -20 dB/dec slope and h−4 for the -40 dB/dec slope:

Sϕ(f) = 10log

(
h−4

f4
+
h−2

f2

)
. (4.14)

Additionally, the PSD obtained from the two-state model can be described by the coor-

dinate pair (fϕ;Aϕ) where both regions (α = 4 and α = 2) intercept. Hereafter this point

(fϕ;Aϕ) will be used to identify the phase noise masks. For instance, (10 Hz; -75 dBc/Hz)
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Figure 4.7: Hardware implementation of the two-state model

refers to the two-state PSD with a -40 dB/dec slope region for f < 10 Hz and -20 dB/dec

slope region for f > 10 Hz; Sϕ(10) = −75 dBc/Hz as shown in Fig. 4.3.

The Phase Noise Generator block was integrated with the MIMO end-to-end satellite

emulator presented in [279] as part of the channel emulator (ChEm). This allows including

the phase noise for all the LOs in the system independently.

Algorithm 1 Calculate variance algorithm

procedure var calc(Aϕ, fϕ, fs)
h4 ← 10Aϕ/10 ∗ (2πfϕ)4
h2 ← 10Aϕ/10 ∗ (2πfϕ)2
q1 ← h2/2
q2 ← 2π2h4
σ1 ← q1/fs + q2/(3f

3
s )

σ2 ← q2/fs
return (σ1, σ2)

end procedure
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4.4 Validation of the Implementation

The implementation of the Phase Noise Generator block was tested using a hardware-in-the-

loop (HIL) approach before its integration with the MIMO end-to-end satellite emulator.

The HIL consists only of collecting in the host computer the phase (noise) samples produced

by the generator block shown in 4.7. The results obtained with the received streams show

the same shape as the ones generated with Matlab simulations. This is expected as these

phase samples do not even include the effects of the numerically-controlled oscillator (NCO)

multipliers and the actual RF hardware.

To further validate the output of the Phase Noise Generator block, we configured the

in-lab demonstrator to emulate a 2 × 1 system. We set the oscillator phase noise in one

of the transmitters and left the second one as ideal (no phase noise). At the receiver, the

CSI is estimated for each transmitter. The phase difference between both CSI estimations is

equivalent to the differential phase noise introduced at the transmitters. Then, we recorded

in Labview the CSI and with those samples, we calculated the phase noise PSD in Matlab.

The output of the Phase Noise Generator block was considered correct if the phase noise PSD

calculated from the UT’s CSI matched the phase noise mask described by the parameters set

at the ChEm.

The sample rate at the ChEm was 32 Msps. The channel matrix was set with constant

values

H =

0.5 + 0i 0.1 + 0i

0.1 + 0i 0.5 + 0i

 .
At the UT, the sample rate was 12.4 Msps, with an oversampling factor of 4. The additive

Gaussian noise was set to -∞ dB to avoid estimation errors at the receiver.

The CSI estimated at each receiver was recorded in Labview as a *.dat file using the setup

in Fig. 4.8. The data was imported in Matlab and the phase noise PSD was calculated using

the algorithm 2.

Table 4.1 and Fig. 4.9 to Fig. 4.13 show some examples of the input parameters and the

block output. For the parameters of the phase noise mask, DVB-S2X 1, the first integrator of

the Phase Noise Generator, saturates, and it is impossible to obtain the -40 dB/dec slope at

the output. Figure 4.12 represents the -40 dB/dec slope for different input parameters from

strd dev 1 = 4.9508 · 10−9 to strd dev 1 = 4.9508 · 10−7, keeping strd dev 2 = 0, to show the
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Figure 4.8: Labview setup to record CSI estimations in a *.dat file.

Algorithm 2 Calculate PSD algorithm

procedure PSD calc(ϕ, fs,W,N)
ϕ← ϕ[1 :W ∗N ]
f ← linspace(0, fs/2,W/2)
win← chebwin(W, 200)
Φ← reshape(ϕ, [W,N ])
Φw = (Φ−mean(Φ)). ∗ win/

√
mean(win.2)

S ← abs(fft(Φw)/
√
W ).2

Sav ← mean(S, 2)
Sav ← Sav[1 :W/2]
SdB = 10 ∗ log(Sav/fs)
return SdB

end procedure

saturation of the first integrator for values of strd dev 1 ≥ 4.9508 · 10−8.

Table 4.1: Phase noise mask examples

Example 1.

Figure 4.10

(10 Hz; -75 dBc/Hz) σ1 = 4.889 · 10−13

σ2 = 1.930 · 10−7

-20 dB slope not well

defined due to the noise

floor (-78 dBc/Hz)

DVB-S2X 1.

Figure 4.11

(100 Hz; -25

dBc/Hz)

σ1 = 4.950 · 10−8

σ2 = 1.930 · 10−3

Tables 7 and 8 of [280]

DVB-S2X 2.

Figure 4.13

(10 Hz; -5 dBc/Hz) σ1 = 4.950 · 10−9

σ2 = 1.930 · 10−3

This plot touches (100 Hz;

-25 dBc/Hz)

Noise floor.

Figure 4.9

Used as reference. σ1 = 0 σ2 = 0 N/A

Name Description Input parameters Comments
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Figure 4.9: Noise Floor PSD

Figure 4.10: Example 1 phase noise mask (10 Hz ; -75 dBc/Hz) PSD
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Figure 4.11: DVB-S2X 1 phase noise mask PSD

Figure 4.12: Analysis of the first integrator saturation
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Figure 4.13: DVB-S2X 2 phase noise mask PSD

4.5 Conclusions of the Chapter

The implementation of the two-state model was described in this chapter. It improves the

emulation of MIMO channels by including hardware impairments. This will be used to model

the phase noise at the LOs to validate the results in chapter 3. Besides, the Phase Generator

block is part of the MIMO end-to-end satellite emulator in chapter 5. Additionally, both the

Matlab model and the hardware block are used in other projects that are not included in this

document.



Chapter 5

Accurate Phase Synchronization for

Precoding-enabled GEO Multibeam

Satellite Systems

5.1 Introduction of the Chapter

Practical implementations of the precoding technique must deal with the phase noise intro-

duced by different system components, such as the LOs used for up and down conversion at

each system element (GW, satellite, and UTs). The UT perceives the differential phase error

as part of the CSI, which the precoding matrix will compensate for. However, the variation

rate of this differential phase error is faster than CSI estimation loop frequency, which implies

that the compensation applied by the precoding matrix is not enough, thus degrading the

system performance [281]. To solve this problem, we propose a phase compensation loop with

a faster response than the typical precoding loop. Our design estimates and compensates for

the phase error between beams in a sample-based mode. Meanwhile, the precoding matrix

is calculated and applied by groups of symbols or frames following a conventional precoding

implementation. Additionally, we compare several methods for combining the estimations of

the differential phase between beams.

In brief, this chapter presents the phase synchronization method required to enable the

precoding implementations in the GEO scenario. The proposed solution requires only small

modifications to the already deployed satellite system. The only modification with respect

to traditional precoding design is including a controller at the GW.

125
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The rest of this chapter is organized as follows: section 5.2 describes the system model.

Meanwhile, section 5.3 details the design of the proposed phase synchronization method. The

hardware implementation is described in section 5.4. Section 5.5 contains the validation of the

proposed solution using the MIMO end-to-end satellite emulator, and section 5.6 concludes

the chapter.

5.2 System Model

We consider a GEO satellite generating N beams towards K ≤ N single-antenna UTs. We

collect in hk ∈ CN×1 the complex (i.e., magnitude and phase) coefficients of the frequency-flat

slow fading channels between the beams generated at the GW and the k-th UT. At a given

symbol period, independent data symbols {sk : 1 ≤ k ≤ K} are to be transmitted to the

UTs, where sk denotes the symbol intended for the k-th user. Under the above assumptions,

the received vector containing the symbol-sampled complex baseband signals of all K UTs

can be modeled as

r = HWs+ z, (5.1)

whereH = [h1 · · · hK ]T denotes theK×N complex-valued channel matrix, W stands for the

N ×K precoding matrix, s = [s1 · · · sK ]T is a K × 1 complex-valued vector containing the

UTs’ intended modulated symbols, and z collects independent additive noise components

at the UTs’ receivers, which are circularly symmetric complex Gaussian random variables

with zero mean and variance σ2 = kBTeB, where kB is the Boltzmann’s constant, Te is the

equivalent noise temperature at the input of the receiver [282], and B is the UT bandwidth.

The actual channel matrix can be written as

H =


|h11|ejψ11 · · · |h1N |ejψ1N

|h21|ejψ21 · · · |h2N |ejψ2N

...
. . .

...

|hK1|ejψK1 · · · |hKN |ejψKN

 , (5.2)

where hi,j = |hi,j |ejψi,j denotes the channel coefficient between the k-th UT and the j-th

generated beam in the transmit antenna, for any i ∈ {1, 2, ...,K} and j ∈ {1, 2, ..., N}, and

|hi,j | and ψi,j respectively represent its magnitude and phase.

However, we have to include a time-varying matrixΦ(t) to represent the estimated channel
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matrix available at the GW after collecting the measurements from all the K UTs. Φ(t) ≜

diag(ejϵ1(t), ejϵ2(t), ..., ejϵK(t)) accounts for the phase drift due to the hardware impairments

described in [281]. The complete channel matrix can then be written as

Ĥ(t) = HΦ(t). (5.3)

The detailed description of the model used to emulate Φ(t) was provided in chapter 4.

5.3 Differential Phase Compensation Loop

The proposed closed-loop phase synchronization method is depicted in Fig. 5.1, where only

phase and frequency variables are represented. In the figure, ϕ(k) =
[
ϕ1(k) ϕ2(k) ... ϕN (k)

]T
is an N × 1 vector containing the phase drift of each beam. We define k as the discrete-time

variable such that t(k) = kTs with sampling time Ts. The objective of our design is to pre-

compensate the superframe data streams to minimize the value of ϕe(k) = ϕ(k) − ϕc(k)

towards zero. From now on, we will refer to ϕe(k) as the phase error. The variable

ϕc(k) =
[
ϕc1(k) ϕc2(k) ... ϕcN (k)

]T
is an N × 1 vector representing the phase of the trans-

mitted beams after compensation. The input Ψ represents the phase rotation introduced by

the channel matrix H.

The vector θ(k) =
[
θ1(k) θ2(k) ... θK(k)

]T
in Fig. 5.1 is a K × 1 vector representing

the phase of the received signals at the UTs. The objective of the CSI Estimation block at

the UTs is to estimate the attenuation and phase rotation introduced by the channel for each

beam using the non-precoded pilots. In a formal notation, the CSI estimated by the kth UT

can be represented as a 1 × N complex-valued vector ĥi(k) =
[
ĥi1(k) ĥi2(k) ... ĥiN (k)

]
where each element ĥij(k) = |ĥij(k)|ej(θ̂ij(k)), j ∈ {1, 2, ..., N}. Note that θ̂ij(k) are relative

phase measurements of the jth beam with respect to the intended beam i. These relative

phase estimations are the only measurements in practical precoding implementations, as

stated in [281]. In a mathematical notation, θ̂ij(k) = ψij(k) + ϕej(k)− ψii(k)− ϕei (k), where

ψij(k) + ϕej(k) and ψii(k) + ϕei (k) are the respective absolute phases of the jth and the

ith beams received at the ith UT. Besides, it is essential to note that θ̂ij(k) contains the

differential phase rotation introduced by the channel (ψij−ψii), but also the differential phase

drift experienced for the beam (ϕej(k)−ϕei (k)). However, it is not possible to measure each of

them independently. Additionally, we calculate the carrier frequency offset between beams
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Figure 5.1: Differential phase-error compensation loop.

f̂(k) at each UT to use it in the compensation loop. f̂(k) is a K × 1 vector with elements

f̂j(k) =
(
θ̂j(k)− θ̂j(k − 1)

)
/2πTs.

At the GW, the CSI estimation from all the UTs is grouped in a K ×N complex-valued

matrix Ĥ(k) =
[
ĥ1(K) ĥ2(K) ... ĥK(K)

]T
which is used to calculate the precoding

matrixW in (5.1). For a given set of UTs, the precoding matrix is not calculated continuously,

but rather at sufficient intervals to capture the very slow temporal variations of the channel

matrix. On the other hand, the compensation loop can operate in a sample-based mode,

calculating a compensation phase from each transmitted non-precoded pilot.

The block ”Combine Estimates” combines the estimations from all the UTs to generate

the inputs for the N−1 PI Controllers. In other words, the block uses as inputs two matrices

F (k) and ∆Θ(k) to provide N vectors {uj(k)}Nj=1, where uj(k) =
[
fj(k) θj(k)

]T
. Besides,

this block is responsible for choosing the reference beam (RB), whose frequency and phase

are not compensated. We will discuss in detail the design of this block in section 5.3.2.

The core of our solution is to calculate a compensation phase using the combined estimates

vectors previously described. The PI Controller was designed as a two-steps controller that

uses carrier frequency offset at the first step and differential phase later. The design of this

block is addressed in section 5.3.1.
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The NCO blocks are fed with fctrl(k) during the first or ”coarse” synchronization state.

This allows shorter lock times. When the differential frequency between beams fn(k) de-

creases below a pre-defined threshold γ, the system starts feeding the NCOs with θctrl(k).

We will refer to this state as the ”fine” synchronization step.

Variable ϕctrl(k) =
[
ϕctrl1 (k) ϕctrl2 (k) ... ϕctrlN

]T
is an N × 1 vector containing the

outputs of the N NCOs. For the sake of the design simplicity, ϕctrl(k) is defined as an N ×1

vector, but the element corresponding to the reference beam is zero. The election of the

reference beam is described in section 5.3.2.

5.3.1 PI Controller Design

The input of the j-th controller is uj(k) =
[
f̂j(k) θ̂j(k)

]T
, where f̂j(k) and θ̂j(k) are the

estimated differential frequency and phase drift between the reference beam and the j-th

beam respectively. We calculate the differential frequency drift using the phase estimates

as [283]

fj(k) = θj(k)− θj(k − 1)/2πT. (5.4)

This operation is the derivative block in Fig. 5.1. Matrix F (k) is a K×N real-valued matrix

containing the carrier frequency offset for all the beams from each UT.

The following equation can describe the j-th PI Controller:

fctrl(k)
θctrl(k)

 =

 Kj
0

1−z−1 0

0 Kj
P1 +

Kj
I1

1−z−1

f̂j(k)
θ̂j(k)

 , (5.5)

where Kj
0 is the loop gain for the compensation loop’s first or ”coarse” state. Meanwhile, Kj

P1

and Kj
I1 are the proportional and integral gains of the j-th PI Controller, j ∈ {1, ..., N − 1},

for the second state of the loop.

Frequency Synchronization

The frequency synchronization step can be described as a first-order frequency-locked loop

(FLL). Fig. 5.2 represents the main components of a digital FLL. As previously described,

the Frequency Detector is implemented as a maximum likelihood phase detector plus an

integrator. Besides, there is the first-order Loop Filter with gain K0, an Integrator, and the

NCO as a Frequency Controller [283]. The operation of the FLL can be described by its
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closed-loop frequency response represented in (5.6).

NCO
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+
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+

Frequency Controller
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Loop Filter

-
+

Z-D

Loop Delay

Figure 5.2: Differential phase-error compensation loop. First state: frequency compensation.

GFLL(z) =
ϕout(z)

ϕin(z)
=

K0z

zD(z − 1)−K0z
, (5.6)

where D is a natural number representing the loop delay in samples. Considering that the

compensation loop works with the estimations obtained from the non-precoded pilots, D

is calculated as the ratio between the channel delay τ (four times the transmission delay

between satellite and Earth) and the pilots’ repetition interval Tp.

Considering the stability criterion for digital PLLs with loop delays [283], the loop gain

K0 must satisfy (5.7) to guarantee the FLL stability. Fig. 5.3 shows the maximum delay

allowed before the loop becomes unstable for a range of loop gains K, 10−6 < K < 1:

0 < K0 < 2 sin

(
π

2(2D + 1)

)
. (5.7)

We can calculate the maximum loop delay by knowing the satellite orbit and the UT

position. For the GEO case, where the maximum slant range is around 41 127 km, D = 3731,

which leads to a loop gain K ≤ 4 · 10−4. The FLL with loop gain K0 = 4 · 10−4 will remain

stable for any delay D ≤ 3731 pilots. Figure 5.4 shows the error response of the resulting

frequency synchronization loop.
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Figure 5.3: Maximum delay allowed to guarantee the stability of the compensation loop
during the first state: frequency compensation.
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Figure 5.4: System error response of the frequency compensation loop with gain K = 4 ·10−4
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Figure 5.5: Comparison of the phase drift of one beam in a 4x4 GEO multibeam satellite
system with and without the frequency compensation loop (K = 4 · 10−4).

Phase Synchronization

The design of the fine synchronization step is strongly related to the transfer function of

the system Gp(z), also known as the forward-path transfer function. Fig. 5.6 represents a

simplification of the diagram in Fig. 5.1, where Gc(z) = KP1+
KI1

1−z−1 is the transfer function

of the PI controller. For the ”coarse” synchronization state, the transfer function Gp(z)

contains the response of the NCO and the loop delay in pilots D, Gp(z) =
z−D

1−z−1 .

+
KP1

KI1*

Z-1

+

Figure 5.6: Frequency domain PI controller design

The PI controller was designed following the frequency-domain design described in [284].
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This procedure calculates the values of KP1 and KI1 considering the desired PM of the

compensated system. The PM is a parameter closely linked to the system’s stability. It

is defined in [284] as the amount of pure phase delay that can be added before the system

becomes unstable.

Theoretically, a system is stable if the PM of the open-loop transfer function of the

compensated system is in the interval 0 ≤ PM ≤ 90°. Meanwhile, practical implementations

aim for a PM between 45° and 60° [285]. However, the exact value is left to the designer’s

discretion. Figure 5.7 shows the parameters of the PI controller obtained with the frequency-

domain design method mentioned above. To generate the figure, we used as input the interval

0 ≤ PM ≤ 90°.
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Figure 5.7: Design of the phase compensation loop as a second-order PLL. Values of ωn (left
y-axis) and ζ (right y-axis) for the PM of the open-loop transfer function in the interval 0 ≤
PM ≤ 90°

The left axis in Fig. 5.7 represents the natural frequency of the second-order loop

ωn =
√
KI1

2πTp
while the right axis represents the damping factor ζ = KP1

2
√
KI1

. We select these

parameters to exploit the similarities of the second step of our compensation loop with a

classical second-order PLL. Additionally, the natural frequency and damping factor param-

eters offer a more intuitive description of the closed-loop system response. For instance, the



134 Chapter 5

natural frequency is directly related to the loop bandwidth, which makes it inversely propor-

tional to the residual phase drift after compensation. This implies that a high value of ωn is

desired to decrease the residual phase drift. Additionally, it is well known that the damping

factor of second-order PLLs should be in the interval 0.7 ≤ ζ ≤ 1.5 to guarantee stability.

Considering these design criteria, we selected ωn = 0.102 Hz and ζ = 0.751 for a PM = 35°.

Fig. 5.8 shows the error response of the system for these parameters.
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Figure 5.8: System error response of the phase compensation loop designed for an open-loop
PM = 35° (ωn = 0.102 Hz; ζ = 0.751)

Similarly to Fig. 5.3 for the FLL, we obtained the delay margin of the system for the

set of parameters 0.01 Hz ≤ ωn ≤ 100 Hz and ζ ∈ {0.5, 0.75, 1, 1.5}. This is represented in

Fig. 5.9. This figure suggests that for the selected parameters (ωn = 0.102 Hz; ζ = 0.751),

the maximum delay allowed before the loop becomes unstable is higher than the previously

considered D = 3731 pilots.

Fig. 5.10 shows the PM of the open-loop system response with parameters (ωn = 0.102 Hz;

ζ = 0.751) for a loop delay in the interval 100 < D < 9000. As mentioned before, for loop

delays below the value used for the design D the system remains stable. However, this is

not always the case when the loop delay is higher than the value considered for the design

(D = 3731). The gray zone in Fig. 5.10 represents the loop delay values for which the system
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Figure 5.9: Maximum delay allowed to guarantee the stability of the compensation loop
during the second state: phase compensation

is unstable D ≥ 7700 pilots.

Figure 5.11 is an example of the phase drift of one beam in a 4x4 GEO multibeam satellite

system with and without the compensation loop (ωn = 0.102 Hz; ζ = 0.751). In this figure,

the yellow line represents the drift in the phase of the estimated CSI when the compensation

loop is not enabled, the red curve is the phase of the estimated CSI with the compensation

loop, and the blue line represents the ideal scenario where there is no phase drift. This

simulation was run in Matlab for a symbol rate Rs = 6.5 MSps.

5.3.2 Methods to Combine the Phase Estimations

As part of normal precoding o DVB-S2X operations, the UTs send to the GW their estimated

thermal noise σ2i , with i ∈ {1, 2, ...,K}. Using these measurements, and the estimated CSI’s

amplitude |Ĥ(t)| we can define a K ×N matrix Γ as:
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Figure 5.10: Phase Margin of the open-loop system response with parameters (ωn = 0.102 Hz;
ζ = 0.751) when the actual delay of the loop is in the interval 100 ≤ D ≤ 9000 pilots. The
grey zone represents the values of loop delay that make the loop unstable.
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Figure 5.11: Comparison of the phase drift of one beam in a 4x4 GEO multibeam satellite
system with and without the phase compensation loop (ωn = 0.102 Hz; ζ = 0.751).
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Γ = Σ|Ĥ(t)|2

=



|ĥ11(t)|2
σ2
1

|ĥ12(t)|2
σ2
1

... |ĥ1N (t)|2
σ2
1

|ĥ21(t)|2
σ2
2

|ĥ22(t)|2
σ2
2

... |ĥ2N (t)|2
σ2
2

...
...

. . .
...

|ĥK1(t)|2
σ2
K

|ĥK2(t)|2
σ2
K

... |ĥKN (t)|2
σ2
K


(5.8)

where Σ = diag
(

1
σ2
1
, 1
σ2
2
, ..., 1

σ2
K

)
is a diagonal matrix containing the thermal noise estimation

from each UT.

From now on, we will refer to Γ as the ”Weight” matrix since we use it as a metric for

the accuracy of the interference measurement in Θ(k) and F (k). For the sake of clarity, we

rewrite both matrices as (5.9) and (5.10) below.

Θ(k) =


0 θ12(k) ... θ1N (k)

θ21(k) 0 ... θ2N (k)
...

...
. . .

...
θK1(k) θK2(k) ... θKN (k)



=


0 ... ψ1N + ϕeN (k)− ψ11 − ϕe1(k)

ψ21 + ϕe1(k)− ψ22 − ϕe2(k) ... ψ2N + ϕeN (k)− ψ22 − ϕe2(k)
...

. . .
...

ψK1 + ϕe1(k)− ψKK − ϕeK(k) ... ψKN + ϕeN (k)− ψKK − ϕeK(k)


(5.9)

F (k) = Θ(k)−Θ(k − 1)

=


0 ... ϕeN (k)− ϕe1(k)− ϕeN (k − 1) + ϕe1(k − 1)

ϕe1(k)− ϕe2(k)− ϕe1(k − 1) + ϕe2(k − 1) ... ϕeN (k)− ϕe2(k)− ϕeN (k − 1) + ϕe2(k − 1)
...

. . .
...

ϕe1(k)− ϕeK(k)− ϕe1(k − 1) + ϕeK(k − 1) ... ϕeN (k)− ϕeK(k)− ϕeN (k − 1) + ϕeK(k − 1)


(5.10)

It is essential to note that the elements in Θ(k) are phase measurements with intrinsic

estimation errors. Then, the Combine Estimates block’s objective is to provide the most

accurate differential phase and frequency estimation vectors θ(k) and f(k) with respect to

a reference beam. The resulting combined phase vector θ(k) can be expressed as θ(k) =

[C1 + (ϕe1(k)− ϕeRB(k)) . . . 0 . . . CN + (ϕeN (k)− ϕeRB(k))], where Cj ∈ (−π, π] for all

j ∈ {1, 2, ..., N} are constants related to the channel phase rotation Ψ. Meanwhile, Cj ≈ 0

for all j ∈ {1, 2, ..., N} in the resulting combined frequency vector f(k).

For the explanation of the estimates combination, we will consider as input the matrix
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F (k) and as output the vector f , as it is represented in Fig. 5.12. The main reason for

this selection is that the derivative operation attenuates the effect of Ψ in F (k) matrix since

Cj ≈ 0. Consequently, combinatorial approaches are feasible, which is not the case when

using Θ(k) as input.

Combine 
Estimates

Figure 5.12: Combine estimates block

There are two main groups of possible ways to combine phase measurements: by selection

or by combination. The first case refers to the approaches that select the ”best” measurement

and discard the rest. In contrast, the second case intends to combine the measurements of a

unique physical process obtained from different estimators. Among the most popular combi-

natorial measurement approaches, we can find Equal-gain combining and Weighted averages.

However, in this study, we will analyze only the last one since its superior performance has

been extensible proven [286, 287]. In addition, we will discuss the basic approach and two

other selective approaches.

Basic Approach

This implies using the estimations from the UT with less thermal noise:

(i, j) = argmax{Σ}. (5.11)

Since Σ is a diagonal matrix, i = j

f = F (i, :), (5.12)

and the Reference beam is the i-th UT intended beam. Note that this approach does not

consider the CSI’s amplitude matrix |Ĥ(t)|.
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Best Receiver Approach

The second approach considers that depending on their geographical location, the UTs re-

ceives the interference beams with different power. This implies that more accurate estima-

tions can be obtained from the UT that receives more power for the higher number of beams.

The goal of this approach is to select that particular UT and use its phase measurements for

the compensation loop.

First, we calculate the ”total weight” for each UT as qk =
∑N

n=1

(
|ĥkn(t)|2

σ2
k

)
, where |ĥkn(t)|2

σ2
k

are the elements of matrix Γ. In a vector form q =
[
q1 ... qk ... qK

]
is a vector that

contains a metric of the quality of the UTs. Note that this approach requires making zero

the main diagonal of Γ to remove the influence of the intended beam.

Then, the reference beam is the intended beam for the receiver i = argmax{q} and the

output vector is

f = F (i, :). (5.13)

The ”Best receiver” approach is very similar to the Basic approach since all the measure-

ments are obtained from a single UT. However, As it can be seen in 5.13, choosing a different

UT can improve the accuracy of the phase estimations. Another interesting fact about this

approach is that it is possible to know in advance which may be the ”Best receiver” by

knowing the UTs’ location and the footprint of the beams.

Best Estimation Approach

The ”Best estimation” approach explores the idea that there is no need to use the mea-

surements from only one UT. The phase difference between two beams is estimated in the

intended receiver of each of them. Then, the ”Best estimation” approach compares the weight

of both estimations to select the more reliable measurement.

The algorithm takes two input arguments: the estimated CFO F and the ”Weight” matrix

Γ. Basically, it iterates over each beam (j) and UT (i) pair to calculate the weights and select

the best estimates. This loop performs the following steps:

• Check Conditions: The algorithm compares the weights of the current pair of estima-

tions (Γ(i, j) and Γ(j, i). If Γ(i, j) is larger, it selects the weight and value of the ith UT

measurement, (Γ(i, j) and F (i, j)). Otherwise, it selects the weight and the negated

phase value of the jth UT measurement (Γ(j, i) and −1F (i, j)).
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• Update the recorded Weight and Phase arrays: The algorithm updates the weight and

phBestEst arrays with the selected weight and phase values.

Then, the algorithm identifies the reference beam by summing the weights for each beam in

weight and selecting the one with the maximum sum. Finally, it selects in phBestEst the

measurements relative to the reference beam. The pseudocode for this algorithm is shown in

Algorithm 3.

Algorithm 3 ”Best estimation” algorithm

procedure bestEst(F ,Γ)
[Nu,Nt]← size(F )
for j = 1 : Nt do

for i = 1 : Nu do
if j ̸= i then

if Γ(j, i) > Γ(i, j) then
weight(j, i)← Γ(j, i)
phBestEst(j, i)← F (j, i)

else
weight(j, i)← Γ(i, j)
phBestEst(j, i)← −1 ∗ F (i, j)

end if
end if

end for
end for
rowSum← sum(weight) ▷ Sum by row
refBeam← index(max(rowSum))
combinedEst← wrapToPi(phBestEst(refBeam))
return (combinedEst, refBeam)

end procedure

Weighted Average Approach

The ”Weighted average” approach combines all the measurements from all the UTs using the

values in Γ as weights. This method selects as RB the beam received by the highest number

of UTs. Formally, the beam i = argmax{q} is the RB, where q is a 1×N vector of elements

qn =
K∑
k=1

{
|ĥkn(t)|2

σ2k

}
. (5.14)

The elements fn, n ∈ {1, ..., N} of the resulting frequency estimation vector f are calcu-

lated as follows:
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fn =

K∑
k=1

(
γkn∑K
k=1 γkn

(F (k, n)− F (k,RB))

)
, (5.15)

where γkn =

√
|ĥkRB |2|ĥkn|2

σ2
k(|ĥkRB |2+|ĥkn|2)

is a metric for the accuracy of the differential estimation

between beams n and RB measured at the k-th UT. It is worth noting that γkn is obtained

as a combination of the weights |ĥkn(t)|2
σ2
k

and |ĥkRB(t)|2
σ2
k

from (5.8) for the measurements F (k, n)

and F (k,RB) respectively.

Comparison of the Combination Approaches

Figure 5.13 represents the MAE of the different combination approaches. The MAE is cal-

culated as the average of the absolute difference between the actual value α, and the result

of the combination α̂i, as it is described in (5.16).

MAE = 20 log

(
1

N

N∑
i=1

|α− α̂i|

)
. (5.16)
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Figure 5.13: Comparison of the frequency combination approaches. MAE of the resulting fre-
quency vector after the frequency estimation and combination over 104 independent iterations
in a 4× 4 system.

The curves in Fig. 5.13 were generated by Monte Carlo simulations of the phase drift
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estimation and combination in a 4×4 system. The objective of our experiment is to compare

the accuracy of the combination approaches described before. To that end, a phase drift

vector α was added to the pilots and transmitted through a randomly generated channel.

At the UTs, the CSI’s phase estimates were combined using the four approaches to calculate

the MAE of each of them. The experiments were run for a set of energy per symbol to

noise power spectral density ratio EsN0 ∈ {−10, ..., 25}. This parameter only refers to the

intended beam and does not consider the interference power.

The phase drift vector α =
[
α1 ... α4

]T
had four independent elements αn uniformly

distributed with values αn ∈ (−π;π). The transmitted pilots were predefined orthogonal

Walsh-Hadamard sequences of 32 BPSK-modulated symbols, and the channel matrix was

independently generated for each simulation as a 4 × 4 complex random matrix. The UTs

performed the correlation between the received signal and the expected Walsh-Hadamard

sequences to obtain the CSI estimation. Then, we calculated the frequency drift between

consecutive pilots using (5.4) and applied the combination approaches described before. The

MAE between the resulting vectors after combination α̂, and the original phase drift α were

averaged over 10 thousand independent iterations and represented in Fig. 5.13.

As illustrated in Fig. 5.13, all the combination approaches considering (5.8) outperform

the Basic approach with a constant ratio over the EsN0 set of values. Numerically, the

accuracy improvement of each approach with respect to the basic one is 4.4% for the ”Best

estimation” approach, 1.2% for the ”Best receiver” approach, and 17.5% for the ”Weighted

average” approach.

5.4 Hardware Implementation

For the experimental validation, we employ the in-house developed MIMO end-to-end satellite

emulator based on SDR platforms. The proposed architecture consists of a multichannel GW

with precoding capabilities, a MIMO satellite ChEm, a set of independent UTs, and a return-

link emulator.

In general terms, the demonstrator can be described as follows. The GW subsystem

generates the data packets according to the DVB-S2X standard, using Superframe Format II

structure, and applies the selected precoding method: ZF, MMSE, or MMSE per-antenna

power-constrained (MMSE PAC). The ChEm replicates the whole forward link chain, from
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the intermediate frequency (IF) input of the gateway block up-converter, towards the low-

noise block down-converter IF output at the UT. It emulates the impairments present in the

GW, the payload, the downlink channel, and the UTs. The UT subsystems implement the

synchronization and decoding features in the DVB-S2X compliant receivers and perform the

CSI estimation. Finally, the return-link emulator allows each UT to send its estimated CSI

to the GW.

The GW, ChEm, and UT subsystems are being implemented using a set of SDR plat-

forms, specifically the USRP-2944R from National Instruments. The physical interfaces of

the channel emulator with the gateway and the user terminals are provided by the intercon-

nection of the 50-Ω ports of the SDRs, employing IF modulated signals. The SDR platforms

in the GW and the ChEm are synchronized with the same clock reference. This eliminates

any timing misalignment due to their LOs, allowing precise control of the time mismatch

according to the implemented impairment models.

All system components have been successfully tested considering a GEO satellite sce-

nario [288–290]. This includes the use of implementations of the GW and UTs subsystems

in the precoding validation over a live GEO link [290]. The testbed is upgraded by including

the PI controller and combine estimations blocks at the GW. The following subsections will

describe the implementation of these blocks.

5.4.1 PI Controller Implementation

The PI controller was implemented as an intellectual property block using Vivado HLS.

Figure 5.14 shows the resulting block in LABVIEW. As it can be appreciated, it has two

main inputs: gamma and fed. The first one is an array with the values of the proportional

KP and integral KI gains. The second input, fed, is the differential frequency or phase used

to calculate the output fnco, which is the compensation phase calculated by the PI controller.

Four block instances were connected in the GW’s USRP, as shown in Fig. 5.15. The

compensation calculated by the PI controller is applied to the superframe data streams by

the NCO blocks represented in the figure.

5.4.2 Combine Estimations Implementation

The ”Combine Estimations block” was implemented as a switch-case structure in the GW’s

Host PC. A drop-down menu at the user interface allows selecting the desired approach.
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Figure 5.14: PI controller block

Figure 5.15: PI controller used at the GW
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We added the option of manually setting the reference beam in addition to the previously

described methods: Basic approach, ”Best receiver,” ”Best estimation,” and ”Weighted av-

erage.” This can be appreciated in Fig. 5.16, which also contains an example of the carrier

frequency and phase offset matrices that the block uses as inputs to generate the correspond-

ing output vectors. Other parameters, such as the UTs SNR, the Weight Matrix Γ, and the

Reference Beam are displayed for debugging purposes.

Figure 5.16: GUI Combine Estimations

Fig. 5.17 to Fig. 5.20 show the implementation of the different combining estimation

approaches. In these figures, the inputs are in orange, while the outputs are in green. Due

to their simplicity, the Basic approach and the ”Best receiver” methods were implemented

using LABVIEW’s blocks. However, for the ”Best estimation” and the ”Weighted average”

cases, the Interface for MATLAB functionality allowed us to run the MATLAB functions

from LABVIEW.

5.5 Results

In this section, we evaluate the performance of the phase synchronization algorithm described

before. To that end, we set the MIMO end-to-end satellite test-bed to emulate a 4 × 4

precoding-enabled GEO satellite system.

As a first experiment, we set the phase noise mask (10 Hz; -75 dBc/Hz) in Fig. 4.3 for the
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Figure 5.17: Combine estimations: Basic approach implementation

Figure 5.18: Combine estimations: ”Best receiver” approach implementation
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Figure 5.19: Combine estimations: ”Best estimation” approach implementation

Figure 5.20: Combine estimations: ”Weighted average” approach implementation
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a)

b)

c)

Figure 5.21: Frequency and phase drift with LOs phase noise at the uplink and downlink: a)
Ideal case without LOs’ phase noise, b) Phase noise only in the uplink, c) Phase noise only
in the downlink.

LOs in the uplink and the downlink independently. Fig. 5.21 shows the differential frequency

and phase for beam one measured at the UT zero. These are the differential frequency

and phase measurements between beams zero and one. We included the ideal case in the

figure, where the LOs do not have phase noise, as a comparison baseline. Note that unlike

the downlink case (c)), the phase noise in the uplink channel (b)) does affect the system

performance.

The second experiment was designed to validate the design of the phase compensation

loop. In this case, we set the phase noise mask (10 Hz; -75 dBc/Hz) in the uplink and

analyzed the differential frequency and phase between beams zero and one measured at UT

zero. The results of this experiment are shown in Fig. 5.22. As it can be appreciated in the

figure, the first state of the proposed compensation loop reduces the frequency drift below

1 Hz. However, this is insufficient to stabilize the differential phase (see Fig. 5.22 c). Finally,

the differential phase is compensated when the fine synchronization state is enabled.
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a)

b)

c)

d)

Figure 5.22: Frequency and phase drift during the phase synchronization: a) Ideal case with-
out LOs’ phase noise, b) Phase noise in the uplink channel, phase compensation loop disabled,
c) Phase compensation loop enabled, working in the first state (frequency synchronization),
phase noise only in the uplink channel, d) Phase compensation loop enabled, working in the
second state (phase synchronization), phase noise only in the uplink channel.
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5.6 Conclusions of the Chapter

This chapter describes the design and implementation of the phase compensation loop re-

quired to enable the precoding technique in GEO scenarios. One key strength of the proposed

solution is its simplicity since it only requires small modifications to the previously considered

precoding implementations. Specifically, including a PI controller at the GW. Due to their

proven effectiveness, the PI controllers are very popular in industrial control systems.

Additionally, this study has proposed different approaches for using the UTs’ phase mea-

surements and compared its performance through Matlab simulations. The hardware im-

plementation of the compensation loop and the phase measurements combination was de-

scribed, as well as the implementation of the two-state phase noise model. These blocks were

integrated into the in-house developed MIMO end-to-end satellite emulator based on SDR

platforms to validate the performance of the proposed closed-loop synchronization method.
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Conclusions and Further Work

This PhD thesis has addressed the synchronization of CDSS. We assumed accurate time

synchronization and relative positioning among the satellites and focused our work on the

phase synchronization problems related to the implementation of cohesive transmission. The

study case used in this document was precoding-enabled multibeam satellite systems.

The most significant of these synchronization impairments is the phase noise of the LOs

in the satellite system. In this regard, the two-state phase noise model was implemented and

integrated into the channel emulator of the MIMO end-to-end satellite emulator. This makes

possible the evaluation of precoding techniques using a more realistic environment. Besides,

it allowed us to validate the results included in this thesis.

This document formally demonstrates that the uplink phase variations affect precoding

performance even when all the LOs share a single reference frequency. Previous works as-

sumed that using a single reference frequency was enough for multibeam satellite systems.

Additionally, we identified the individual contribution of each system element to the overall

synchronization uncertainties in practical precoding implementations. We compared the ro-

bustness to synchronization impairments of different precoding techniques such as MMSE,

ZF, and SLP. Besides, for linear and non-linear precoding, we formally demonstrated that

the UTs can track slow time variations in the channel as long as they equally affect all the

beams.

The compensation loop to mitigate these impairments was designed, implemented, and

integrated into the GW of the MIMO end-to-end satellite emulator. The solution has the

form of a closed-loop algorithm. It uses the periodical channel phase measurements sent to

the GW by the UTs as part of the traditional precoding implementation. The PI controller
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included in the GW calculates the compensation phase required to align the grades of all

the beams to the phase of the designated reference beam. The method works in two steps;

first, a rough synchronization state that can be described as a distributed FLL where the PI

controller uses the frequency offset among the beams. Then, there is a fine synchronization

state that can be described as a distributed PLL where the controller uses the differential

phase between beams.

Different approaches to combine the channel phase estimations obtained from the UTs

were explored. We considered: a basic approach, using only the UTs thermal noise; two other

selective methods named ”Best receiver” and ”Best estimation,” using the amplitude of the

channel estimated by the UTs and the thermal noise; and the weighted average combinatorial

approach.

The compensation loop and the combine estimations hardware implementations were

used in an experiment to assess the feasibility of the precoding techniques for GEO satellite

systems.

6.1 Future Works

This PhD thesis can be seen as a first approach to the challenging topic of synchronization of

CDSSs. There are still several open challenges to make cohesive transmission and reception

from space something widespread. Hereby, we name some of them:

Relaxing the time synchronization and positioning alignment assumptions:

The analysis in this thesis assumed accurate time synchronization and relative positioning

among the satellites. Some algorithms to achieve these requirements were included in chapter

2. However, the selection of the specific algorithms and their combination with the phase

synchronization method proposed in this thesis is still missing. Additionally, the analysis

of the performance of the proposed solution for different levels of time synchronization and

position alignment accuracy can be another extension of this research.

Open-loop phase synchronization scheme: The closed-loop synchronization method

proposed in chapter 5 was designed for a precoding-enabled DSS, which requires the channel

estimation from the UTs. However, this may not be the case for other DSS where open-

loop phase synchronization methods may be more suitable. Achieving phase synchronization

without the receiver’s feedback is a possible extension of this thesis.



Considering the resources constraint of small satellites: Further research direc-

tions may consider the design of the phase synchronization under the resource constraint of

small satellites. Some of the intrinsic characteristics of small satellites make challenging ac-

curate phase synchronization. For instance, limited onboard resources and communications

capabilities, low stability of the clock, and the difficulty in having precise attitude determi-

nation and control due to their size and weight. Conversely, the inter-satellite distance that

can be achieved with small spacecraft DSS, from a few meters to several kilometers, makes

possible synchronization methods that are not feasible when the satellites are separated by

hundred or thousand kilometers. Then, the design of an accurate phase synchronization

technique considering these aspects is still an open challenge.



Appendix A

Proof of theorems in chapter 3

A.1 Proof of Theorem 6

We start from the definition of Qr by recalling that

QT
r Qr = [A−1]Tr,r[H̄

†]Tr [H̄
†]r[A

−1]r,r (A.1)

Therefore, we can obtain

pTQT
r Qr p ≥ λmin

(
[H̄†]Tr [H̄

†]r

)
× pT[A−1]Tr,r[A

−1]r,r p,

(A.2)

where λmin(·) denotes the maximum eigenvalue. In addition,

λmin

(
[H̄†]Tr [H̄

†]r

)
= λmin

(
[H̄†TH̄†]r,r

)
= λmin

(
[(H̄H̄T)−1]r,r

)
≜ λ.

(A.3)

Since H̄ is full column rank, it follows that H̄TH̄ ≻ 0, and hence (H̄H̄T)−1 ≻ 0. Due to the

fact that removing rows and columns of a matrix does not affect its positive/negative defi-

niteness, we further conclude that [(H̄H̄T)−1]r,r ≻ 0, and thus, all its eigenvalues, including

the minimum one, are positive. Therefore, we always have λ > 0. Consequently, using (A.2),
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we can obtain a lower bound on τ2 as

τ2 = min
p∈S2L−1

1

2L
pTQT

r Qr p

≥ min
p∈S2L−1

λ

2L
pT[A−1]Tr,r[A

−1]r,r p

= min
p∈S2L−1

λ

2L
pT[A−T A−1]r,r p,

(A.4)

where the last equality can easily be verified by exploiting the block-diagonal structure of A.

In order to derive an explicit expression for the lower bound in (A.4), one needs to solve the

following constrained minimization problem:

P1 : min
p∈S2L−1

pT[(AAT)−1]r,r p. (A.5)

Using the definition of S2L−1, the problem P1 can be rewritten as

P1 : min
p

pT[(AAT)−1]r,r p

s.t. pT1 = 1

p ⪰ 0.

(A.6)

Let us first consider a relaxation of (A.6) by ignoring the non-negativity constraints, i.e.,

P2 : min
p

pT[(AAT)−1]r,r p

s.t. pT1 = 1

(A.7)

Since the matrixA has a block-diagonal structure, we can writeAAT = blkdiag
(
A1A

T
1 , ...,AKAT

K

)
.

Accordingly, (AAT)−1 = blkdiag
(
(A1A

T
1 )

−1, ..., (AKAT
K)−1

)
, and thus

[(AAT)−1]r,r = blkdiag
(
(A1A

T
1 )

−1, ..., (ALA
T
L)

−1
)
. (A.8)



Similarly, we can partition p as p = [p1, ...,pL]
T such that for any l ∈ {1, ..., L}, pl ∈ R2

corresponds to the block AlA
T
l in AAT. As a result, the problem P2 can be recast as

P2 : min
{pl}Ll=1

L∑
l=1

pT
l (AlA

T
l )

−1 pl

s.t. 1T
L∑
l=1

pl = 1

(A.9)

Applying the method of Lagrange multipliers, we can obtain the Lagrangian of (A.9) as

L(p1, ...,pL, µ)=

L∑
l=1

pT
l (AlA

T
l )

−1pl+µ

(
1T

L∑
l=1

pl−1

)
, (A.10)

where µ denotes the Lagrange multiplier. From (A.10), by taking partial derivative with

respect to pl, it follows that

∂L(p1, ...,pL, µ)

∂pl
= 2(AlA

T
l )

−1pl + µ1, (A.11)

Equating (A.11) to zero, we obtain

p∗
l = −

1

2
µ∗ AlA

T
l 1, (A.12)

Substituting (A.12) for pl in the constraint of P2 results in

1 = −1

2
1T

L∑
l=1

µ∗ AlA
T
l 1

= −1

2
µ∗

L∑
l=1

1TAlA
T
l 1

= −µ∗
L∑
l=1

1 + cosϕl,

(A.13)

From (A.13), we obtain

µ∗ =
−1∑L

l=1 1 + cosϕl
(A.14)

By replacing µ∗ in (A.12), the optimal solution to P2 is obtained by

p∗
l =

1 + cosϕl

2
∑L

l=1 1 + cosϕl
1, (A.15)



It is immediate from (A.15) that p∗
l ⪰ 0 for all l = 1, 2, ..., L. Therefore, p∗ = [p∗

1, ...,p
∗
L]

T is

also a feasible (and clearly the optimal) solution to the problem P1. Thus, problems P1 and

P2 are equivalent. The optimum of P1 can then be computed by substituting (A.15) in the

objective function of P2, which yields

L∑
l=1

p∗T
l (AlA

T
l )

−1 p∗
l =

1

2

(
1

L+
∑L

l=1 cosϕl

)
. (A.16)

Finally, plugging(A.16) into (A.4), gives the following positive lower bound on τ2:

τ2 ≥ λ

2L

(
1

L+
∑L

l=1 cosϕl

)
≜ τ2min. (A.17)

A.2 Proof of Theorem 7

Using the lower bound τ2min provided in (A.17), the regularizing function can be evaluated as

f(H̄,X) =
λ

2
E

{
1

L2 + L
∑L

l=1 cosϕl

}
. (A.18)

The reciprocal form of the expectation’s argument in (A.18) is nonlinear in both L and cosϕl,

which makes the expectation computationally intractable. Denoting Φ ≜ L2 + L
∑L

l=1 cosϕl

and using the Taylor expansion of E{1/Φ} around E{Φ}, we can obtain an approximation

for the regularizing function as

f(H̄,X) ≈ λ

2

(
1

E {Φ}
+O

(
1

E {Φ}3

))
. (A.19)

Next, we can write E{Φ} as

E{Φ} = E
{
L2
}
+ E

{
L

L∑
l=1

cosϕl

}
(A.20)

Recall that L is a binomial random process with a success rateMb/M ≜ β over a total number

of K trials. Hence E{L} = Kβ, Var{L} = Kβ(1− β), and E{L2} = Kβ(1− β) +K2β2. On



the other hand, the second expectation in the right-hand side of (A.20) is obtained as

E

{
L

L∑
l=1

cosϕl

}

=

K∑
j=0

E

{
L

L∑
l=1

cosϕl

∣∣∣∣L = j

}
Pr{L = j;K,β}

=
K∑
j=0

E

{
j

j∑
l=1

cosϕl

}
Pr{L = j;K,β}

= E {cosϕl}
K∑
j=0

j2 Pr{L = j;K,β}

= E {cosϕl}
(
Kβ(1− β) +K2β2

)
.

(A.21)

Consequently,

E{Φ} =
(
Kβ(1− β) +K2β2

)
(1 + E {cosϕl}) (A.22)

Due to the fact that E {Φ}3 ≈ O(K6), for moderately large values of K, it follows from

(A.19) and (A.22) that

f(H̄,X) ≈ λ
2

(
1

E {Φ}

)
=
λ

2

(
1

(Kβ(1− β) +K2β2)

)(
1

1 + E {cosϕl}

)
.

(A.23)

It is worth noting that Φ is strictly positive on [0, π), thus 1/Φ is strictly convex in the given

interval. As a result, based on the Jensen’s inequality, we have E{1/Φ} ≥ 1/E{Φ}, which

means that the approximation in (A.23) is in fact a lower bound on f(H̄,X).

We further remark that the expectation E {cosϕl} must be taken over symbol time. How-

ever, for a sufficiently large number of symbol periods, by a direct application of the law of

large numbers, this expectation can equally be taken over the constellation X, i.e.,

E{cosϕl} =
1

Mb

∑
i∈bd(X)

cosϕi. (A.24)

Replacing the expectation (A.24) in (A.23) yields the expression provided in Theorem 7.
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