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Abstract—Most current software systems involve processing
personal data, an activity that is regulated in Europe by the
general data protection regulation (GDPR) through data process-
ing agreements (DPAs). Developing compliant software requires
adhering to DPA-related requirements in GDPR. Verifying the
compliance of DPAs entirely manually is however time-consuming
and error-prone. In this paper, we propose an automation
strategy based on machine learning (ML) for checking GDPR
compliance in DPAs. Specifically, we create, based on existing
work, a comprehensive conceptual model that describes the
information types pertinent to DPA compliance. We then develop
an automated approach that detects breaches of compliance by
predicting the presence of these information types in DPAs. On
an evaluation set of 30 real DPAs, our approach detects 483 out
of 582 genuine violations while introducing 93 false violations,
achieving thereby a precision of 83.9% and recall of 83.0%. We
empirically compare our approach against an existing approach
which does not employ ML but relies on manually-defined rules.
Our results indicate that the two approaches perform on par.
Therefore, to select the right solution in a given context, we
discuss differentiating factors like the availability of annotated
data and legal experts, and adaptation to regulation changes.

Index Terms—Requirements Engineering (RE), Regulatory
Compliance, The General Data Protection Regulation (GDPR),
Data Processing Agreement (DPA), Machine Learning (ML),
Natural Language Processing (NLP).

I. INTRODUCTION

The exponential growth of artificial intelligence (AI) has
significantly impacted modern software systems. Integrating
AI technologies in software systems has enabled developing
new features that better capture users’ needs [1]. Intelligent
automation has led to remarkable improvements in diverse
application domains such as healthcare [2], transport [3],
manufacturing [4], and finance [5]. Much of the progress of
AI can be attributed, among other factors, to the increasing
availability of large datasets which are paramount to drive the
application of machine learning (ML), including the training of
complex neural networks [6]. Such data can in many cases be
personal, sensitive, or confidential. Handling massive amounts
of personal data in adherence to applicable laws has added an
additional burden on engineers to properly address legal re-
quirements as part of requirements engineering (RE) practice.

Developing legally compliant software requires specifying
explicit legal requirements. This task involves interpreting and
transforming the legislative text into such requirements. To
extract relevant information from regulations, requirements
engineers who understand the functions and properties of the
system-to-be should ideally collaborate with legal analysts

who understand the law. Even with legal expertise, the task is
still challenging, time-consuming and error-prone. First, regu-
lations typically use legal language which can be ambiguous
and is normally targeted at governing an entire industry, not
specific to a software system [7]. Second, regulations are often
composed of long articles and use complex natural language
(NL) structures, e.g., cross-references [8].

New regulations are being continuously enforced to address
concerns about privacy and data protection. In Europe, the
general data protection regulation (GDPR) is the data privacy
and security law effective since 2018. GDPR can affect any
organization as long as they collect or process personal data
of European residents [9]. This also impacts software systems
which process personal data. GDPR defines data processing
(the focus of this paper) as any operation performed on
personal data such as collecting, recording, storing, using, or
disclosing by transmission or dissemination (GDPR, Article
4(2)). Sanctions for violating GDPR can be substantial. Statis-
tics show that about 337 fines reaching up to 1 billion euros
were enforced due to non-compliance to GDPR [10].

The organization that collects personal data (known as
data controller) often delegates the processing to another
organization (known as data processor). According to GDPR,
individuals must be informed through privacy policies about
their rights and the terms of personal data handling. Privacy
policies are agreements between individuals and data con-
trollers. To further ensure that personal data remains protected,
the controller must also have a data processing agreement
(DPA) with the data processor. A DPA is a legally-binding
contract that lays out the obligations of a data processor
with regard to ensuring a secure processing and assisting
the controller in its responsibilities concerning personal data
protection. Such legal agreements are essential sources for
eliciting legal requirements concerning data processing and
are different from legal requirements that can be elicited from
privacy policies. While the former can be important for soft-
ware systems used directly by individuals, the latter regulates
software that processes personal data beyond individuals.

To illustrate, let institution X (the data controller) be an
online shopping firm that collects personal information from
customers including name, birth date, postal address, social
security and bank account numbers. X shares some customer
information (e.g., address) with another institution Y (a lo-
gistics firm) to manage the delivery of purchased items to
the customers. According to the DPA between X and Y,



(1) Y shall take measures in accordance with Art. 32 GDPR to protect the X’s 
Data from misuse, unauthorised access, disclosure, and transfer to any third 
parties unauthorised by X. Such measures shall contain: 

(a) Maintaining adequate access control mechanisms (e.g., two-factor 
authentication, password protection) covering any servers or files where X’s 
Data is stored; and b) Limiting access to X’s Data by Y’s directors and 
authorized employees only to the purpose stated in this Agreement; 

(2) Within 24 hours after Y becomes aware of any unauthorised use or disclosure 
of the X’s Data, Y shall promptly report the data breach incident to X.

(REQ-1) The [data] processor shall ensure that the persons authorised to process 
the personal data have committed themselves to confidentiality — Article 28(3)(b) 
and (REQ-2) notify the controller without undue delay […] data breach — Article 
33(2). (REQ-3) The notification of data breach shall include: (a) the nature of 
personal dat breach; […], and (d) the consequences of the breach, and (d) the 
measures taken or proposed to mitigate its effects — Article 33(3).

Excerpt from DPA

Applicable Requirements from GDPR

Fig. 1: Example of an excerpt DPA between Institution X (the
Controller) and Y (the Processor).

only authorized employees in Y must have access to such
information. Fig. 1 shows an excerpt from the DPA between
X and Y alongside the applicable provisions from GDPR. If Y
restricts access to authorized employees, but does not prevent
downloading customer files to a shared space accessible by
all its employees, such data is vulnerable to being leaked
accidentally or maliciously.

To avoid violating GDPR, the requirements engineers in Y
can leverage the DPA to specify explicit requirements about
the technical measures needed to secure a system’s data flow.
Thus, ensuring that the DPA provides complete processor’s
obligations is paramount to developing compliant software.
Fig. 1 shows at the bottom the legal actions for handling data
breach in GDPR, e.g., notifying the controller without undue
delay (REQ-2). The figure further shows on top an excerpt of
a DPA where the procedure is more detailed, e.g., reporting
the breach within 24 hours (sentence (2)). The requirements
engineers can translate the different DPA statements into
concrete legal requirements, e.g., encrypting data, disabling
downloads, and notification alerts.

Regulatory compliance has long been studied in RE [11]–
[14]. Existing work relies mostly on model-driven engineer-
ing [15], [16], restricted NL and predefined templates [17],
[18]. Automated approaches for enabling compliance checking
have also been investigated. Applied technologies include
semantic parsing [19], rule-based [20], natural language pro-
cessing (NLP) [21], ML [22], or a combination of the latter
two [23], [24]. The majority of existing work focuses on
the compliance and completeness of privacy policies against
several regulations including GDPR [25]–[28]. While a DPA
is yet another legal document imposed by GDPR, it contains
legal requirements that impact software systems throughout
the data processing activities beyond to what is exposed in
privacy policies. For instance, software must include stronger
authentication mechanisms to ensure data protection. In a
recent paper, Amaral et al. [29] propose eliciting DPA-related
requirements from GDPR and documenting them in NL as
“shall” requirements. The authors further develop a rule-based
automation (referred to as DERECHA) that verifies whether
DPAs satisfy GDPR requirements based on the semantics of
the DPAs’ textual content. Their approach suffers from two

drawbacks. First, using NL to represent GDPR requirements
makes these requirements prone to various quality issues
such as ambiguity and inconsistency. While NL facilitates
communication between legal experts and requirements en-
gineers during the elicitation phase, the latter might need to
handle emerging quality issues when managing the overall
requirements throughout the software development lifecycle.
Second, adapting rules to regulation changes would entail
major changes in the GDPR requirements and rule-based
system, making the significant involvement of legal experts
inevitable. It has been acknowledged that regulation changes
and understanding the impact of this change on the compliance
process is challenging [30]–[35].

To alleviate these drawbacks, we propose leveraging con-
ceptual modeling and a combination of ML and NLP. In
the regulatory compliance context, modeling helps define
structured domain knowledge from the regulation [36]. In our
work, we create a conceptual model that captures the semantics
of DPAs, including rights and obligations. We then utilize
NLP and ML to automatically classify the textual content of
DPAs according to the information types in our conceptual
model. Such classification is a prerequisite for detecting GDPR
breaches. Incorporating ML in the automated solution has
various practical benefits. Most notably, adapting the overall
solution to future regulation changes does not require the
intensive involvement of legal experts, in contrast to changing
rules. Information types that are no longer required can simply
be dropped from both the conceptual model and solution.
Introducing new information types, however, requires modi-
fying the conceptual model with the help of legal experts by
adding concepts and relationships. While the task is still not
trivial, it is less likely to lead to inconsistencies in comparison
to changing multiple NL requirements and the corresponding
rules. Then, for each new type, one must build a respective
ML classifier to be plugged into the solution. Compared to the
rule-based solution, however, ML requires creating annotated
datasets. Developing an ML-based solution is nonetheless
advantageous since examples of DPAs are available online and
new annotated datasets are required only occasionally (e.g.,
upon a regulation change). In other words, such an ML-based
solution would be practically advantageous in many contexts,
provided that it fares as accurately as its alternatives.
Contributions. The paper makes the following contributions:

(1) We create, building on existing work in RE [29], [37],
a holistic representation of DPA-related GDPR requirements
in the form of a conceptual model that contains a total of 63
information types capturing any content to be expected in a
GDPR-compliant DPA. We describe our model in Section IV.

(2) We devise an AI-enabled automation strategy for ver-
ifying the textual content of DPAs against the conceptual
model. Thereafter, we refer to our approach as DικAIo,
standing for DPA compliance checking using AI technologies.
Since compliance against regulations is often checked late in
the software development process [38], we aim to prevent
unnecessary costs by ensuring that the complete set of legal
requirements concerning data processing is captured at an
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early stage in RE. We describe the details of DικAIo in
Section V, and further discuss in Section VII the benefits of
applying ML compared with alternatives [29]. Our replication
package provides tool support and empirical data, including
our non-proprietary, annotated DPAs [39].

(3) We empirically evaluate DικAIo on 180 real DPAs
including a total of ≈ 50,000 sentences. As we elaborate in
Section VI-C, this dataset was curated as part of our work
using third-party (non-author) annotators who have a strong
background in law. On an evaluation set of 30 DPAs, DικAIo
detects 483 out of 582 actual genuine violations, while intro-
ducing 93 false violations, thus yielding a precision of 83.9%
and a recall of 83.0%. Though the overall performance of
DικAIo is comparable to that of DERECHA [29], the practical
benefits of ML, as highlighted above, makes it a more practical
solution in the long-term when regulation changes and access
to legal expertise is restricted.
Significance. The significance of our work is two-fold:
(1) Regulatory compliance regarding data processing is a
major concern for requirements engineers, particularly with
the new challenges arising from the widespread application of
artificial intelligence. We provide a novel, accurate approach
to assist both legal experts and requirements engineers in as-
sessing the completeness of DPAs against GDPR; (2) Existing
work does not investigate alternative approaches to address this
problem. We provide insights, based on a large case study,
about how the two main approaches compare.
Structure. The remainder of this paper is structured as follows.
Section II provides the necessary background. Section III
positions our work against related work. Section IV describes
our conceptual model. Section V presents DικAIo. Section VI
reports on our empirical evaluation. Section VII discusses
the practical considerations when devising an automation for
regulatory compliance. Section VIII addresses validity consid-
erations. Section IX concludes the paper.

II. BACKGROUND

In this section, we discuss the relevant background to our
compliance checking approach.
Machine Learning (ML). Text classification is a sub-field
of supervised ML where a classifier is built using labeled
datasets [40]. Each data point in the labeled dataset is a textual
fragment which is ascribed to a label from a predefined set of
labels. An example of text classification is the categorization
of news articles into different genres (politics, sport, etc.).
This is called multi-class classification. Binary classification
is a specific case where there are two predefined labels. When
a news article can be classified into multiple genres at the
same time, it is referred to as multi-label classification. Such
classification can be achieved by applying multiple binary
classifiers, e.g., each one addressing a genre such as “politics”
or “not politics”, “sport” or “not sport”.
Learning Features (LFs). Learning from text requires first
transforming the text into numerical representations. Tra-
ditional representation methods like bag-of-words represent
words by their frequency of occurrence [41]. More advanced

representation methods apply embeddings to encapsulate the
syntactic and semantic characteristics of the text [42]. Sev-
eral methods have been proposed for deriving words and
sentence embeddings, such as word2vec [43], GloVe [44],
and fasttext [45]. These embeddings are context-independent,
i.e., a word has always the same representation irrespective
of the context in which it appears. For example, the word
“bank” will have the same embedding regardless if it means
“a financial institution” or “the side of a river”. While such
representations might be limited in terms of semantic capa-
bilities, they are highly flexible since the embeddings can be
efficiently extracted for any text. In contrast, contextualized
embeddings are generated for each word depending on the
context in which it appears. Such methods rely on recent
large-scale language models [46]–[48] such as sentence-BERT
(SBERT) [49], which is a variant of BERT [50] that is
optimized for learning representations of sentences.
Imbalance Handling. Data imbalance occurs when one class
has significantly fewer training examples than the other class.
Imbalance can lead to building classifiers that mispredict in
favor of the majority class [51]. Imbalance can be handled
via random undersampling where the examples are randomly
removed from the majority class. An alternative is over-
sampling the minority class, which can be achieved via the
widely-applied (SMOTE) technique [52], that creates synthetic
examples using the k-nearest-neighbor approach [53].

III. RELATED WORK

In this section, we discuss related work on legal require-
ments representation and automated compliance checking.

Extracting and representing legal requirements from regu-
lations and regulated documents (e.g., privacy policies) are
extensively studied in the RE literature. In an early work,
Breaux et al. [17], [54], [55] apply semantic parameterization
for extracting rights and obligations from privacy regulations.
Semantic parameterization enables expressing NL domain
descriptions of goals as specifications in description logic. A
similar method is used by Binsbergen et al. [18] to formalize
norms. Hassan et al. [56] extract governance requirements
from the law and enterprise regulations and transform them
to formal specifications through logic models. Zeni et al. [13]
develop GaiusT tool that supports extracting legal require-
ments from regulations. The tool is based on textual semantic
annotation techniques where legal text is annotated based on
concepts defined in an ontology. A similar method has been
applied by Governatori et al. [57] to represent legal docu-
ments. Many approaches rely on model-driven engineering
methods [11], [15], [16], [37], [58]–[60]. Usman et al. [38]
provide insights into common practices and challenges when
checking and analysing regulatory compliance. They provide
an empirical evidence on the challenges experienced during
regulatory compliance. Other approaches propose extracting
descriptions of data practices from privacy policies through
manual means such as crowd-sourcing or the involvement do-
main experts [25], [26], [61], [62]. More recently, Abualhaija
et al. [8] propose using question-answering to assist engineers
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with retrieving compliance-relevant information requirements
from a regulation. Zasada et al. [63] evaluate the expressive-
ness and lexical complexity of compliance rule languages.

Automated means for checking compliance and complete-
ness of legal requirements have been also investigated in RE.
Hamdani et al. [64] present an automated GDPR compliance
checking approach that relies on NLP to extract data practices
from privacy policies and encodes GDPR rules to check the
presence of mandatory information. NLP technologies have
been utilized also for solving other problems, e.g., Bhatia
et al. [19] identify incompleteness in privacy policies, Lippi
et al. [20] automatically detect potentially unfair clauses in
online terms of service, and Sleimi et al. [21] extract semantic
metadata from legal requirements. Elluri et al. [65] automati-
cally analyze the compliance of privacy policies against GDPR
using BiLSTM multi-class classification and BERT. Torre et
al. [23] and Amaral et al. [24] describe an automated solution
which combines NLP and ML for the compliance verifica-
tion of privacy policies according to GDPR. More recently,
Rahman et al. [66] and Aborujilah et al. [67] presented ML-
based techniques to monitor users’ compliance with mobile
applications. Tesfay et al. [22] utilize ML for summarizing
privacy concerns in privacy notices to make such notices
more readable and comprehensible for non-experts. Harkous
et al. [27] introduce an automated framework based on neural
networks for analyzing privacy policies.

We distinguish our work from the above as follows:
(1) We concentrate our work on eliciting from GDPR the
legal requirements pertinent to DPA compliance. Compared
to the strand of research on privacy policies, we focus on
aspects of data protection regulations that must be addressed
when personal data is being subsequently shared between
the organizations which collect and process data. The legal
requirements imposed on data controllers (through privacy
policies) are different from those imposed on data processors
(through DPAs), the latter being the focus of our work. Con-
cretely, we use conceptual modeling, as commonly done in RE
in other contexts, to represent the DPA-related requirements
in GDPR. Our work extends the conceptual model presented
in [37] with additional information types derived from the
requirements provided by Amaral et al. [29].
(2) With regard to automating the compliance checking, many
approaches in RE apply NLP technologies or ML. The closest
to our work is DERECHA, an existing approach proposed by
Amaral et al. [29]. DERECHA is composed of executable rules
developed on top of requirements that are represented in NL
form. Driven by our motivation to address the limitations of
using NL representation and rules as discussed in Section I,
our work leverages a combination of NLP and ML. We discuss
the advantages of our approach over DERECHA in Section VII

IV. A CONCEPTUAL MODEL OF INFORMATION PERTINENT
TO DPA COMPLIANCE IN GDPR

Our work draws on two existing artifacts for checking
DPA compliance against GDPR. The first artifact (thereafter
referred to as A) [29] is a list of 45 compliance requirements

written in NL concerning data processing in GDPR. The
second artifact (thereafter referred to as B) [37] is a conceptual
model describing 45 information types that can be found in any
DPA. In our work, we aim to build a comprehensive conceptual
model that acts as an enabler for devising an automated
compliance checking approach using primarily ML. To do so,
we create a conceptual model by merging the two artifacts.

Fig. 2 shows the resulting conceptual model composed of
63 information types organized into four hierarchical levels:
level-1 (shaded grey), level-2 (shaded blue), level-3 (shaded
yellow), and level-4 (shaded white). Similar to the original
artifacts (A and B), we differentiate between mandatory and
optional information types. Mandatory information types orig-
inate directly from GDPR provisions, whereas optional types
are based on best practices. Missing a mandatory information
type leads to a non-compliant DPA, while missing an optional
information type raises a warning that the DPA does not follow
common practices. In our conceptual model, 33 of the infor-
mation types are mandatory (font in black) and 30 are optional
(font in blue). In the remainder of this paper, referring to an
information type implicitly implies the hierarchical label (e.g.,
referring to Data Breach implies Processor Obligation;Inform
Controller;Data Breach).

The figure further decomposes the conceptual model into
regions to highlight the source requirements from A used to
derive the information types in the model. Our method for
creating this conceptual model is as follows. We first identified
the information types in A using a qualitative method similar
to the one described by Amaral et al. [24]. For example, we
identify from REQ-2 (equivalent to R34 in A) and REQ-3
(equivalent to R28 in A) in Fig. 1 the hierarchical information
types: Processor Obligation, Inform Controller, Data Breach,
as well as the different compositions of Data Breach. We then
rely on trace links to the actual GDPR provisions associated
with A and B to map each requirement in A to an infor-
mation type in B. Since we consider additional information
from A, we adjust the specializations in B to extend the
model. For instance, in relation with the information types
listed above, we added the specialization Inform Controller
(see Fig. 2) to encapsulate other related requirements, e.g.,
Process without Instructions derived from R10. We applied
the following modes for deriving the final information types:
(i) one-to-one representation, e.g., R3 in A is represented as
the information type Processing Duration (region 2); (ii) one-
to-many representation, e.g., R28 in A is represented as the
four specializations of Data Breach (region 5); and (iii) many-
to-one representation, e.g., R12 and R32 in A are represented
as the information type Secure Processing (region 3).

To check the compliance of a DPA according to GDPR
provisions, we define a set of 37 criteria, of which 22 criteria
are concerned with mandatory information types and 15 are
concerned with optional ones. The criteria are defined on
the specializations since they can lead to violations in the
more generic information types. For instance, we define 18
criteria concerned with mandatory information types under
PO, including six coming from level-2 and 12 from level-3.
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Fig. 2: Conceptual Model of DPA Compliance-related Information in GDPR.

Each criterion verifies whether the DPA satisfies or violates
GDPR with respect to a particular information type. In our
context, a violation refers to an absent information type,
whether mandatory or optional. We denote a criterion using
the negation sign (¬) to refer to the absence of an information
type, e.g., the criterion ¬PD checks whether the DPA contains
any sentence related to Processing Duration (PD). If no
sentence is found, then the DPA violates GDPR. The list
of compliance criteria formulated based on the absence of
information types are listed in Table V in Section VI. The
conceptual model and the compliance criteria are the basis for
developing DικAIo, as we explain next.

V. AI-BASED DPA COMPLIANCE CHECKING APPROACH

Fig. 3 shows an overview of DικAIo, which is composed
of six steps, labeled 1 – 6. DικAIo takes as input a DPA
(see the excerpt in Fig. 1) and returns as output a report
with recommendations about the DPA compliance. In Step 1,
we preprocess the DPA using an NLP pipeline. In Step 2,
we transform the text into embeddings. In Step 3, we use
a large dataset of manually-annotated DPAs to train a ML
classifier. In Step 4, we use ML to classify the text in the
input DPA according to the information types in Fig. 2. In
Step 5, we use cosine similarity to classify the text according
to GDPR requirements presented in [29]. Finally, in Step 6,
we combine the classification results from Steps 4 and 5 to
generate recommendations about whether the input DPA is
compliant. We elaborate these steps next.
Step 1: Preprocess Text. In this step, we parse the input DPA
using an NLP pipeline of three modules, namely tokenization,
sentence splitting and lemmatization. The first two modules
obtain the sentences, whereas the last one is used to normalize
the text since it identifies the canonical forms of the words,
e.g., “applied” becomes “apply”. The normalized sentences are
then passed on to the next step.

Step 2: Extract Features. Step 2 transforms the sentences
from Step 1 into embeddings. Embeddings represent the learn-
ing features which are a prerequisite for using ML-based and
similarity-based classification. As we discuss in Section VI,
we experiment with four alternative methods for generating the
embeddings. These alternatives include the pre-trained models
from word2vec [43], GloVe [44], fasttext [45] which generate
300-dimensional vectors for each word, and SBERT [49]
which generates 768-dimensional vectors. SBERT produces
sentence embeddings directly, accounting for the context in
which the words occur. To compute the sentence embeddings
corresponding to the three remaining alternatives, we take the
average of the words embeddings in the sentence following
common practices [24], [68].

The sentence embeddings in the input DPA are used in
Step 4 for predicting the information types in each sentence
and in Step 5 for computing the semantic similarity against
GDPR requirements. Steps 1 and 2 are also performed on the
training data to generate the embeddings needed to train the
ML classifiers in Step 3.
Step 3: Train ML Classifier. We use feature embeddings
from Step 2 to train an ML classifier on a large set of
manually-annotated DPAs. We discuss the annotation process
in Section VI-C. In this step, we train a binary classifier
for each information type in Fig. 2 to achieve multi-label
classification since the same text in a DPA can be about
multiple information types.

To train each binary classifier, we use as positive examples
all sentences that are annotated with a particular information
type (e.g., Personal Data Security) and as negative examples
all other sentences excluding the ones ascribed to that informa-
tion type (e.g., all but Personal Data Security). The resulting
training dataset for each information type was, as expected,
highly skewed with significantly more negative examples than
positive examples. We restrict ML only for those information
types that have at least 20 positive examples, noting that
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Fig. 3: Overview of DικAIo.
our preliminary experiments showed poor performance for
information types with less than 20 positive examples. Inspired
by existing work [69], we oversample the positive examples
to match the maximum number of positive examples among
information types. We then undersample the negative examples
to obtain a balanced dataset. The classifiers are trained on a
feature matrix in which each row corresponds to a sentence
and the columns are the sentence embeddings extracted in
Step 2. The binary classes that a classifier predicts indicate
the presence or absence of an information type in a sentence.
The trained ML classifiers are fed into Step 4.
Step 4: Classify using ML. In Step 4, we first loop over
the sentence embeddings from Step 2 generated for the input
DPA. We then apply each binary classifier created in Step 3
to predict in each sentence whether a particular information
type is present or not. For example, one ML classifier predicts
that the information type Personal Data Security is present
in sentence (1) in Fig. 1. The labels predicted by the ML
classifiers for each sentence are then passed on to Step 6.
Step 5: Classify using Similarity. In this step, we use semantic
similarity to predict the presence of an information type in a
sentence. In particular, we compute the cosine similarity [41]
between the embeddings of each sentence in the input DPA
and the embeddings of the GDPR requirements related to
DPA compliance [29]. The corresponding embeddings for
each GDPR requirement is generated via the same process
described earlier in Steps 1 and 2. The motivation behind
Step 5 is to predict the information types with too few positive
examples to effectively train ML classifiers. To increase the
confidence of the prediction in Step 6, we apply similarity-
based classification on all information types.

We predict an information type using semantic similarity
as follows. We first loop over the sentences in the input
DPA. We then loop over each GDPR requirement. For each
sentence and GDPR requirement, we compute the cosine
similarity of their respective embeddings. If the similarity
value is above a certain threshold, the sentence is deemed
similar to the requirement. We assign an information type to
the sentence based on the mapping to GDPR requirements,
as illustrated in Fig. 2. For example, sentence (1) in Fig. 1
has a similarity value of 0.52 with the requirement R27 [29]
which states that “[...] measures to ensure a level of security
can include: (a) pseudonymization and encryption [...]”. The
similarity-based classifier predicts the presence of Personal
Data Security (DS) in the sentence since R27 is mapped to DS.
An alternative for realizing this step is to group the training
data under one information type and measure the similarity of

the sentence in the input DPA against the average embedding
of all sentences in that group. Again, if the similarity is
greater than a threshold, the sentence will be assigned the
same information type as the group in the training data. We
plan to experiment with this alternative in future work.

According to results from preliminary experiments, we
select 0.5 as the threshold value as it produced, on average, the
best results across all requirements. Note that it might be ben-
eficial to define different thresholds for different requirements
since the sentences corresponding to the requirements in the
DPA can contain more content than is needed to comply with
the requirement. Such additional content can indeed reduce
the similarity between the compliant sentence and its relevant
requirement. However, we find the threshold we selected in
our work to be sufficient since the purpose of DικAIo is
to identify the presence of information types in at least one
sentence in the DPA. The predictions made in this step are
passed on to Step 6.
Step 6: Verify Compliance. Step 6 combines the labels
predicted in Steps 4 and 5 to conclude a final prediction
about the presence of information types in the input DPA,
thus determining its compliance. Step 6 concludes that an
information type (I) is present in a given sentence (s) only
if both ML and similarity-based classifiers predict I in s. For
example, the final prediction for the sentence mentioned in
Step 4 will be Personal Data Security since this information
type is predicted by both the ML classifier in Step 4 and the
similarity-based classifier in Step 5.

The output of DικAIo is generated at a DPA level as
follows: If I is predicted in at least one sentence, then I is
present in the DPA. Otherwise, I is absent. DικAIo produces
as output a set of violations corresponding to mandatory or op-
tional information types found to be absent in the input DPA.

VI. EMPIRICAL EVALUATION

In this section, we empirically evaluate DικAIo.

A. Research Questions (RQs)
RQ1. Which ML classification algorithm yields the most
accurate results for identifying GDPR-relevant information
types in DPAs? Step 4 of DικAIo, which builds an ML
classifier for identifying the information types present in a
given DPA, can be implemented using several alternative clas-
sification algorithms and learning features. RQ1 investigates
the accuracy of these alternative classifiers. The most accurate
classifier is used to answer the subsequent RQs.
RQ2. How accurate is DικAIo in identifying information
types in practice? Considering the best-performing ML

6



TABLE I: Data Collection Results.

I (mandatory types are in bold) T E

Sentences Sentences DPAs

Controller 62 20 16
Processor 97 40 27
Data Subject Types 67 56 26
Processing Duration 115 22 17
Data Processing Purpose 136 34 27
Personal Data Category 75 37 27
Processor Obligation 2680 725 29
Controller Right 17 3 3
Controller Obligation 27 5 5
Personal Data Security 1085 462 24
Personal Data Transfer 66 20 20
Data Processing Impact Analysis 4 3 1

classifier from RQ1, RQ2 assesses the accuracy of DικAIo
on unseen DPAs. To draw conclusions about the usefulness
of devising a hybrid classification method (i.e., combining
ML with semantic similarity), RQ2 further compares DικAIo
against a baseline that uses only ML.
RQ3. How accurate is DικAIo in detecting GDPR vio-
lations in DPAs? In RQ3, we evaluate how well our ap-
proach detects GDPR violations in DPAs. We further compare
DικAIo, which combines conceptual modeling with ML,
against DERECHA, a rule-based automated approach working
on GDPR requirements expressed in NL [29]. RQ3 aims to
pave the way for discussing the advantages and drawbacks of
these approaches, including their application from a practical
standpoint, as elaborated in Section VII.

B. Implementation Details

We implemented DικAIo using both Java 8.0 and Python
3.8. Different steps rely on different technologies (displayed
in Fig. 3), as described next. In Step 1, we use the DKPro
1.10 toolkit [70] for operationalizing the NLP pipeline. In
Step 2, we extract the sentence embeddings from SBERT [49]
using the paraphrase-MPNet-base-v2 model [71]. This model
is available in the Transformers 4.6.1 library [72] pro-
vided by Hugging Face (https://huggingface.co/) and operated
in PyTorch [73]. We employ WEKA 3.9.6 [74], [75] in
Steps 3 and 4 and implement cosine similarity [41] in Step 5.

C. Data Collection and Preparation

Our data collection focused on procuring a large set of
DPAs and manually annotate them with the information types
described in the conceptual model of Fig. 2. We collected a
total of 180 DPAs, of which 50 were obtained from online
sources and 130 were provided by our industry collaborator
(name redacted for double-blind review). Data collection was
performed by three third-party annotators (non-authors). All
annotators are law students and went through a half-day
training on GDPR compliance. The annotators produced their
annotations over a four-month period, during which they
declared an average of 165 hours. To mitigate fatigue, the
annotation was organized in three batches, and the annotators
were encouraged to restrict their work to two hours at a time.

For better understandability, we also shared with the an-
notators the original DPAs and the DPA-relevant compliance
requirements in GDPR, presented in existing work [29].
Given their background in law, the annotators found it more
efficient to read through textual requirements derived from
GDPR instead of learning the definitions of the information
types in our conceptual model. The four hierarchical levels
of the information types in our conceptual model increase
the learning duration expected by the annotators. As another
measure of fatigue mitigation, we shared CSV files containing
automatically generated sentences for each DPA where the
annotators could select from a drop list next to each sentence
up to three requirements that the sentence satisfies. We also
included an additional column of free text where the annotators
could add remarks, e.g., when a sentence satisfies more than
three requirements.

The annotators were instructed to examine each sentence
in the DPA and select all requirements that are satisfied by
the sentence. As a quality measure, we compute the interrater
agreement using Cohen’s Kappa (κ) [76] on a subset of ≈10%,
consisting of DPAs that were independently analyzed by two
annotators. The interrater agreement is computed for level-1
information types only. The average κ value across pair-wise
agreements of the annotations is 0.78, indicating “substantial
agreement” [77]. The disagreements were discussed and re-
solved by the annotators.

The overall document collection resulted in analyzing
≈50,000 sentences, out of which about 4000 (≈8%) are
ascribed to at least one information type. We randomly parti-
tioned the analyzed DPAs into 150 DPAs (≈85%) used for
training the ML classifiers in our approach, and 30 DPAs
(≈15%) used for evaluation. Hereafter, we refer to the training
dataset as T , and the evaluation set as E . Table I provides
overall statistics about our data collection. For each level-1
information type (I), the table lists the number of sentences
ascribed with I in T and E . Note that the sentences are
not mutually exclusive since one sentence can simultaneously
satisfy multiple information types. The table further shows
the number of DPAs in E where I is present. For example,
four sentences are available in T about Data Processing
Impact Analysis, three sentences are available in E , and this
information type is present only in one DPA in E .

D. Evaluation Procedure

To answer our RQs, we conduct the experiments below.
EXPI. This experiment addresses RQ1. In EXPI, we evaluate
the different alternative ML classifiers trained over different
learning features (LFs). EXPI examines six widely-applied ML
classification algorithms [78], namely decision tree (DT), feed-
forward neural network (FNN), Linear Discriminant Analysis
(LDA), logistic regression (LR), random forest (RF), and
support vector machine (SVM). We train each ML classifier
over different LFs. The first three LFs are based on the
pre-trained embeddings from word2vec (LF1), GloVe (LF2),
fasttext (LF3), whereas the last one (LF4) is based on the
sentence embeddings extracted from SBERT. More details
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TABLE II: Accuracy of Alternative ML Classifiers for Identifying Information Types (RQ1).
DT FNN LDA LR RF SVM

P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

LF1 67.4 73.5 69.0 71.8 74.1 72.5 69.5 76.3 71.4 69.6 74.8 71.1 73.8 74.9 74.1 76.6 82.8 78.7

LF2 67.0 73.6 68.6 70.5 72.9 71.2 67.5 73.1 69.0 68.3 72.8 69.5 72.9 73.9 73.2 75.7 82.2 77.9

LF3 66.7 69.5 67.4 70.6 72.3 71.1 70.3 75.0 71.6 67.8 71.9 68.9 71.2 72.6 72.6 74.8 80.9 76.8

LF4 75.2 80.0 76.8 81.7 80.2 81.1 82.4 82.9 82.6 79.5 79.5 79.5 80.7 82.0 81.2 83.8 86.2 84.7

LF1 – LF4: embeddings from word2vec, GloVe, fasttext, and SBERT, respectively.

on the ML classifiers and LFs can be found in Section II.
Over the training set T , we tune the hyperparameters [79] to
optimize the accuracy of each alternative and further evaluate
the alternative classifiers using ten-fold cross-validation.

To compare the classifiers, we define, for each information
type I, true positives (TPs) as the sentences correctly classified
as I, false positives (FPs) as the sentences that are falsely
predicted as I, and false negatives (FNs) as the sentences that
should be predicted as I but are missed by the classifier. For
each alternative classifier and LF, we aggregate the resulting
TPs, FPs, and FNs for all information types and then compute
the overall precision (P), recall (R) and F1 measure as: P =
|TP |/(|TP |+ |FP |), R = |TP |/(|TP |+ |FN |), and F1 =
2 ∗ P ∗R/(P +R).
EXPII. This experiment answers RQ2. Given the best-
performing alternative from EXPI, EXPII assesses how well
DικAIo can identify information types on the unseen DPAs
in our evaluation set, E . To evaluate DικAIo, we redefine TP,
FP, and FN to better fit the context of compliance checking, as
follows: TPs are DPAs where DικAIo correctly predicts the
presence of I, i.e., at least one sentence is about I. FPs are
DPAs where DικAIo falsely assumes the presence of I, i.e.,
DικAIo identifies at least one sentence for an absent I in the
DPA. Finally, FNs are DPAs where DικAIo falsely predicts
the absence of I, i.e., DικAIo does not find any sentence
about I. We then report P, R, and F1, computed as in EXPI.
We further compare DικAIo against a baseline that uses ML
only. The baseline is built according to Step 3 in DικAIo (see
Fig. 3) and used as in Step 4.
EXPIII. To address RQ3, we report in EXPIII the results
of DικAIo in detecting GDPR violations in the DPAs in E .
Recall from Section V that a violation corresponds to an absent
information type. To evaluate DικAIo in EXPIII, we define
TPs, FPs, and FNs in converse with EXPII. Concretely, a TP
is a genuine violation that is correctly detected by DικAIo.
Similarly, an FP is a violation that is falsely introduced by
DικAIo, and an FN is a violation that is missed by DικAIo.
We then compute P and R as in EXPI. EXPIII compares the
performance of DικAIo on the same evaluation set against a
reference approach from the RE literature (DERECHA) [29].

E. Answers to the RQs

RQ1. Table II reports the accuracy of 24 ML-based alterna-
tives considered in our study for identifying information types
in DPAs. Recall from Section II that LF1, LF2, and LF3 are
context-independent embeddings, in contrast to LF4 which

TABLE III: Results of Information Type Identification (RQ2).

Solution I TPs FPs FNs TNs P R F1

Hybrid†
Mandatory 368 93 69 130 79.8 84.2 82.0
Optional 60 11 25 354 84.5 70.6 76.9

Summary 428 104 94 484 80.5 82.0 81.2

ML
Mandatory 332 118 105 105 73.8 76.0 74.9
Optional 52 21 33 344 71.2 61.2 65.8

Summary 384 139 138 449 73.4 73.6 73.5
† Our approach combines ML with semantic similarity.

provides contextual embeddings. The table shows that LF1,
LF2, and LF3 yield similar accuracy across the different ML
alternatives, with an average F1 of 72.8%, 71.6%, and 71.4%,
respectively. Since such embeddings learn similar information
from text without any consideration of context, varying the
source from which these embeddings are extracted has little
impact on the accuracy of the ML classifiers in our study.
Training over LF4, in contrast, significantly improves the
accuracy, reaching an average F1 of 81.0%. LF4 yields an
average gain in F1 of 8.2 percentage points (pp), 9.4 pp, and
9.6 pp compared to LF1, LF2, and LF3, respectively. The
768-dimensional embeddings in LF4 enable obtaining more
knowledge about syntax and semantics in comparison with
the 300-dimensional LF1 – LF3 embeddings.

Focusing on LF4, Table II shows that SVM outperforms al-
ternative classifiers across all three metrics. Pair-wise analysis
using a paired t-test [80] shows statistical significance in favor
of SVM (p − value < 0.05). Our results are not surprising
considering the robust performance of SVM reported in the
RE literature [68], [81], [82]. While RF is often reported to
perform on par with SVM, our results rather show that LDA
is comparable to SVM, with an average loss of 2.1 pp in F1.
LDA has been investigated in diverse contexts and achieved
promising results [83]–[85].

The answer to RQ1: SVM trained over LF4 is the best-
performing alternative for identifying information types in
DPAs, with an average precision of 83.8% and recall of 86.2%.
We answer the subsequent RQs using this alternative.
RQ2. Table III lists the results of DικAIo compared with
a baseline that uses ML only (discussed in Section VI-D)
for identifying the information types in DPAs. Note that the
baseline is only applicable to information types with more
than 20 positive examples (see Step 3 in Section V) and thus
it has zero precision and recall for other information types. In
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TABLE IV: Accuracy per Information Type (RQ2)
.

I P R I P R I P R

PD 61.1 64.7 CN 88.9 92.3 RL 81.8 81.8
PP 91.7 81.5 SG 88.9 66.7 AR 66.7 88.9
DC 92.0 85.2 FO 91.7 95.7 AH 68.2 93.8
ST 92.0 88.5 CP 69.0 73.1 DS 84.2 66.7
GA 75.0 88.2 RD 90.5 94.4 IB 95.8 85.2
DC 73.9 89.5 IL 63.0 100 CC 75.0 95.5
PI 96.3 89.7 CM 86.7 100
WI 63.3 100 OG 76.0 86.4

1 Mandatory information types are in bold; See Fig. 2 for the full names.
2 Information types with zero precision and recall are omitted.

contrast, our approach is applicable to all information types.
Overall, the table shows that DικAIo extracts mandatory and
optional information types with an average F1 of 82.0% and
76.9%, respectively. DικAIo significantly outperforms the
baseline with a gain of ≈ 7 pp in F1 for identifying mandatory
types and ≈ 11 pp for identifying optional ones. The results in-
dicate the necessity of devising a hybrid classification method
to overcome the complexity of the hierarchical classification
problem which can be clearly seen in our conceptual model in
Fig. 2. This conclusion is in line with the RE literature [24].

In Table IV, we provide a breakdown of the results for each
information type (I). We note that the automated analysis
in this paper excludes the identity and contact details of
Controller and Processor. The reason is that such details are
often mentioned in the same sentence at the beginning of a
DPA. Automated means such as named entity recognition or
regular expressions are thus not adequate for differentiating
Controller from Processor. Such details, which are often
known to the human analyst, can be provided as input to
DικAIo in order to enable their automatic detection.

We obtained zero precision and recall for 15 information
types, three of which are mandatory, the remaining ones being
optional. For better readability, we omit these information
types from Table IV. The reason for the low performance
on these information types is the very few training examples
in our dataset to develop accurate ML classifiers. As shown
earlier in Table I, optional information types have substantially
fewer examples compared to mandatory ones. The only excep-
tion is Personal Data Security which captures the technical
measures to ensure the level of security that a DPA must
include, often expressed in a list spanning multiple sentences.
Consequently, our approach tends to systematically predict
these information types as absent. We elaborate in RQ3 the
impact of these results on the compliance verification.

The answer to RQ2: DικAIo identifies information types
in DPAs with an average precision, recall, and F1 of 80.5%,
82.0%, and 81.2%, respectively.
RQ3. Table V shows the results of DικAIo in detecting
violations according to the list of compliance criteria. Re-
call from Section IV that a violation is related to missing
mandatory or optional information types. Overall, DικAIo
identifies GDPR violations in DPAs with an average precision
of ≈84% and recall of 83%. Following the above discussion
in RQ2, the information types wrongly predicted as absent
by DικAIo resulted in a perfect recall for 15 criteria. These

criteria correspond to three missing mandatory information
types and 12 missing optional ones as can be seen from
Table V. However, the average precision achieved by DικAIo
for the exact same criteria is ≈94.0%. The precision for
detecting absent mandatory information types only is ≈84.5%.
Such results show that these information types are often left
out from the DPAs and are thus actually absent. Pinpointing
the absence of mandatory types is essential in our context.
Warning the user about missing optional types can also be
informative as they capture best practices. For the remaining
criteria, we analyze the root causes of errors (both FPs and
FNs) made by DικAIo and provide our conclusions below.
* Complex text: Some information types are expressed in com-
plex sentences which can be formulated in a different way than
the corresponding GDPR requirement. Though mandatory, this
information type is often a part of even a longer sentence. For
example, the sentence “The provider shall process client data
only on the written instructions of the client as specified in the
services agreement and this addendum includes with regard to
transfer of personal data to third country or an international
organization as set forth in Article 6(1). . .” describes a
complex text containing multiple information types, among
which is Process Without Instructions. Thus, considering the
entire sentence as the unit of analysis negatively affects both
the ML training and the measurement of semantic similarity.
Examples on this error include the 11 FNs in ¬WI.
* Similar information types: Some information types are
very similar. Consequently, the automated classification does
not properly distinguish them, leading to false violations.
Examples include the FPs and FNs in ¬CP and ¬CM.
DERECHA [29], which solves the same problem, has a

precision of 89.1% and recall of 82.4%. DικAIo achieves
a slightly higher recall with a gain of 0.6 pp at the cost
of a drop in precision of ≈5 pp. Our analysis shows that
DERECHA performs slightly better in verifying most of the
criteria concerned with information types that have <100
positive examples in our training set. Conversely, DικAIo
performs better when there is a sufficient number of examples.
ML is not expected to fare well in such situations, thus making
the two approaches complementary. Both approaches trigger
FPs and FNs which entail the need for manual work by a
human analyst to correct them. While too many FPs might
require the analyst to review the entire DPA, filtering out FNs
can also be effort-intensive if many sentences are found to be
about a particular information type.

Though neither approaches provide a perfect precision or
recall, such an automation is meant to assist the human analyst
in compliance checking. DικAIo can be used, for example,
to categorize the content of the DPA into a set of pre-defined
information types, helping thereby the analyst to quickly
browse through the DPA text and decide about its compliance.
The time needed by DικAIo to analyze the longest DPA in
our collection (with 600 sentences) is ≈12 minutes, which
is practical since the approach is typically applied offline. In
Section VII, we reflect on the benefits of using ML in contrast
with defining rules in our context.
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TABLE V: Accuracy of our Compliance Checking Approach (RQ3).

ID TPs FPs FNs P R ID TPs FPs FNs P R ID TPs FPs FNs P R ID TPs FPs FNs P R

¬PD 6 6 7 50.0 46.2 ¬SG 4 8 2 33.3 66.7 ¬OG 2 3 6 40.0 25.0 ¬DP 28 2 0 93.3 100
¬PP 1 5 2 16.7 33.3 ¬FO 5 1 2 83.3 71.4 ¬RL 4 4 4 50.0 50.0 ¬AC 26 4 0 86.7 100
¬DC 1 4 2 20.0 33.3 ¬ES 26 4 0 86.7 100 ¬AR 4 2 8 66.7 33.3 ¬SP 29 1 0 96.7 100
¬ST 2 3 2 40.0 50.0 ¬NB 23 7 0 76.7 100 ¬TN 27 3 0 90.0 100 ¬SC 30 0 0 100 100
¬GA 8 2 5 80.0 61.5 ¬CP 0 1 9 0.0 0.0 ¬DS 3 8 3 27.3 50.0 ¬SV 30 0 0 100 100
¬PC 5 2 6 71.4 45.5 ¬CU 27 3 0 90.0 100 ¬BR 2 4 1 33.3 66.7 ¬DG 30 0 0 100 100
¬PI 0 3 1 0.0 0.0 ¬RD 2 7 2 22.2 50.0 ¬IA 29 1 0 96.7 100 ¬DB 30 0 0 100 100
¬WI 0 0 11 0.0 0.0 ¬IL 2 1 10 66.7 16.7 ¬CC 0 0 2 0.0 0.0 ¬RV 30 0 0 100 100
¬CN 1 2 3 33.3 25.0 ¬CM 0 0 4 0.0 0.0 ¬IB 29 1 0 96.7 100 ¬AD 30 0 0 100 100
¬AH 7 1 7 87.5 50.0 Summary TPs = 483 FPs = 93 FNs = 99 P = 83.9% R = 83.0%

We use the negation sign (¬) to refer to the absence of an information type; criteria concerning mandatory information types are in bold.

The answer to RQ3: DικAIo correctly detects 483 out of
582 genuine violations, while introducing 93 false violations.
This corresponds to a precision of 83.9% and a recall of
83.0%. These results are comparable with the ones achieved
by DERECHA [29].

VII. DISCUSSION

Below, we provide insights regarding the advantages of
using conceptual modeling and ML in DικAIo.
(1) Representing legal requirements as a conceptual model:
Manual work is always needed to reach a precise interpre-
tation of the regulation to represent in an analyzable form.
Creating such a representation should typically involve both
legal experts and requirements engineers. Legal experts might
not be familiar with conceptual modeling but our observa-
tion is that they can learn with relative ease. Modeling the
GDPR regulation entails defining, in a structured way, the
different actors (e.g., controller and processor) as well as
their obligations and rights. Creating such conceptual models
is a common task in RE since these models can be used
by engineers at a later stage in software development [86],
[87]. Changes in regulations entail adding or removing classes
and relationships in the conceptual model, thus reducing the
chances of introducing inconsistencies compared to solutions
requiring multiple changes in NL requirements.
(2) Automating compliance checking using ML: In this paper,
we show that DικAIo performs on par with DERECHA [29],
an existing rule-based approach. We conclude, therefore, that
accuracy is not a differentiating factor for selecting the best
enabling technology. When automating compliance checking,
other factors must be considered a priori:

• The availability of legal experts: DικAIo requires less of
their involvement than DERECHA.
• The availability of both qualified annotators and data

(DPAs): Any ML approach has such prerequisites but DPAs
are readily available and we provide such annotated DPAs in
our replication package.

• The budget constraints for developing the automated so-
lution: ML-based solutions require less implementation work
since they are based on learning.

VIII. THREATS TO VALIDITY

Internal Validity. Bias is the main concern for internal validity.
To mitigate this threat, we curated the manual annotation

through third-parties (non-authors). The annotators were not
exposed to our implementation details at any time. Another
potential threat is related to the creation of our conceptual
model (presented in Fig. 2). To this end, we note that we
based our work on substantial experience gained from close
collaboration with legal experts. Future improvements may
lead to accuracy improvements. Both our model and the basis
artifacts are publicly available and thus open to scrutiny.
External Validity. Our evaluation was based on a relatively
large dataset with real DPAs from different sources. The results
obtained by DικAIo over the evaluation set are reflective of
a real scenario since the approach had no exposure to any of
the DPAs in the evaluation set during training. This provides
some confidence about the generalizability of DικAIo. Fur-
ther examination through user studies would nonetheless be
beneficial to improve external validity. Another threat is related
to the overfitting of ML classifiers for some information types
that had very few learning examples. To reduce the effect of
overfitting, we improve the distribution of the minority classes
using oversampling techniques and further combining ML with
semantic similarity-based classification.

IX. CONCLUSION

In this paper, we proposed an automated approach
(DικAIo) for verifying compliance of data processing agree-
ments (DPAs) against the general data protection regulation
(GDPR). DικAIo relies on a comprehensive conceptual model
that we created based on two different representations previ-
ously introduced in the RE literature [29], [37]. By leveraging
a combination of natural language processing (NLP) and
machine learning (ML), DικAIo then automatically classifies
the content in DPAs according to information types in the
conceptual model. The resulting classification is then used to
provide recommendations about the compliance of the DPAs.
Over an evaluation set of 30 real DPAs, DικAIo can detect
GDPR violations in DPAs with a precision of 83.9% and a
recall of 83.0%.
Acknowledgment. This paper was supported by Linklaters,
Luxembourg’s National Research Fund (FNR) under grant
BRIDGES/19/IS/13759068/ARTAGO, and NSERC of Canada
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