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Andreas Fickers, Juliane Tatarinov, Tim van der Heijden
Digital history and hermeneutics -
between theory and practice:

An introduction

Introduction

In a 2020 special issue of the journal Digital Humanities Quarterly, Urszula Paw-
licka-Deger proclaims a “laboratory turn” within the field of digital humanities,
representing a paradigm shift in humanities research infrastructure in both Eu-
rope and the United States.! She locates this turn within discourses of knowledge
production in academia and emphasizes a “shift from a laboratory as a physical
location to conceptual laboratory.”? This shift, she argues, implies certain values
and a new way of thinking and communicating, mirrored in research and train-
ing programs. This volume aims to situate itself in the current debate on the so-
called laboratory turn of digital humanities by offering experience-based insights
into the learnings and failures, intellectual gains and conceptual struggles, and
practical challenges and opportunities of a laboratory-like training environment:
the Doctoral Training Unit “Digital History and Hermeneutics” (DTU-DHH), affili-
ated to the Luxembourg Centre for Contemporary and Digital History (C*DH) at
the University of Luxembourg.? The contributions to this volume reflect on the
methodological and epistemological challenges and tensions that this DTU faced
as a four-year interdisciplinary research program. As a laboratory setting, the
DTU created an interdisciplinary home base for researchers from various episte-
mic cultures and disciplinary traditions. Framed by the concept of digital herme-
neutics, the chapters offer a broad portfolio of reflexive approaches to the field
of digital history, combining the individual research experiences of PhD students
with more general reflections on the validity and heuristic potential of central
concepts and methods in the field of digital humanities.

1 Urszula Pawlicka-Deger, “The Laboratory Turn: Exploring Discourses, Landscapes, and
Models of Humanities Labs,” Digital Humanities Quarterly 14, no. 3 (2020).

2 Pawlicka-Deger, “The Laboratory Turn,” paragraph 2.

3 Financed within the PRIDE scheme of the Luxembourg National Research Fund (FNR) and
supported by the University of Luxembourg, the Doctoral Training Unit “Digital History and
Hermeneutics” provided an experimental training and research environment for 13 PhD stu-
dents, their supervisors, and a coordinating postdoctoral researcher. For more information see
the project website: https://dhh.uni.lu, accessed December 3, 2021.

3 Open Access. © 2022 Andreas Fickers, et al., published by De Gruyter. This work is
licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110723991-001
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The Doctoral Training Unit was based on two central concepts: the concept
of trading zone and the concept of digital hermeneutics. In order to reflect on
the ongoing developments in the field of digital history — which can be seen as
a specific area within the broader field of digital humanities — the DTU was
conceived as a space of experimentation where different epistemic cultures,
disciplinary traditions and communities of practice would mangle and new
forms of knowledge in the making would be negotiated.* As the members of
the DTU consisted of historians, philosophers, computer scientists, geogra-
phers, information scientists, and experts on human-computer interaction, col-
laborating in this interdisciplinary setting meant interacting in an intellectual
climate characterized by experimentation, creative uncertainty, and appropria-
tion of new tools and methodologies for doing digital history research. Framing
the DTU in sociological terms as a “trading zone” in which different communi-
ties of practice interact, the unit was designed as a collaborative space of
knowledge production in which methodological interdisciplinarity and theoret-
ical bricolage formed the mental framework for critical debate and discussion.
Inevitably, this asked for serious intellectual and communicative investments
by all partners involved, including supervisors and external experts, as well as
the doctoral students.

In this sense, the DTU approached digital history as what Julie Thompson
Klein refers to as “deep interdisciplinarity”:> a modus of collaboration that can
alter disciplinary practices and create new hybrid languages. But how can one
constitute and operate such an interdisciplinary trading zone in practice? How
can one design such a collaborative space within the existing structures of a
university environment?® In contrast to similar interdisciplinary setups which
generally share a topical or methodological focus, the themes and approaches
within the DTU-DHH framework were very broad, reflecting the wide range of
research questions and methodological designs of the individual research proj-
ects. This diversity of topics and approaches was mirrored by the broad range
of sources and data to be studied: these ranged from textual data (corpora of

4 On the concept of “mangle”, see: Andrew Pickering, “The Mangle of Practice: Agency and
Emergence in the Sociology of Science,” American Journal of Sociology 99, no. 3 (1993): 559—-89.
5 Julie Thompson Klein, Interdisciplining Digital Humanities: Boundary Work in an Emerging
Field (Ann Arbor: University of Michigan Press, 2015), 142.

6 For a discussion of the role of digital humanities centres in the facilitation of interdisciplin-
ary knowledge see: Mila Oiva, “The Chili and Honey of Digital Humanities Research: The Facil-
itation of the Interdisciplinary Transfer of Knowledge in Digital Humanities Centers,” Digital
Humanities Quarterly 14, no. 3 (2020). On C?DH’s establishment at the University of Luxem-
bourg see: Max Kemman, Trading Zones of Digital History (Oldenbourg: De Gruyter, 2021),
69-81.
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nineteenth century psychiatric journals, twentieth century Indigenous Austra-
lian autobiographies, transcripts of US presidential television debates), oral tes-
timonies (toponymies, oral interviews), pictures (photographs, early modern
constcamer paintings), material objects (computers, museum objects), archaeo-
logical data (Roman inscriptions, excavations of Stone Age settlements) to com-
puter models (historical networks, agent-based models). All of the resulting
datasets were used to test assumptions, to question existing field knowledge,
and to develop new layers of interpretative framing. Inspired by the call of Fred
Gibbs and Trevor Owens to “publicly experiment with ways of writing about
their methodologies, procedures, and experiences with historical data as a kind
of text,”” we encouraged our PhD students to reflect on the “usage” of historical
data not simply as evidence and “self-identical”® but from multiple viewpoints
and based on the principles of digital hermeneutics.

Building a trading zone

The DTU was designed and conceptualized as an interdisciplinary trading zone
within the field of digital history.” We define a trading zone as an intellectual
space and social place for knowledge transfer and exchange between different
knowledge domains and their “communities of practice”: groups of people who
collectively engage in shared learning activities and base their group identity on a
shared craft, domain and practice.10 Translated to the field of digital history, the
concept seems useful for studying and analyzing how different communities of
practice interact and negotiate within an interdisciplinary setting. In Trading
Zones of Digital History, Max Kemman describes digital history as a trading zone
between the “two cultures” of humanities and computational research. In this

7 Frederick W. Gibbs and Trevor J. Owens, “Hermeneutics of Data and Historical Writing (Fall
2011 Version),” in Writing History in the Digital Age, ed. Jack Dougherty and Kristen Nawrotzki,
2011.

8 Johanna Drucker, “Humanistic Theory and Digital Scholarship,” in Debates in the Digital
Humanities, ed. Matthew K. Gold (Minneapolis: University of Minnesota Press, 2012), 85-95.

9 See for a detailed reflection on the DTU as interdisciplinary digital history trading zone: An-
dreas Fickers and Tim van der Heijden, “Inside the Trading Zone: Thinkering in a Digital His-
tory Lab,” Digital Humanities Quarterly 14, no. 3 (2020).

10 On situated practices in the field of digital humanities, see the special issue “Lab and
Slack” of the journal Digital Humanities Quarterly vol. 14, no. 3 (2020).

11 Kemman, Trading Zones of Digital History, 40. Cf. C.P. Snow, The Two Cultures and the Sci-
entific Revolution (Cambridge: Cambridge University Press, 1959).
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trading zone, Kemman argues, both historians and computer or data scientists are
mutually involved in developing new research questions, designing methodologi-
cal approaches and experimenting with new research practices. While historians
collaborate with computational experts aiming at adjusting digital tools and
methods in order to produce new or alternative interpretations of the past,
computational experts are driven by a problem-solving approach, testing how
computational methods and techniques can help to make sense of heterogeneous,
imperfect, and often incomprehensive data collections.'® As such, the trading
zone has proven to be a useful heuristic concept for the analysis of sociocultural
interactions, conceptual negotiations, and interactional practices that have
emerged during the lifetime of the DTU.

Three aspects of trading zones

Based on our experiences with running the DTU-DHH, three elements of the unit
as a trading zone are important to emphasize: (1) locality, (2) interdisciplinarity,
and (3) the establishment of a common ground and shared language.”® Historian
of science Peter Galison defined a trading zone as “an arena in which radically
different activities could be locally, but not globally, coordinated.”** This defini-
tion of the trading zone concept emphasizes the role of locality and the importance
of a collaborative space to facilitate interactions between different communities of
practice. In the design of the DTU, the aspect of locality played an important role.
Instead of working in different offices and departments, the PhD students were of-
fered one shared office space: the so-called “open space.” Apart from having a
shared office space, the group frequently interacted in other localities of the C’DH,
most importantly the Digital History Lab where the DTU skills trainings and re-
search seminars took place.

Besides locality, interdisciplinarity is a central characteristic of a trading zone:
the transfer and exchange of concepts, methods, tools, techniques and skills be-
tween or across different disciplinary fields or knowledge domains. Since digital
historians have been using research methods and tools from the computer scien-
ces and other knowledge domains such as geographical information systems,

12 Kemman, Trading Zones of Digital History, 3.

13 For a more detailed analysis of these three aspects of digital history trading zones, see:
Fickers and van der Heijden, “Inside the Trading Zone.”

14 Peter Galison, “Computer Simulations and the Trading Zone,” in The Disunity of Science:
Boundaries, Contexts, and Power, ed. Peter Galison and David J. Stump (Stanford, California:
Stanford University Press, 1996), 119. Original emphasis.
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human-computer interaction, computational linguistics, and network analysis,
digital history can be understood as an interdisciplinary field by definition. At the
same time, some of the long-standing “epistemic differences”” between histori-
ans, computer scientists, and other disciplines continue to exist. While computer
scientists, for instance, make use of quantitative methods and computational
models to produce scientific evidence and to “explain” or “simulate” the world,
historians mostly deploy qualitative and hermeneutic methods in trying to “un-
derstand” the complexities of past realities.'® These different scientific traditions —
despite the shared use of digital infrastructures, data, and tools — continue to
have a strong resonance when it comes to the epistemological and methodologi-
cal foundations of disciplines and the self-understandings of researchers within
those communities of practice. Differences in research design and methodology
(quantitative versus qualitative), approach (i.e. machine-based “distant reading”
versus individual “close reading” of text corpora), and ambitions (to find general
scientific laws versus the production of original subjective interpretations in the
humanities) created challenging “boundary objects”" in our trading zone.

The aim of the DTU was to overcome such epistemic differences by establish-
ing a common ground. As interactional expertise is based on successful communi-
cation, a shared vocabulary is a crucial element in all interdisciplinary research.
After all, certain terms and concepts can mean different things to different schol-
ars or communities of practice. Whereas historians speak about “sources,” librar-
ians and archivists talk about “documents,” and computer scientists refer to
“data.” Such terms and concepts are typical boundary objects, which have to be
negotiated in order to enable a shared understanding. Whether such a common
vocabulary or language really emerges, however, depends very much on the type
of trading zone one is interacting with. In their article “Trading Zones and Inter-
actional Expertise,” Collins, Evans and Gorman distinguish between four types
of trading zones: inter-language, subversive, enforced, and fractionated.'®

15 Karin Knorr Cetina, Epistemic Cultures: How the Sciences Make Knowledge (Cambridge,
Mass.: Harvard University Press, 1999).

16 Andreas Fickers, “Veins Filled with the Diluted Sap of Rationality: A Critical Reply to Rens
Bod,” BMGN - Low Countries Historical Review 128, no. 4 (2013).

17 Susan Leigh Star and James R. Griesemer, “Institutional Ecology, ‘Translations’ and Boundary
Objects: Amateurs and Professionals in Berkeley’s Museum of Vertebrate Zoology, 1907-39,”
Social Studies of Science 19, no. 3 (1989): 387-420; Pascale Trompette and Dominique Vinck,
“Revisiting the notion of Boundary Object,” Revue d’anthropologie des connaissances 3, no. 1
(2009): 3-25.

18 Harry Collins, Robert Evans, and Mike Gorman, “Trading Zones and Interactional Exper-
tise,” Studies in History and Philosophy of Science Part A 38, no. 4 (December 2007): 657—66.
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According to the sociologists of knowledge, the type of trading zone depends
on whether a group is homogeneous or heterogeneous, and whether the “trad-
ing” or group dynamics are based on collaboration or coercion. They argue that
“inter-language trading zones” may only develop in groups with strong collabo-
ration and high homogeneity — as opposed to enforced trading zones, which are
characterized by high heterogeneity and high coercion. The DTU has been char-
acterized by such high heterogeneity since the beginning of the project, given
the groups’ diverse mix of disciplinary backgrounds, ages, and nationalities.
Being familiar with the work of Julie Thompson Klein, we were cautioned that,
although the heterogeneity of our DTU could potentially generate highly innova-
tive outputs, it could also turn into a source of conflict.'” By means of the so-
called “digital humanities incubation phase,” we aimed to establish a common
ground and shared language in order to stimulate interdisciplinary exchanges
and collaborations within the project team, and so to transform the DTU into an
inter-language trading zone in digital history.

Digital hermeneutics as critical framework
and research agenda

While the concept of a trading zone is helpful in gaining a better insight into
the complexity of interdisciplinary research practices, with their multi-layered
challenges, on a theoretical as well as a practical level, the DTU aimed at mak-
ing these challenges explicit — and objects of critical reflection by all partici-
pants. Nowadays, all stages of realizing a digital history project are to a lesser
or greater degree shaped by the use of digital infrastructures and tools. Be it
browsing on the Internet, taking notes of an interview on a laptop, capturing
digital photographs in archives or museum collections, recording an oral testi-
mony on a mobile phone, or organizing crowdsourcing activities on the Web,
the workflow of historical research is characterized by digital interventions.?
We use “digital hermeneutics” as a concept that enables historians to critically
reflect on the various interventions of digital research infrastructures, tools,

19 Klein, Interdisciplining Digital Humanities, 138.

20 On the notion of “digital intervention” in doing public history, see: Anita Lucchesi, “For a
New Hermeneutics of Practice in Digital Public History: Thinkering with memorecord.uni.lu”
(PhD dissertation, University of Luxembourg, 2020).
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databases, and dissemination platforms in the process of thinking, doing and
narrating history.”

Although one can argue that all historians have by now become digita
one has to emphasize the fact that many remain strongly embedded in analog
practices and traditions. This current duality or parallelism of analog and digital
practices forces historians to experiment with the new while keeping established
norms of valid historical practices alive. If we accept that “hybridity is the new
normal,””® we need an update of historical hermeneutics problematizing the “in-
betweenness” of current history practices.”” Instead of falling into the trap of
asymmetric conceptions (“analog” versus “digital”), the concept of digital her-
meneutics proposes a critical framework for making the methodological and
epistemological tensions in current history practices explicit.”> Making the “in-
terventions” of the digital into historical practices explicit first of all asks for a
critical engagement with digital infrastructures, data, and tools — a hands-on ap-
proach that combines playful tinkering with critical thinking. This idea of “thin-
kering” as a heuristic mode of doing has informed both the individual work of
PhD students and the organization of collective skills training and hands-on re-
search seminars within the DTU. As the many reflexive blog entries under the
“thinkering” label on the C’DH website?® and DTU website?” demonstrate, the

1’22

21 On the idea of digital hermeneutics see: Manfred Thaller, “The Need for a Theory of Histori-
cal Computing,” Historical Social Research/Historische Sozialforschung, no. 29 (1991): 193-202;
Joris J. van Zundert, “Screwmeneutics and Hermenumericals: The Computationality of Herme-
neutics,” in A New Companion to Digital Humanities, ed. Susan Schreibman, Ray Siemens, and
John Unsworth (London: Wiley-Blackwell, 2016), 331-47; Stephen Ramsay, “The Hermeneutics
of Screwing Around; or What You Do with a Million Books,” in Pastplay: Teaching and Learn-
ing History with Technology, ed. Kevin Kee (Ann Arbor: University of Michigan Press, 2014),
111-20. From a philosophical perspective, see: Alberto Romele, Digital Hermeneutics: Philo-
sophical Investigations in New Media and Technologies (New York: Routledge, 2020).

22 See: Daniel J. Cohen and Roy Rosenzweig, Digital History: A Guide to Gathering, Preserving,
and Presenting the Past on the Web (Philadelphia: University of Pennsylvania Press, 2006).

23 Gerben Zaagsma, “On Digital History,” BMGN — Low Countries Historical Review 128, no. 4
(December 16, 2013): 3-29.

24 Andreas Fickers, “Update fiir die Hermeneutik. Geschichtswissenschaft auf dem Weg zur
digitalen Forensik?,” Zeithistorische Forschungen/Studies in Contemporary History 17, no. 1
(2020): 157-68.

25 Reinhart Koselleck, “Zur historisch-politischen Semantik asymmetrischer Gegenbegriffe,”
in Vergangene Zukunft: zur Semantik geschichtlicher Zeiten (Frankfurt a.M: Suhrkamp, 1989),
211-59.

26 Luxembourg Centre for Contemporary and Digital History, https://c2dh.uni.lu/thinkering,
accessed December 3, 2021.

27 Doctoral Training Unit “Digital History and Hermeneutics”, https://dhh.uni.lu/category/
blog/, accessed December 3, 2021.
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concept of digital hermeneutics has been instrumental in critically reflecting on

how digital tools and infrastructures are transforming historical research practi-

ces in all stages of the iterative research process. As a comprehensive framework

of epistemological and methodological investigation, it invites us to approach

the historical research practices of search, data management and curation, anal-

ysis and visualization, interpretation and publication, by:

— opening the black boxes of algorithm-driven search engines and reflecting
on the heuristics of search in online catalogs and repositories®

— thinking about the six Vs of data integrity (volume, velocity, variety, valid-
ity, veracity, value) and training us in historical data criticism®

— understanding and critically reflecting on how digital tools co-create the
epistemic objects of study and turn the user into a manipulator of highly
specific research instruments®°

— deconstructing the “look of certainty” of data visualization by exploring
the indexical relationship between the “back end” and “front end” of dy-
namic interfaces™

— developing multimodal literacy in order to decode narrative conventions of
transmedia storytelling and the relational logic of web-applications and ar-
chives when interpreting and publishing historical data.*?

28 David Gugerli, Suchmaschinen: die Welt als Datenbank (Frankfurt a.M: Suhrkamp, 2009);
Ronald E. Day, Indexing It All: The Subject in the Age of Documentation, Information, and Data
(Cambridge, Mass.: MIT Press, 2014); Jessica Hurley, “Aesthetics and the Infrastructural Turn
in the Digital Humanities,” American Literature 88, no. 3 (September 2016): 627-37.

29 Carl Lagoze, “Big Data, Data Integrity, and the Fracturing of the Control Zone,” Big Data &
Society 1, no. 2 (July 10, 2014): 1-11; Bruno J. Strasser and Paul N. Edwards, “Big Data Is the
Answer . . . But What Is the Question?,” Osiris 32, no. 1 (2017): 328-45.

30 Marijn Koolen, Jasmijn van Gorp, and Jacco van Ossenbruggen, “Toward a Model for Digi-
tal Tool Criticism: Reflection as Integrative Practice,” Digital Scholarship in the Humanities 34,
no. 2 (June 1, 2019): 368-85; Karin van Es, Maranke Wieringa, and Mirko Tobias Schifer, “Tool
Criticism and the Computational Turn: A ‘Methodological Moment’ in Media and Communica-
tion Studies,” M&K Medien & Kommunikationswissenschaft 69, no. 1 (2021): 46—64.

31 Johanna Drucker, “Performative Materiality and Theoretical Approaches to Interface,” Digi-
tal Humanities Quarterly 7, no. 1 (2013); David M. Berry, Critical Theory and the Digital
(New York: Bloomsbury, 2014); Alexander R. Galloway, The Interface Effect (London: Polity,
2012); Johanna Drucker, Visualization and Interpretation: Humanistic Approaches to Display
(Cambridge, Mass.: MIT Press, 2020).

32 Steve F. Anderson, Technologies of History: Visual Media and the Eccentricity of the Past,
Interfaces, Studies in Visual Culture (Hanover, NH: Dartmouth College Press, 2011); Niels Briig-
ger, The Archived Web: Doing History in the Digital Age (Cambridge, Mass.: MIT Press, 2018);
Tracey Bowen and Carl Whithaus, eds., Multimodal Literacies and Emerging Genres (Pitts-
burgh, Pennsylvania: University of Pittsburgh Press, 2013).
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As mentioned earlier, the original idea of the DTU was to reflect on the multiple
interferences of digital infrastructures and tools on the “classical” research
flow of historical research — encompassing the search for sources, the data
management and curation, the analysis and visualization, and finally the her-
meneutic interpretation and storytelling. For this, we argued, new critical skills
are necessary: algorithm criticism, digital source criticism, tool criticism, inter-
face criticism, and simulation criticism. All these digital skills and competences
should be part of the toolkit of digital historians, symbolizing the “reflexive
turn” in digital humanities.*®

Whereas the plasticity of the linear structure of a research process compris-
ing clearly defined steps®* provided a good starting point to engage the interdis-
ciplinary group with the concept of digital hermeneutics and to critically reflect
on this process in practice, it soon became apparent that all stages were in fact
fluent, interconnected, and often conducted in parallel (Fig. 1). Following Ste-
phen Ramsay and Joris van Zundert one could stress that “the screwing around
with data”® to test tools and methods during the research process implies that
“our methodologies might not be as deliberate or as linear as they have been in
the past.”® Depending on how the research question is approached and modi-
fied over time, new searches for data have to be made, new tools to be tested,
datasets to be adapted and modified, and visualizations or interpretations to
be revised and refined.

To summarize, digital hermeneutics as a “hermeneutics of in-betweenness
problematizes the many tensions between the analog and the digital, browsing
and searching, scanning and reading, sharing and engaging, and accessibility

»37

33 Petri Paju, Mila Ova, and Mats Fridlund, “Digital and Distant Histories. Emergent Ap-
proaches within the New Digital History,” in Digital Histories: Emergent Approaches within the
New Digital History, ed. Mats Fridlund, Mila Oiva, and Petri Paju (Helsinki: HUP - Helsinki
University Press, 2020), 3-18, here p. 5; Mareike Konig, “Die digitale Transformation als reflex-
iver turn: Einfiihrende Literatur zur digitalen Geschichte im Uberblick,” Neue Politische Litera-
tur 66, no. 1 (March 2021): 37-60.

34 See the graphical research and training design 2019 underlying the programme, published
2020 in: Fickers, “Update fiir die Hermeneutik”.

35 van Zundert, “Screwmeneutics and Hermenumericals”; Ramsay, “The Hermeneutics of
Screwing Around”.

36 Gibbs and Owens, “Hermeneutics of Data and Historical Writing (Fall 2011 Version).”

37 Andreas Fickers, “Hermeneutics of In-Betweenness: Digital Public History as Hybrid Prac-
tice,” in Handbook of Digital Public History, ed. Serge Noiret, Mark Tebeau, and Gerben
Zaagsma (Oldenbourg: De Gruyter, forthcoming).
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and interpretation that are inscribed into current practices of digital history.>®
Applied digital hermeneutics is as much a “theory of practice” as a “practice of
theory”:* by exploring the intellectual space in between the “unknown” and
the “familiar,” digital hermeneutics occupies exactly the space that the philoso-
pher of knowledge Hans-Georg Gadamer had identified as the “locus” of herme-
neutics - that is, its in-betweenness.*°

Turning theory into practice

It is by undertaking heads-on and hands-on experiences that both students and
supervisors can “grasp” the methodological and epistemological challenges in-
scribed into the practices of digital hermeneutics. The training concept of the DTU-
DHH therefore followed the pedagogical principle of learning by doing.*' At the
core of this approach were the nine skills trainings offered during the project’s DH
incubation phase. These trainings introduced the PhD students to the following
topics: text mining; digital source criticism; database structures; introduction to
programming with Python; data visualization; tool criticism; algorithmic critique;
GIS analysis, mapping and cartography; and experimental media ethnography.

In retrospect, one can argue that the skills trainings at least partially suc-
ceeded in establishing a common ground for all DTU participants, by creating a
shared set of practical knowledge originating from different disciplinary tradi-
tions. This stimulated a transfer of knowledge and skills across the participants
involved and contributed to a better understanding of how students who had
trained in different epistemic communities were able, or not, to appropriate re-
search concepts, methods, and tools from other disciplines. The training fur-
thermore encouraged the PhD students to critically reflect on the use of digital
methods and tools in their own research projects. By means of lectures and

38 On the notion of inscription and the role of the digital infrastructures, objects, and tools as
“actants,” see: Bruno Latour, Reassembling the Social: An Introduction to Actor-Network-
Theory (Oxford, New York: Oxford University Press, 2005).

39 Theodore R. Schatzski, Karin Knorr Cetina, and Eike von Savigny, eds., The Practice Turn
in Contemporary Theory (London, New York: Routledge, 2001).

40 Hans-Georg Gadamer, Wahrheit und Methode: Grundziige einer philosophischen Hermeneu-
tik (Tiibingen: Mohr Siebeck, 2010[1960]), 300.

41 Jean Lave and Etienne Wenger, Situated Learning: Legitimate Peripheral Participation (Cam-
bridge, UK: Cambridge University Press, 1991); Peter Heering and Roland Wittje, eds., Learning
by Doing: Experiments and Instruments in the History of Science Teaching (Stuttgart: Franz
Steiner Verlag, 2011).
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hands-on exercises, for instance, they learned and experienced how digital
tools (e.g. Voyant, QGIS, and Tableau) could be useful heuristic instruments for
text analysis and data visualization, in general terms. But they simultaneously
reflected on how these tools could potentially shape their own research practi-
ces and interpretative frameworks. Yet the DH incubation phase did not serve
everyone equally. Since the skills trainings came with a significant time invest-
ment, the question of whether or not they should be compulsory or not was ex-
tensively debated within the project team. Eventually, halfway through the
project’s first year, we decided to no longer make the training compulsory. Once
the courses became optional, the PhD students could choose which to follow,
based on an assessment of the relevance to their individual research projects.

In the second and third years of the DTU, training formats were adapted to
the specific needs of each researcher. The PhD students were encouraged to or-
ganize workshops discussing specific aspects of their research projects or fields.
In addition, a lecture series hosting international guest speakers was orga-
nized.** These formats were designed to be initiated by the PhD researchers
themselves, offering opportunities to meet individual training needs and broad-
ening their academic networks. At the same time, these activities provided a
framework for fostering the constant exchange between DTU members and an
academic public interested in joining the lectures or workshops. An interna-
tional masterclass involving the scientific partner institutions of the DTU gener-
ated constructive feedback for the PhD students in their third year and initiated
synergetic discussions within the program.*?

Unsurprisingly, establishing the DTU as a collaborative working environ-
ment also faced several challenges. One structural problem was that all the PhD
students had a double affiliation. As members of the DTU, they were affiliated to
the C>DH as hosting institution, which offered them both the “open space” and
the Digital History Lab as collaborative work spaces. In addition, the individual
PhD students were affiliated to the faculty or department of their respective
supervisors, where they were partly embedded into ongoing research and the
teaching activities of their supervisors. This dual affiliation created a potential
conflict of interest between the “DTU logic” and the “department logic.” The
various disciplinary embeddings of the supervisors involved in the unit created
some tensions in terms of expectations and responsibilities, which had to be
mediated by the DTU management team. Some supervisors offered their PhD

42 Doctoral Training Unit “Digital History and Hermeneutics”, https://dhh.uni.lu/category/ac
tivities/lecture-series/, accessed December 3, 2021.

43 Doctoral Training Unit “Digital History and Hermeneutics”, https://dhh.uni.lu/event/inter
national-master-class-digital-history-and-hermeneutics/, accessed December 3, 2021.
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students a second office in their departments, thereby creating a physical dis-
tance between these students and the rest of the group working in the C>DH
open space. In our view, this constituted a crucial limitation to the trading
zone concept as it fostered an atmosphere of individual rather than collective
working environments. It took considerable effort in terms of project manage-
ment and leadership to redirect this tendency and refocus the DTU on gaining
common achievements.

The coordinating postdoctoral researcher played a crucial role in mediating
institutional tensions, aligning the team members in terms of expectation man-
agement, and in organizing regular team meetings and team-building activities,
as well as in guaranteeing a constant flow of information.** Of importance for
the governance of the unit was the creation of a management team consisting of
the head of the DTU, two supervisor professors, the coordinating postdoctoral re-
searcher, and one representative of the doctoral students (the latter being elected
by the PhD students and having a non-renewable term of one year). Following
Anna Maria Neubert, navigating these interdisciplinary differences, including in
terms of desirable outcomes and expected results, requires the use of profes-
sional project management tools and techniques, as well as continuous invest-
ment in communication — both face-to-face and through digital means.*

Being aware of the key importance of close proximity and random encoun-
ters for creativity and team-building, the coronavirus pandemic of 2020-2021
came as an unpleasant surprise to the project, forcing the team into a remote-
working mode during the successive shutdowns. Luckily, the crisis hit the DTU
in the final phase of the project, when most PhD students were focusing on
writing their PhD dissertations and preparing their defenses. Although planned
on-site workshops and lectures had to be canceled and new initiatives became
nearly impossible, the team continued to discuss the progress of research proj-
ects online and shared their experiences and the new challenges of work-life
balance using online communication channels, such as Slack. With communica-
tion moving entirely to online formats, the importance of physical co-location as
a crucial element for interdisciplinary collaboration became obvious to all in a
rather abrupt and unexpected way. Whereas the writing up of individual research
results was possible in remote working mode — although not without problems,
due to a lack of access to libraries and archives — it became increasingly arduous

44 Klein, Interdisciplining Digital Humanities, 138.

45 Anna Maria Neubert, “Navigating Disciplinary Differences in (Digital) Research Projects
Through Project Management,” in Digital Methods in the Humanities: Challenges, Ideas, Per-
spectives, ed. Silke Schwandt (Bielefeld: Bielefeld University Press, 2020), 59-85.
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to keep the team spirit alive, something we had previously tried to actively pro-
mote through team retreats and excursions.

Organization of this book

This volume does not aim to offer a synthesis of the multilayered research activi-
ties that have characterized the interdisciplinary setting of the DTU. Neither does
it argue that there are “best practices” for how to organize such collaborative set-
tings for doctoral training. While using the concept of digital hermeneutics as
both an epistemological and a methodological framework for the project, we em-
brace the “interpretative flexibility” of the different disciplinary appropriations of
the concept that we see in the individual research projects. When looking at the
thirteen contributions by the PhD students to this volume, we observe a great va-
riety of ways in which the concept of digital hermeneutics has shaped individual
research practices and how it has affected the interpretation of research results.
While some PhD theses engage with the concept in a deeper theoretical or episte-
mological manner, others demonstrate a more pragmatic translation of methods
and tools between disciplinary domains and traditions. As all PhD theses in the
DTU were designed by the PhD students and their supervisors as individual re-
search projects, they have to be seen as independent projects — but nevertheless
they also aim to speak to the larger research agenda of the DTU as a whole. For
the purposes of this book though, all PhD students were asked to reflect more
systematically on how the interdisciplinary setting of the DTU, with its many
skills training and collaborative activities, had an impact on their individual PhD
research projects. In addition, we encouraged the authors to think about the
added value of the concept of digital hermeneutics as a heuristic tool, or inter-
pretative framework, for their research. The book is therefore a continuation of
the original effort by all DTU members to share experiences, to document strug-
gles and failures, and to promote a self-reflexive approach to doing digital hu-
manities and history research. These auto-ethnographic practices are intended to
contribute to the growing interest in the pragmatics of digital hermeneutics and
praxeological studies in the field of history and humanities.*®

46 See: Lucchesi, “For a New Hermeneutics of Practice in Digital Public History”; Herman
Paul, “Performing History: How Historical Scholarship Is Shaped by Epistemic Virtues,” His-
tory and Theory 50, no. 1 (2011): 1-19; Tracie L. Wilson, “Coming to Terms with History: Trans-
lating and Negotiating the Ethnographic Self,” H-Soz-Kult, June 14, 2012.
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In the first section of this book, entitled “Hermeneutics of machine inter-
pretation,” we present five case studies originating from the fields of computa-
tional linguists, computer science, digital archaeology, and philosophy. The
common thread of these chapters is that they aim to disclose the added heuris-
tic and pragmatic value of computer sciences methods and tools for humanities
research: from historical network analysis in large-scale professional networks
(Antonio Fiscarelli) to agent-based modeling in Stone Age settlement patterns
(Kaarel Sikk), from natural language processing and argument-mining in politi-
cal debates (Shohreh Haddadan) to word embeddings in literary studies and
autobiographical writings (Ekaterina Kamlovskaya) and text mining and topic
modeling in philosophical texts (Thomas Durlacher).

The second section, headed “From ‘source’ to ‘data’ and back,” thematizes
the many challenges historians face when modeling content for historical re-
search by transforming complex, inconsistent, fragmented historical “sources”
into structured data or unstructured datasets.*” The case studies collected here
were originally intended to focus on a single step or phase in the research pro-
cess, such as data search, curation, analysis, or visualization. But all the chapters
in fact emphasize the non-linear and highly iterative nature of the hermeneutic
exercise characterizing any research process: from “continuous searching” as
gradual refinement of the research question (Eva Andersen) to the ephemeral na-
ture of “living sources” such as place names (Sam Mersch), from fragmented da-
tasets about Roman trade networks (Jan Lotz) to the “translation” of Renaissance
paintings into a relational database (Floor Koeleman) and the problem of source
abundance and digital asset management systems (Sytze Van Herck).

The final section of the volume, called “Digital experiences and imaginations
of the past,” problematizes the impact of digital tools and infrastructures in in-
teracting with the past and simulating new environments that shape our histori-
cal imagination. Historical research is increasingly challenged to reflect on new
forms and formats of storytelling and engaging with the broader public — be it in
schools, museums, or video games. In this section, we look at the pedagogical
value of a 3D model of a medieval castle (Marleen de Kramer), the learning expe-
rience of creating a mobile app walking tour on Jewish history (Jakub Bronec),
and the importance of a user-centric design within digital museum contexts
(Christopher Morse).

47 Compare the experiences of humanist researchers of the SFB 1288 “Practices of Comparing:
Ordering and Changing the World” at the Bielefeld University: https://www.uni-bielefeld.de/
(en)/sfb1288, accessed December 3, 2021. Cited in Silke Schwandt, ed., Digital Methods in the
Humanities: Challenges, Ideas, Perspectives (Bielefeld: Bielefeld University Press, 2020).


https://www.uni-bielefeld.de/

16 —— Andreas Fickers, Juliane Tatarinov, Tim van der Heijden

We hope that this volume offers interesting insights into the laboratory of
digital history as an interdisciplinary endeavor. We would like to thank all 13
PhD students for their willingness to share their thoughts and reflections, or, in
other words, to allow us to have a view into their “digital kitchen”: turning the
“raw” into the “cooked” is a process asking for creativity and rigorousness, con-
ceptual thinking and hands-on experiences, and — in the specific case of this
Doctoral Training Unit — both team-playing spirit and individual initiative.*®
The book is a thoughtful documentation of that “thinkering” process, aimed at
both educating and encouraging other scholars in the rich trading zone of digi-
tal humanities. As Patrick Svensson stated in 2012: “The digital humanities can
be seen as a twenty-first-century humanities project driven by frustration, dis-
satisfaction, epistemic tension, everyday practice, technological vision, disci-
plinary challenges, institutional traction, hope, ideals and strong visions.”* It
was in exactly this spirit that the Doctoral Training Unit “Digital History and
Hermeneutics” was driven and experienced. It was, we believe, a worthwhile
journey.
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Antonio Maria Fiscarelli
Social network analysis for digital
humanities

Challenges and use cases

1 Introduction

The field of digital humanities has grown rapidly in recent decades thanks to the
greater availability of online digital sources, and new software and tools. Never-
theless, there are still some challenges that must be faced. During the same period,
and due to the growing computing power and availability of online databases,
network analysis has gained popularity: researchers from different fields have
jumped on the network science bandwagon, and words such as “network” and
“complexity” have become increasingly commonly used.

Network analysis can be used to model different systems such as biological
networks,! the World Wide Web,? organizations, and societies. A social network
can be described as a collection of “social actors” who are connected to each
other if they form some sort of relationship. Social network analysis focuses on
the relationships among these social actors and is an important addition to
standard social and behavioral research, which is primarily concerned with the
attributes of social units.®> Not only is it important to acknowledge that social
relationships are relevant, but also to understand how ties such as this work
and how they relate to the many underlying social mechanisms governing
these networks.

Social network analysis is one of the tools that have become particularly
popular among humanities scholars. Even though social networks may seem to
be a fairly recent invention, with the term calling to mind Facebook and other

1 Hawoong Jeong et al., “The Large-Scale Organization of Metabolic Networks,” Nature 407,
no. 6804 (2000): 651-54.

2 Réka Albert, Hawoong Jeong, and Albert-Laszl6 Barabasi, “Internet: Diameter of the World-
Wide Web,” Nature 401, no. 6749 (1999): 130-31.

3 Stanley Wasserman and Katherine Faust, Social Network Analysis: Methods and Applications,
vol. 8 (Cambridge University Press, 1994).
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online platforms, they are in fact not limited to modern days.” For example,
analysis of social networks has been used to model networks as diverse as
the marriage and business relationships of the Medici family in fifteenth-
century Florence,’ the evolution of women’s social movements in the nine-
teenth century,® the personal support network of Jewish refugees during
the Second World War,” and visibility networks of Neolithic long barrows in
the United Kingdom.®

The rest of this article is organized as follows: Social network analysis and
some of its tools are introduced in Section 2. Section 3 presents an in-depth re-
view of the latest historical network research. Finally, a use case drawn from
my collaboration with a historian colleague is presented in Section 4.

1.1 Challenges in digital humanities

The first challenge in digital humanities is of a methodological nature.” On the
one hand, and particularly in the use of network analysis, there is a risk that
humanities research will limit itself to the “drawing of complicated graphs”'® -
yet the use of a certain method or digital tool should not be the main objective
of research. On the other hand, some scholars may be hesitant to introduce dig-
ital tools into their research, fearing that these will take them out of the realm
of history. It is therefore important to understand what digital tools can really
offer in support of historical research.

4 Bonnie H Erickson, “Social Networks and History: A Review Essay,” Historical Methods: A
Journal of Quantitative and Interdisciplinary History 30, no. 3 (1997): 149-57.

5 John F. Padgett and Christopher K. Ansell, “Robust Action and the Rise of the Medici,
1400-1434,” American Journal of Sociology 98, no. 6 (1993): 1259-319.

6 Naomi Rosenthal et al., “Social Movements and Network Analysis: A Case Study of Nine-
teenth-Century Women’s Reform in New York State,” American Journal of Sociology 90, no. 5
(1985): 1022-54.

7 Marten Diiring, “The Dynamics of Helping Behavior for Jewish Refugees during the Second
World War: The Importance of Brokerage,” Online Encyclopedia of Mass Violence, 2016.

8 Tom Brughmans and Ulrik Brandes, “Visibility Network Patterns and Methods for Studying
Visual Relational Phenomena in Archeology,” Frontiers in Digital Humanities 4 (2017): 17.

9 James E. Dobson, Critical Digital Humanities: The Search for a Methodology (University of
Illinois Press, 2019).

10 Claire Lemercier, “Formal Network Methods in History: Why and How?,” in Social Net-
works, Political Institutions, and Rural Societies, ed. Georg Fertig (Turnhout: Brepols Publish-
ers, 2015), 281-310.
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The second challenge relates to the interdisciplinary nature of digital hu-
manities. Humanities research can manifest in two forms. In the first case,
scholars may show interest in a digital tool, start experimenting with it, and
include it in their workflow. This approach could lead to the tool being used
rather as a “black box” - i.e. given some input, the black box will produce a
certain output, while everything in between is unknown. Therefore, it will not
be possible to understand how the tool works, how to interpret the output, or
how to recognize any potential bias inherent in that tool. In the second case,
scholars may seek help, or a collaboration with an expert from another field,
for example a computer scientist with a solid background in a specific method
or tool. In this case, there is the risk that the humanities scholar will become a
simple “data provider” for the model maker." It is also essential to find a com-
mon vocabulary and be able to conciliate the two different perspectives in this
scenario. Only if this is achieved can the two researchers start negotiating new
forms of knowledge and successfully undertaking historical research together.
In fact, my role in this project was to assess all these issues and ensure a fruit-
ful collaboration between humanists and computer scientists.

Another issue relates to the data themselves. Historians nowadays have ac-
cess to much larger amounts of data than their predecessors, whether from digi-
tized classical sources (scans of books, digitized old photographs and recordings)
or born-digital sources (websites, social networks). They can also access these
sources at high speed and relatively low cost. For that reason, historians may be
experiencing a paradigm shift, going from a scarcity to an abundance of sources,
while traditional methods used by historians may be failing to deal with such a
volume of information. One example of such methods is close reading, which
may fail in its purpose when the researcher is faced with very large collections of
texts without the support of computer-based techniques. The easy accessibility of
data comes with new questions too. Which sources have been digitized, which
were discarded and what criteria were used to select those retained? It is also im-
portant to identify the origin of such sources. What was the provenance of the
original sources? For born-digital sources, how were they generated?

Data storage has also changed with the advent of the digital era. The use of
new technologies has made storing data far easier — a single hard drive can
now store thousands of documents, and is cheap, small, and easy to transport.
It can be easy to think that digital data will last forever. Unfortunately, data

11 Lemercier, “Formal Network Methods,” 281-310.
12 Roy Rosenzweig, “Scarcity or Abundance? Preserving the Past in a Digital Era,” The Ameri-
can Historical Review 108, no. 3 (2003): 735-62.
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stored in digital form do not have any intrinsic meaning without the specific
software or technology that can read them, and these technologies can become
obsolete within a decade or even less. One may also think that digitally stored
data is safe from aging. Indeed, unlike analog sources, digital data do not dete-
riorate. However, a single malfunction of the storing volume could render an
entire data collection inaccessible and irretrievably lost."

1.2 Project summary

The main objective of my doctoral project is to show how humanities research can
benefit from network analysis by providing PhD students from other disciplines —
such as history, psychology, linguistics, and archaeology — with the right tools to
help them answer their historical questions and by adapting these tools to their
research projects. In this way, a fruitful collaboration is sought, where each side
can benefit from the other: humanities scholars gain a critical understanding of
digital tools and their functionalities, while computer scientists find new use cases
and applications, at the same time learning to appreciate the needs of humanists.
Understanding each other’s needs is crucial to the collaboration. Instead of two
distinct groups with separate interests, I envision humanists and computer scien-
tists joining forces to share their knowledge and expertise in order to tackle the
new challenges that are emerging in digital humanities. Only with a common goal
and a shared vision can this collaboration be effective and still worth the time and
effort required.

2 Social network analysis

Historically, the first encounter with network analysis is seen in the “Seven
Bridges of Konigsberg” problem.'” The then Prussian city of Kénigsberg was
built on four main areas: the two sides of the Pregel River and two small is-
lands, connected by seven bridges. The problem consisted in finding a route
that reached all the areas of the city by crossing each bridge exactly once. Euler

13 Christine Barats, Valerie Schafer, and Andreas Fickers, “Fading Away . . . The Challenge of
Sustainability in Digital Studies,” Digital Humanities Quarterly 14, no. 3 (2020).

14 Norman Biggs, E. Keith Lloyd, and Robin J. Wilson, Graph Theory, 1736-1936 (Oxford Uni-
versity Press, 1986).
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modeled this problem using what we now call graph theory — representing the
city areas as nodes and the bridges as edges connecting nodes — and proved it
to be unfeasible: it has no solution.

2.1 Complex networks

Complex networks are those that exhibit unusual properties that make them dif-
ferent from other, simple networks. Some of these properties have played an im-
portant role in the development of the field of social network analysis and are
worth examining.

2.1.1 Some definitions

A graph, or network (the terms are often used interchangeably), can be directed
or undirected, depending on whether the direction of a connection is relevant. It
can also be weighted or unweighted, where the weight represents cost, strength,
or the importance of a connection.

The degree of a node v; represents the number of incident edges it pos-
sesses — in other words, the number of the node’s direct connections. In the
case of a directed network, its in-degree and out-degree are also defined, and
these refer to the number of ingoing or outgoing edges of a node.

The average path length of a network is defined as the average shortest
path between any two nodes in that network. The diameter of a network is de-
fined as its maximum shortest path. These two metrics represent how easily in-
formation can travel through a network.

The clustering coefficient of a network is defined as the average local cluster-
ing coefficient of each node in the network. The local transitivity of a node is the
ratio of the triangles connected to the node and the triples centered on the node."
This metric is related to the concept of transitivity: given that v; is connected to v;,
and v; is connected to v, what are the odds that v; is also connected to v,?

15 Christine Barats, Valerie Schafer, and Andreas Fickers, “Fading Away . . . The Challenge of
Sustainability in Digital Studies,” Digital Humanities Quarterly 14, no. 3 (2020).
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2.1.2 Small world phenomenon

The small world phenomenon was first identified during Milgram’s experiments
regarding social networks.'® The experiments’ objective was to send a letter from
a source person in Nebraska to a target person in Massachusetts. The source per-
son was asked to send the letter to whichever of their acquaintances was most
likely to be connected to the target person, with the objective of reaching the tar-
get within as few steps as possible. Milgram noticed that source and target were,
on average, between five and six people apart. This average path length figure
was much lower than the number of people involved in the experiments, and be-
came associated with the term “six degrees of separation.”

Later on, Watts and Strogatz discovered that many real-world networks —
such as the Western US power grid, the brain network of the nematode species
C. elegans, and the World Wide Web - even though of different types, all had
the same two properties: low average path length and a high clustering coeffi-
cient.” The network models known at that time — regular lattices and the ran-
dom network model developed by Erdés and Rényi'® - failed to capture these
properties. In fact, regular lattices have high average path lengths and high
clustering coefficients, while random networks have low average path lengths
and low clustering coefficients. Watts and Strogatz proposed a model that,
starting from a regular lattice, randomly rewires edges according to a certain
probability p between zero and one. If this probability is properly chosen, the
model can generate small-world networks. In fact, these networks still pre-
serve the high clustering coefficient of regular lattices, but the rewiring of a
few edges makes the distance between nodes much smaller.

2.1.3 Scale-free networks
Barabasi and Albert noticed that, for many complex networks, the degree distribu-

tion does not follow a Poisson distribution with a peak around the mean value,
but rather a power-law distribution.'” This means that a very small number of

16 Stanley Milgram, “The Small World Problem,” Psychology Today 2, no. 1 (1967): 60-7.

17 Duncan J. Watts and Steven H. Strogatz, “Collective Dynamics of ‘Small-World’ Networks,”
Nature 393, no. 6684 (1998): 440.

18 Paul ErdSs and Alfréd Rényi, “On the Evolution of Random Graphs,” Publications of the
Mathematical Institute of the Hungarian Academy of Sciences 5, no. 1 (1960): 17-60.

19 Albert-Laszl6 Barabasi and Réka Albert, “Emergence of Scaling in Random Networks,” Sci-
ence 286, no. 5439 (1999): 509-12.
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nodes (or hubs) in the network have a very high degree — something that the
Watts-Strogatz model was missing. Barabasi and Albert realized that many real-
world networks show a preferential attachment: nodes do not connect randomly
but, rather, favor more “popular” nodes. For example, novice researchers in a col-
laboration network are more likely to aim to collaborate with researchers who are
further on in their careers and already have many connections. Furthermore, com-
plex networks are not static but instead grow in size. In fact, every year, new re-
searchers start their careers and are added to the network. Barabasi and Albert
proposed a model that, based on these two mechanisms, can generate networks
with a power-law degree distribution. The network starts with a fixed number of
nodes. New nodes are then added and are connected to other nodes with a proba-
bility based on their degree. The networks generated with this model are called
scale-free networks.

2.1.4 Emergence of communities in complex networks

Another important property of complex networks is their organization into com-
munities. A community consists of a group of nodes that are highly connected to
each other but loosely connected to the rest of the network.?’ For example, re-
searchers in a collaboration network tend to connect to other researchers in the
same field, resulting in the emergence of communities that represent similar re-
search topics. Communities can be disjoint if nodes can only belong to a single
community, or overlapping if they can belong to many.

2.1.5 The importance of weak ties

So far, we have seen that complex networks show high transitivity. Because of
transitivity, nodes become highly connected to each other — and as a conse-
quence, the network self-organizes into communities. We have also seen that, in
a complex network, the average path length must be low. Therefore, it is neces-
sary that some nodes act as “bridges” between communities. These connections
are called weak ties. Sociology identifies two different kinds of ties in social net-
works: strong ties represent established interpersonal relationships, and are
found in intracommunity connections; weak ties represent acquaintances, and
are found in intercommunity connections. Granovetter, in his study, showed that

20 John Scott, “Social network analysis,” Sociology 22, no. 1 (1988): 109-27.
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people are more likely to find a new job through their acquaintances rather than
through close friends.” This proved that weak ties are very important when it
comes to the transmission of information within the network. While individuals
in the same community can only share information that most of them probably
already know, acquaintances can provide access to novel information.

2.2 Centrality metrics

Centrality metrics represent an important tool for the analysis of social networks.
These metrics are defined on the nodes, and they rank nodes according to their
position in a network.”? Degree centrality measures the number of direct connec-
tions of a node and can be used to identify actors who are highly connected. Be-
tweenness centrality is computed as the number of shortest paths between any
two nodes in the network that go through a certain node. It measures to what ex-
tent an actor has control over the information flowing between other actors and
can be used to identify those actors who occupy strategic positions in the network
in terms of information exchange. Closeness centrality is computed as the average
shortest path between a node and any other node in the network, and measures
how long it will take for information to flow from one node to the rest of the net-
work. The first person to experiment with centrality metrics was Bavelas, who
showed that centrality measures were linked with group performance and that
centrality metrics can help identify people with different roles in the network.”

2.3 Orbit analysis

Graphlets are small connected graphs with a size of between two and five
nodes. Graphlet analysis is a useful tool for analyzing the global topological
structure of networks and, locally, of a node’s ego network. Figure 1 shows all
the graphlets with up to four nodes. Some well-known examples are the “star”
graphlet and the “triangle” graphlet. Some graphlets are characteristic of certain

21 Mark S. Granovetter, “The Strength of Weak Ties,” American Journal of Sociology 78, no. 6
(1973): 1360-80.

22 Ulrik Brandes, “A Faster Algorithm for Betweenness Centrality,” Journal of Mathematical
Sociology 25, no. 2 (2001): 163-77.

23 Alex Bavelas, “A Mathematical Model for Group Structures,” Applied anthropology 7, no. 3
(1948): 16-30; and Alex Bavelas, “Communication Patterns in Task-Oriented Groups,” The
Journal of the Acoustical Society of America 22, no. 6 (1950): 725-30.
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types of network. For instance, the triangle is more likely to be found in social net-
works, due to high transitivity, while the star is more likely to be found in visibil-
ity networks. Graphlet counts, defined as the number of times that each graphlet
appears in a network, can be used to characterize networks.

Nodes within a specific graphlet can have different roles. For example, in the
star graphlet, one node can be identified as the center and the other three nodes
as the leaves. Similarly, an orbit count can be defined as the number of times a
node appears in each orbit, and can be used to identify groups of nodes that play
different roles in the network. The orbit count for the central position of the
“brokerage” graphlet can, for instance, be used to identify “mediator” nodes in
collaboration networks.
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Fig. 1: Graphlets with up to four nodes, with their different orbits. 2020. © Antonio Fiscarelli.

2.4 Exponential random graph models

Exponential random graph models (ERGMs) are a family of statistical models
that help us discover and understand the processes underlying network forma-
tion.”* They have been used extensively in social network analysis and are
popular in various fields such as sociology,” archaeology,” and history.” ERGMs

24 Carolyn J. Anderson, Stanley Wasserman, and Bradley Crouch, “A p* Primer: Logit Models
for Social Networks,” Social Networks 21, no. 1 (1999): 37-66; Garry Robins et al., “An Introduc-
tion to Exponential Random Graph (p*) Models for Social Networks,” Social Networks 29, no. 2
(2007): 173-91; and Garry Robins et al., “Recent Developments in Exponential Random Graph
(p*) Models for Social Networks,” Social Networks 29, no. 2 (2007): 192-21.

25 Steven M. Goodreau, James A. Kitts, and Martina Morris, “Birds of a Feather, or Friend of a
Friend? Using Exponential Random Graph Models to Investigate Adolescent Social Networks,”
Demography 46, no. 1 (2009): 103-25; and Thomas U. Grund and James A. Densley, “Ethnic
Homophily and Triad Closure: Mapping Internal Gang Structure Using Exponential Random
Graph Models,” Journal of Contemporary Criminal Justice 31, no. 3 (2015): 354-70.

26 Tom Brughmans, Simon Keay, and Graeme Earl, “Introducing Exponential Random Graph
Models for Visibility Networks,” Journal of Archaeological Science 49 (2014): 442-54.

27 Abraham Breure and Raphael Heiko Heiberger, “Reconstructing Science Networks from the
Past,” Journal of Historical Network Research 3, no. 1 (2019): 92-117.
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provide a model for networks that includes covariates — variables that relate to

two or more nodes — which cannot be addressed using traditional methods. They

can represent effects such as:

— homophily: the tendency of similar nodes — i.e. nodes having the same at-
tributes — to form relationships.

— mutuality: the tendency of node B to form a relationship with node A, if
node A is connected to node B.

— triadic closure: the tendency of node C to form a relationship with node A,
if node A is connected to node B, and node B is connected to node C.

ERGMs also provide maximum-likelihood estimates for the parameters governing
these effects. For example, they can estimate the increased likelihood of a tie ex-
isting between two nodes when these nodes have the same attributes. ERGMs also
provide a “goodness-of-fit” test for the model, in order to verify whether the ef-
fects included in the model are sufficient to explain the structure of the observed
network. Furthermore, they can simulate networks that match the probability dis-
tributions estimated by the model. In other words, they can be used to generate
artificial networks that reflect the characteristics of the observed network.

3 Current trends in historical network analysis

There are already several examples of historians incorporating network analysis
into their research. In this section I review some of their work, including how
they translated historical questions into a social network analysis perspective,
and identify what I consider to be the missed opportunities in these studies.

Breure and Heiberger, in their study, argue that eponyms serve as a
proxy for contact and are a promising way to explore historical relationships
between natural scientists.”® Eponyms are used in taxonomy when an author
describes a new species for which they use the name of a person — usually a
field collector or colleague.

Breure and Heiberger tested this hypothesis on the community of malacolo-
gists (i.e. zoologists studying mollusks) in the nineteenth century, analyzing
the recorded activity of malacological authors between 1850 and 1870. The da-
taset used contained authors’ information such as age and home country, as
well as performance measures like their numbers of publications, pages, coau-
thored publications, and coauthors. Each connection between authors was

28 Breure and Heiberger, “Reconstructing Science Networks,” 92-117.
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classified as an eponym, an exchange of material, or a coauthorship. Therefore,
these authors had, effectively, built a collaboration network, in particular a
multiplex network, where nodes interact within different layers (depending on
the type of interaction) but there is no interaction between the different layers
themselves. This network, consisting of 476 nodes and 1,822 edges, can be con-
sidered of medium size. The authors in the network were ranked according to
their number of publications, and elite authors were identified as those who
contributed to 80 percent of the total publications.

Breure and Heiberger noticed that few authors published a large number of
papers, something that has been widely recognized in bibliometrics. They also
identified two heavily linked communities that represented authors dealing with
recent shells and those dealing with fossil (paleontological) shells. They manually
assigned authors to one of the two communities, depending on their research in-
terests. It would have been interesting to use a community detection algorithm to
compare the communities found with the ones identified by the authors, using
metrics such as normalized mutual information® or adjusted randomized index>°
to quantify the agreement of the result, and thus assess any bias in the manual
assignment.

The authors used ERGMs to find out what effects had shaped the network of
collaboration and found that authors from the same country were more likely to
connect with each other, and that higher publication numbers increased the
odds of a tie between authors. They also discuss how eponyms could result in a
collaboration between authors, but this hypothesis was not tested, even though
ERGMs offer the possibility of testing whether a tie in one layer increases the
odds of a tie in a different layer.

Fernandez Riva, in his work, introduced a new method for analyzing shared
manuscript transmission of medieval German texts, based on network analysis.31
Medieval manuscripts contain several texts that were brought together according
to certain criteria — both cultural (common genre) and practical (availability,
size, etc.) — rather than being randomly grouped. Fernandez Riva modeled the
transmission of shared manuscripts as a network, where nodes represent texts

29 Leon Danon et al., “Comparing Community Structure Identification,” Journal of Statistical
Mechanics: Theory and Experiment 2005, P09008; and Zhao Yang, René Algesheimer, and
Claudio J. Tessone, “A Comparative Analysis of Community Detection Algorithms on Artificial
Networks,” Scientific Reports 6 (2016): 30750.

30 Lawrence Hubert and Phipps Arabie, “Comparing Partitions,” Journal of Classification 2,
no. 1 (1985): 193-218.

31 Gustavo Fernandez Riva, “Network Analysis of Medieval Manuscript Transmission,” Jour-
nal of Historical Network Research 3 (2019): 30—49.
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that are deemed connected if they appear in the same manuscript, and a weight
is assigned if texts appear together in more than one manuscript. He does not
mention the size of the network, however he specifies that the largest connected
component of the network included 76 percent of the nodes, while several smaller
components (of two to eight nodes) included 6 percent of the nodes, and the re-
maining 18 percent consisted of isolated nodes. Fernandez Riva decided to name
these three different parts of the network “Continent,” “Archipelagos,” and “Is-
lands.” He proceeded by applying a community detection algorithm on the largest
component to identify communities, although the algorithm used is not men-
tioned. Since the nodes had no attribute data — such as genre, time, or location —
available, the author manually inspected the outcome of the algorithm to verify
whether any of these characteristics correlated with the communities found, and
came to the conclusion that there was a high overlap between communities, even
for different genres. He used eigenvector centrality to identify texts that tended to
appear in large collections, and betweenness centrality to identify texts that con-
nected different communities in the network and fitted into more than one genre.
These metrics helped him identify texts that occupied strategic positions in the
network, something that would have been impossible by human inspection. Al-
though the author does not really provide statistical methods for his analysis of
the network of interest — instead limiting his work to the visualization of the net-
work and the computation of centrality metrics — it must be recognized that the
data available to him were rather limited.

Valleriani et al. analyzed the emergence of epistemic communities during
the early modern period.*” They worked on a corpus of printed cosmology text-
books used at European universities, dividing each book into several text parts,
representing “atoms” of knowledge. The authors built a directed, weighted, mul-
tilayer network where nodes represented books that were connected to each
other, on different layers, if they contained text parts that reoccurred in time
(i.e. if they contained the same text, adaptations or translations of the same text,
commentaries on the same text, or commentaries on the same adaptation), for a
total of five layers. The network was a directed one, with the directionality being
chronological, from older to more recent occurrences. The weight of connec-
tions, on the other hand, was given by the number of text parts that reoccurred
in two different books. The corpus contained 563 text parts, but the authors de-
cided to consider only those parts reoccurring at least once, and with at least

32 Matteo Valleriani et al., “The Emergence of Epistemic Communities in the ‘Sphaera’ Cor-
pus: Mechanisms of Knowledge Evolution,” Journal of Historical Network Research 3 (2019):
50-91.
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one year between reoccurrences. Therefore the network, which can be consid-
ered of small-to-medium size, consisted of 239 text parts and 1,625 reoccur-
rences. The authors also analyzed the aggregated graph, which included the
same set of nodes — two nodes were deemed connected if they were connected
in any of the five layers. The authors performed a longitudinal analysis by first
looking at the age distribution of connections for each layer of the network —
computed as the difference between years of publication of the two text parts at
the ends of each connection — and found substantial differences between layers.
They then looked at the various connected components of the network in order
to identify the different epistemic communities. Using a series of plots, they ana-
lyzed the distribution of nodes’ out-degrees, normalized by the publication date
of the text. For each plot, the visualization was further enhanced with different
colors representing the nodes’ attributes such as in-degree, publication place,
book format, and network layer. The analysis is followed by an in-depth inter-
pretation of the results, and discussion on the emergence and evolution of the
different families of editions. Again, the methodology provided is based more on
data visualization than statistical analysis or advanced modeling techniques.
Cline, in her work, has used social network analysis to study political life in
Athens between the 460s and 450s BC.>® She builds three increasingly broad so-
cial networks using selected biographies from Plutarch’s Lives, from which she
retrieves all actors and their interrelationships. The first network uses Plutarch’s
“Life of Pericles” and consists of 54 actors and 79 ties, which essentially equates
to Plutarch’s ego network. She then enlarges this by adding actors from “Life of
Alcibiades.” This second version of Athens’ social network contains 106 nodes
and 145 connections. Lastly, she includes “Life of Cimon” and “Life of Nicias,”
for a total of 133 nodes and 191 ties across this largest network, formed from all
four biographies’ actors. These networks are all of a small size, undirected, and
unweighted. The author says she is working with a multiplex network, since ties
between actors are of different natures (family, work, friendship), even though
there is no distinction between these ties in the analysis. Her objective is to dem-
onstrate that the social network of Athens’ political life was a small world. Her
argument is that democratic institutions in Athens enabled people belonging to
different circles and social classes to meet, hence favoring innovation and the
diffusion of new ideas. From a network perspective, this would reflect in Athens’
social network having a low average path length, high level of transitivity and a
core-periphery structure where degree distribution follows a power law, with few

33 Diane Harris Cline, “Athens as a Small World,” Journal of Historical Network Research 4
(2020): 36-56.
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highly connected nodes and most nodes having a low degree. Indeed, she com-
putes transitivity, average path length, and diameter for all the networks, and
compares them with the same quantities computed on a random network of the
same size. All these measures confirm that Athens at the time was indeed a small
world. For the core-periphery structure, Cline computes the degree distribution
but does not perform any statistical tests to verify whether a power law is the
best fit. She also computes betweenness for each actor to confirm that women
tend to occupy central positions in the network, connecting different families via
marriage. For this work, information such as gender, family, and social status
was available. Therefore, it would have been interesting to test whether any of
these attributes had an influence on the network of connections.

Schauf and Escobar Varela® used network analysis techniques to identify
characters who play structural roles in the Javanese wayang kulit incarnation of
the Mahabharata epic, which involves representations of the series of stories —
here called lakon — from the epic. They build a weighted, undirected co-occurrence
network, where nodes represent the characters of the epic and these characters are
deemed connected if they are mentioned in the same scene of any story. Weights
indicate how many times two characters appear in the same scene. Each node is
enriched with several attributes such as characters’ tribe affiliation, origin, species,
and gender. The authors also build two different null models that preserve, on av-
erage, the degree distribution of nodes. They compute betweenness centrality and
closeness centrality for each character in the empirical network, as well as in the
two null models. In this way, it is possible to identify outliers whose centrality val-
ues are significantly higher or lower than expected, i.e. compared to the same
quantity computed in the null models. For example, the authors find that female
characters, despite being few in number and appearing relatively infrequently,
seem to dominate the top ranks for betweenness. They also propose a variation of
these centrality metrics that is based on the attributes of nodes. For example, the
inter-faction betweenness centrality is used to identify those characters who act as
“bridges” within their tribe, while the faction-world betweenness centrality identi-
fies characters who act as bridges between their tribe and the rest of the network.

One of the challenges that emerges from historical network research work-
ing with historical data is dealing with missing and incomplete data.>® Net-
worked data have to be extracted from sources such as books, bibliographies,
and diaries that were originally analog and only digitized later, if needed. These

34 Andrew Schauf and Miguel Escobar Varela, “Searching for Hidden Bridges in Co-Occurrence
Networks from Javanese Wayang Kulit,” Journal of Historical Network Research 2 (2018): 26-52.
35 Erickson, “Social Networks and History.”
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sources are often incomplete or do not provide enough information to build the
network of interest. Additionally, missing data in network research are more
critical than in social and behavioral research. Even a small portion of missing
data can be problematic if those data are related to crucial nodes (see hubs in
Section 2.1.3) or ties (see weak ties in Section 2.1.5) This is also in contrast to his-
torical research working with born-digital data, such as online databases or data
scraped from social networks, where data are rather abundant.

4 Use case: Gender and ethnic collaboration
patterns in a temporal co-authorship network

Sytze Van Herck is one of the PhD students at the University of Luxembourg’s
doctoral training unit in digital history and hermeneutics. Her main research in-
terests are intersectionality and gender within the history of computing — and her
work examines occupational segregation, working conditions, and gender stereo-
types in advertising from the 1930s until the end of the 1980s. Sytze and I applied
social network analysis techniques to analyze the gender and ethnicity gap in
computer science research.>® During the last few decades many bibliographic da-
tabases containing the publication records of scientists from different fields have
been published online. Starting from these records, a collaboration network can
be built where nodes represent authors, and authors are deemed connected if
they have coauthored one or more papers together. This network of scientists can
provide many insights into collaboration patterns in the academic community.
The dataset that Sytze and I used for the use case discussed here was one
derived from a snapshot of the DBLP bibliographic database taken on 17 Septem-
ber 2015 and publicly available.” It contains 112,456 papers, written by 126,094
authors and published at 81 different computer science conferences between
1960 and 2015. The dataset includes author gender, which was generated by the
Genderize API based on the first forename of an author.’® For ethnicity data we

36 Sytze Van Herck and Antonio Maria Fiscarelli, “Mind the Gap Gender and Computer Sci-
ence Conferences,” in This changes everything — ICT and Climate Change: What can we do? IFIP
International Conference on Human Choice and Computers, ed. David Kreps et al. (Cham:
Springer Nature Switzerland, 2018), 232-49.

37 Agarwal Swati et al., “DBLP Records and Entries for Key Computer Science Conferences,”
Mendeley Data, V1, 2016.

38 Genderize API, accessed April 21, 2021, https://genderize.io.
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decided to use the R package called wru that uses the algorithm implemented by

Kosuke and Kabir to predict ethnicity based on last name and gender.>®
Our research was driven by the following questions:

— Do minorities in computer science demonstrate different collaboration
patterns?

— As we saw in Section 2.1.1, metrics such as clustering coefficient, average path
length, and diameter can characterize entire networks. A large clustering coef-
ficient can be used to identify densely connected networks with high transitiv-
ity, while low average path length and diameter can identify networks in
which information flows faster. For this reason, we decided to extract male
and female subnetworks from the dataset, as well as networks of white re-
searchers and researchers of color, by considering only the nodes with the se-
lected attribute and the connections between those nodes. We then computed
clustering coefficient, average path length, and diameter on these networks
and compared the results. We found that the female researchers had a more
close-knit network than the male researcher network — and that white re-
searchers, even though they were not a minority, showed a similar behavior.

— Do minorities in computer science struggle to be successful?

— The metrics commonly used to quantify the success or popularity of a re-
searcher are based on the numbers of their publications and citations. We
decided, instead, to use network metrics (presented in Section 2.2) that
were based on the position that researchers occupied in the coauthorship
network and metrics based on a researcher’s ego network structure. We
computed some local network metrics such as betweenness centrality,
closeness centrality, local clustering coefficient, and degree centrality, and
then ranked male and female researchers, as well as white researchers and
researchers of color. We found that female researchers generally scored
lower than their male counterparts in terms of network connections, and
had more closely knit networks. However, those ranked at the top obtained
better results. Researchers of color, who were mostly Asian researchers, oc-
cupied more strategic and central positions in collaborations, outperform-
ing white researchers.

— Do minorities play different roles in the network?

— To answer this question we used orbit analysis (discussed in Section 2.3) to
compute the average orbit count for female and male researchers, as well as
for white researchers and researchers of color, and compared the results. We

39 Kosuke Imai and Kabir Khanna, “Improving Ecological Inference by Predicting Individual
Ethnicity from Voter Registration Records,” Political Analysis 24, no. 2 (2016): 263-72.
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found that male researchers dominated central roles, corresponding for exam-
ple to the central orbit in the star graphlet, while female researchers tended to
occupy the peripheral positions. In particular, in the brokerage graphlet, male
researchers more often occupied a brokerage position, corresponding to the
central orbit of this graphlet, while a pair of female researchers and an individ-
ual female researcher were more likely to be found in the peripheral orbits of
the same graphlet — implying the male researcher played a mediating role be-
tween these female researchers.

— Does the minority bias become mitigated over time?

—  We built a temporal version of the coauthorship network and answered the
same questions to see if there were any changes over time. Firstly, we found
that the size of minority groups had expanded over time, with their intragroup
homophily increasing even faster. Female researchers performed better at
higher ranks only during specific periods, such as in the middle of the 1980s
and toward the end of the 1990s. The trend for ethnicity, on the other hand,
inverted over time: researchers of color, mostly Asian, occupied more central
positions until the mid-1990s, while they have become more closely knit in re-
cent years. In the orbit analysis we found that gender differences had narrowed
over time, while we observed a complete inversion of the trend for ethnicity.

4.1 Reflections and challenges

The aim of this collaboration was to build a bridge between the very different dis-
ciplines of humanities and computer science. We faced several challenges during
this work. The first was related to the algorithmic bias associated with the gender
and ethnicity prediction algorithms. The gender prediction was based on the
given name (or forename) of an author. This was a generalization that was neces-
sary given the large number of authors and the limited personal information avail-
able. First of all, we assumed that gender is binary, rather than more complex.
Secondly, the same given name may be more commonly associated with being a
male or female name depending on the country of origin. For example, the name
“Andrea” is commonly feminine, while it is widely used as masculine in Italy. Ad-
ditionally, the gender identity of a person may not match their biological sex.

The ethnicity prediction algorithm, on the other hand, is based on the family
name (surname) and gender of an author. This is also a generalization, since a per-
son’s cultural identity may be different from their ancestry (or indeed from their
spouse’s ancestry where family names are changed on marriage). For example,
many second- and third-generation American citizens have Italian surnames due
to their Italian ancestry, while embracing an American identity. We also noticed
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that the gender prediction algorithm was less accurate for ethnic minorities. We
therefore decided to build two separate networks for our analysis: one containing
all authors whose gender prediction had at least 99 percent accuracy (i.e. a
99 percent likelihood of being correctly assigned as male or female), and an-
other containing all authors whose ethnicity prediction score had at least
50 percent accuracy (i.e. 50 percent likelihood of belonging to a certain eth-
nicity versus all other ethnicities).

The fact that the algorithms do not have 100 percent accuracy shows that
the use of digital tools does not remove bias. Algorithms contain an intrinsic
bias because they are designed by humans, and researchers also introduce bias
when choosing a certain algorithm.

5 Conclusion

The main objective of this project was to show how humanities research can ben-
efit from network analysis, by providing PhD students from different fields with
the right tools to help answer their historical questions, and adapting these tools
to their research projects. In this way, a fruitful collaboration — where both sides
can benefit from each other — may be sought: humanities scholars gain a critical
understanding of digital tools and their functionalities, while computer scientists
find new use cases and applications, at the same time learning to understand
the needs of humanists. Understanding each other’s needs is crucial for such
collaborations. Instead of two distinct groups with separate interests, I envision
humanists and computer scientists joining forces and sharing their knowledge
and expertise in order to tackle the new challenges that are emerging in digi-
tal humanities. Only with a common goal and a shared vision can this col-
laboration be effective and still worth the time and effort required.

This article describes how I reviewed the latest historical network research in
order to assess the current practices of historians using network-based methods,
and discusses some of the challenges faced in digital humanities. As part of this
work I translated historical problems for computer science peers and explained
the basics of social network analysis to historians. I have also presented a use
case here, drawn from my collaboration with a historian colleague, showing how
social network analysis can be used to answer historical research questions. In
particular, I presented our joint research questions and the tools we used to an-
swer them. Finally, I reflected on the challenges we encountered during our joint
work, such as the generalizations that we made in order to model our scenario
and the algorithm criticism regarding the gender and ethnicity predictions.
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Kaarel Sikk

Hunting for emergences in stone-age
settlement patterns with agent-based
models

1 Introduction

Complexity science focuses on explaining phenomena as systems composed of a
multitude of components interacting with each other. This approach offers a
good reflection of social systems which are composed of individuals. Social sci-
entists have long been aware of how complex structures emerge from individual
behaviors. During recent decades, researchers have also started to use complex
systems to explore the past. These studies have mostly applied agent-based mod-
els in the field of archaeology’ and in fields specializing in modeling, for exam-
ple those under the umbrella term cliodynamics.? Until recently, the application
of complexity science has largely been neglected by humanists and historians in
particular.

This chapter discusses the opportunities offered by complexity science ap-
proaches, and particularly agent-based modeling (ABM), for humanities schol-
ars studying the past. The discussion is based on explorative interdisciplinary
research applied to the emergence of settlement patterns, as observed in ar-
chaeological material. Its main purpose is not to report the research results,
which are published elsewhere,? but to discuss the explorative process of the

1 Mark W. Lake, “Trends in Archaeological Simulation,” Journal of Archaeological Method and
Theory 21, no. 2 (2014): 258-87; and ]. Daniel Rogers and Wendy H. Cegielski, “Opinion: Build-
ing a Better Past With the Help of Agent-Based Modeling,” Proceedings of the National Acad-
emy of Sciences 114, no. 49 (2017): 12841-44.

2 For examples see: “Cliodynamics,” Wikipedia, accessed April 22, 2021, https://en.wikipedia.
org/wiki/Cliodynamics.

3 Kaarel Sikk and Geoffrey Caruso, “A Spatially Explicit Agent-Based Model of Central Place
Foraging Theory and Its Explanatory Power for Hunter-Gatherers Settlement Patterns Forma-
tion Processes,” Adaptive Behavior 28, no. 4 (2020): 1-21; Kaarel Sikk et al. “Environment and
Settlement Location Choice in Stone Age Estonia,” Estonian Journal of Archaeology 24, no. 2
(2020): 89-140.

Acknowledgments: | would like to thank the Luxembourg National Research Fund (FNR) (10929115),
who funded my research.

3 Open Access. © 2022 Kaarel Sikk, published by De Gruyter. This work is licensed under the
Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110723991-003
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ABM-driven research project, along with additional values and unexpected in-
sights gained during the study. Elements of the research process that could apply
to other studies and fields are reflected upon using digital hermeneutics as put
forward by historians as a reference model.* Interdisciplinary contact points be-
tween the social and natural sciences and the humanities, that form the basis of
the study, are discussed.

In the following sections, concepts of modeling, emergence, and complex
systems are discussed from a humanist viewpoint, then an overview of a case
study is presented and, based on the experience of the project, wider applica-
tions of ABM practices are discussed.

The research presented here is based on ideas and cooperation with people
from an interdisciplinary context including fields like archaeology, history, quan-
titative geography, economy, computer science, and complex systems modeling.’

2 Concepts and methods
2.1 Emerging complexity

Adoption of complex systems approaches becomes reasonable if the research
object exhibits emergent behavior, which means that the system in general
possesses properties that its individual elements do not have. Although re-
search on complex systems has escalated quite recently, the general ideas be-
hind complexity science are in fact very old.

Emergence was already being described in the ancient world by philoso-
phers like Aristotle who, in the earliest known such record, wrote in his Meta-
physics: “In the case of all things which have several parts and in which the
totality is not, as it were, a mere heap, but the whole is something besides the
parts, there is a cause; for even in bodies contact is the cause of unity in some
cases, and in others viscosity or some other such quality.”®

4 Andreas Fickers, “Hermeneutics of In-Betweenness: Digital Public History as Hybrid Practice,”
in Handbook of Digital Public History, ed. Serge Noiret, Mark Tebeau, and Gerben Zaagsma (Berlin:
De Gruyter, forthcoming).

5 The author wishes to thank Andreas Fickers for building the research environment behind
this research, Geoffrey Caruso for his guidance on quantitative geography, Aivar Kriiska for ar-
chaeological data and insights, Juliane Tatarinov for initiating this volume, and Iza Romanow-
ska for very helpful feedback on the research and text.

6 Aristotle, Metaphysics, trans. William D. Ross (Oxford: Clarendon Press, 1908), 980a.
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During the nineteenth century the axiom that the whole is greater than the
sum of its parts (Renouvier), and Boutroux’s idea that higher levels of analysis
are irreducible to the lower levels, became known among scholars studying so-
ciety. Durkheim used these ideas to deduce the central concept of the newly
born discipline of sociology: the sui generis, now referred to as emergence.

There are some well-known iconic examples of emergent systems observed
by science. For example, through physics we know about rules governing sub-
atomic particles, but those rules do not inform us about the chemical properties
of the substance formed by those particles. Rules and theories in chemistry are
formulated for another scale of analysis. The science of biology in turn consid-
ers life as an emergent property of chemical systems. Likewise human culture
is not explained by the biological characteristics of humans but requires an-
other level of observations. These gaps are unintuitive for the human mind and
often form the boundaries of disciplines.’

Social emergence can be illustrated by the power law governing the distribution
of the connections that individuals have in a society, and which emerges as a result
of a preferential attachment process. Individuals often prefer connections with
others who already have more connections, for example because of better access to
information or higher perceived trustfulness (doing business with rich people,
being friends with people with more friends). This preference develops an exponen-
tial distribution of connections (friends, wealth) and the dynamic process described
as “the rich get richer” emerges (the Matthew effect).® From an individual’s point of
view or level of analysis it might not be intuitive that the general trend of being
friends with popular people leads to an increase in social inequality. This illustrates
how phenomena usually observed at different levels of analysis are interrelated.

The remarkable thing about society is the ease with which simple individ-
ual rules and changes in individual connection lead to complexity — and, quot-
ing Epstein and Axtell, “it is not the emergent macroscopic object per se that is
surprising, but the generative sufficiency of the simple local rules.”® This quote
expresses that only very basic rules governing individual choices are required
to form complex systems with new properties.

7 See, for example, Mark Bedau and Paul Humphreys, Emergence: Contemporary Readings in
Philosophy and Science (Cambridge, MA: MIT Press, 2008), 10-8.

8 Simulation of evolution of power-law distribution of node degrees on synthetic network by
using: Uri Wilensky, “NetLogo Preferential Attachment Model,” (Center for Connected Learn-
ing and Computer-Based Modeling, Northwestern University, 2005), accessed December 1,
2020, http://ccl.northwestern.edu/netlogo/models/Preferential Attachment.

9 Joshua M. Epstein and Robert Axtell, Growing Artificial Societies: Social Science From the
Bottom Up (Washington, DC: Brookings Institution Press, 1996), 52.
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Analyzing emergent relations between different analytical levels became pos-
sible only after new fields of systems theory and cybernetics arose during the
1940s. New ideas morphed into the discipline of complexity science, which pro-
vided a toolkit for studying complex systems involving relations between their
components and properties like adaption, nonlinearity, spontaneous order,
feedback loops, and emergence. Agent-based modeling (ABM), an analytical
approach to solving systemic issues, was developed and became practically
applicable during the computational revolution of the 1980s.

2.2 Agent-based modeling - a tool for exploring complexity

ABM is a computational simulation method developed to explore complex sys-

tems by combining different levels of analysis. It lets us explore how the rela-

tively simple behaviors of system components lead to the general emergence of

complex phenomena. Building on the classical definition from Clarke, “a model

is a mechanism which connects theory to data,”'® ABM is a mechanism that en-

ables us to connect the theory of one level of analysis to data on another level.
The agent-based modeling process is accomplished in a number of key steps:"

1) The characteristics of the environment and the rules governing individual
agents (ontology) are defined.

2) These characteristics and rules are then formalized as algorithms and their
configurations, so that the latter can be executed as a computer program.

3) The created models are calibrated to fit available observations.

4) The models are validated to behave as expected (face validation).

5) Any further analytical processes are performed, such as running simula-
tions of scenarios which can be compared to empirical observations or the-
ories, and model exploration to explain phenomena and build theories.

ABM as a simulation technique enables us to explore scenarios that cannot be
observed in empirical reality’? and thus involves the experimental method in
disciplines usually limited to descriptions and the comparative method.

10 David L. Clarke, “Models and Paradigms in Contemporary Archaeology,” in Models in Ar-
chaeology, ed. David L. Clarke (London: Methuen, 1972), 1-60.

11 For an overview of the ABM workflow carried out for this research see Section 3, including
Figure 1.

12 James McGlade, “Systems and Simulacra: Modeling, Simulation, and Archaeological Inter-
pretation,” in Handbook of Archaeological Methods, ed. Herbert D. G. Maschner and Christo-
pher Chippindale (Oxford: Altamira Press, 2005), 558.
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ABM can be used to build and test theories of individual behaviors by pro-
jecting them onto different social and spatial scales.® These scales constitute
different levels of observation and analysis. For example, written sources de-
scribe individuals’ perceptions, while archaeological observation could provide
an aggregate understanding of dynamic phenomena in general.

The literature of ABM for historical scholarship has so far mainly been lim-
ited to discussion on the potential use of ABM.* Nanetti and Cheong discussed
how narrative-driven analysis of historical big data can lead to the development
of explanatory agent-based models in the genre of counterfactual history, one
possible application of ABM." Some studies utilizing ABM'® include research
on infantry tactics,"” antiquities infrastructure projects'® and maritime trade.'

The situation is different in the field of archaeology where ABM has seen con-
siderable success in recent years. This may be due to the more quantitative nature
of the discipline, having its sources reflecting the aggregated activities of people of
the past and thus being easier to project onto different scales of time and space.?

13 Timothy A. Kohler, George ]J. Gumerman, and Robert G. Reynolds, “Simulating Ancient So-
cieties,” Scientific American 293, no. 1 (2005): 76—84.

14 Michael Gavin, “Agent-Based Modeling and Historical Simulation,” Digital Humanities
Quarterly 8, no. 4 (2014); Marten Diiring, “The Potential of Agent-Based Modelling for Histori-
cal Research,” in Complexity and the Human Experience: Modeling Complexity in the Humani-
ties and Social Sciences, ed. Paul A. Youngman and Mirsad Hadzikadic (Singapore: Pan
Stanford Publishing, 2014), 121; and Edmund Chattoe-Brown and Simone Gabbriellini, “How
Should Agent-Based Modelling Engage With Historical Processes?,” in Advances in Social Sim-
ulation 2015, ed. Wander Jager et. al. (Cham: Springer, 2017), 53-66.

15 Andrea Nanetti and Siew Ann Cheong, “Computational History: From Big Data to Big Simu-
lations,” in Big Data in Computational Social Science and Humanities, ed. Shu-Heng Chen,
Computational Social Sciences (Cham: Springer International Publishing, 2018), 337-63.

16 For an overview see: Dominik Klein, Johannes Marx, and Kai Fischbach, “Agent-Based
Modeling in Social Science, History, and Philosophy. An Introduction,” Historical Social Re-
search/Historische Sozialforschung 43, no. 1 (2018): 7-27.

17 Xavier Rubio-Campillo, José Maria Cela, and Francesc Xavier Hernandez Cardona, “The De-
velopment of New Infantry Tactics During the Early Eighteenth Century: A Computer Simula-
tion Approach to Modern Military History,” in Agent-Based Modeling and Simulation, ed.
Simon Taylor (Cham: Springer, 2014), 208-30.

18 ]. Riley Snyder et al., “Agent-Based Modelling and Construction — Reconstructing Antiq-
uity’s Largest Infrastructure Project,” Construction Management and Economics 36, no. 6
(2018): 313-27.

19 Ulf Christian Ewert and Marco Sunder, “Modelling Maritime Trade Systems: Agent-Based
Simulation and Medieval History,” Historical Social Research/Historische Sozialforschung 43,
no. 1(2018): 110-43.

20 Lake, “Trends in Archaeological Simulation,” 258-87.
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ABM has been used to explore hominid dispersal,* hunter-gatherer foraging” and

settlement choice,” the agriculture and economy of Neolithic village communi-
ties,? the social and economic organization of ancient civilizations,” and cultural
transmission,?® among other topics.

The essence of ABM practice in archaeology lies in formulating the individ-
ual behaviors as choice rules, running the model, and comparing the simulation
output to corresponding observations from empirical material. As archaeologists
do not typically have access to knowledge about individual behaviors in the
past, anthropological universals, contemporary analog, and other disciplines are
used to define them.

3 Studying settlement choice using ABM
3.1 Case study: The Stone Age settlement of Estonia

The research question for this case study was initiated by the notion among a
group of Estonian and Finnish archaeologists that it is relatively easy to find
settlement sites from the late Mesolithic Narva stage (5200-3900 BC) and early

21 Steven Mithen and Melissa Reed, “Stepping Out: A Computer Simulation of Hominid Dis-
persal from Africa,” Journal of Human Evolution 43, no. 4 (2002): 433-62; Iza Romanowska
et al., “Dispersal and the Movius Line: Testing the Effect of Dispersal on Population Density
Through Simulation,” Quaternary International 431 (2017): 53-63.

22 Mark W. Lake, “MAGICAL Computer Simulation of Mesolithic Foraging,” in Dynamics in
Human and Primate Societies: Agent-Based Modelling of Social and Spatial Processes, ed. Timo-
thy Kohler and George Gumerman (Oxford: Oxford University Press, 2000), 107-43; Marco
A. Janssen and Kim Hill, “An Agent-Based Model of Resource Distribution on Hunter-Gatherer
Foraging Strategies: Clumped Habitats Favor Lower Mobility, but Result in Higher Foraging
Returns,” in Simulating Prehistoric and Ancient Worlds, Computational Social Sciences, ed. Juan
A. Barcel6 and Florencia Del Castillo (Cham: Springer, 2016), 159—-74.

23 John H. Christiansen and Mark Altaweel, “Simulation of Natural and Social Process Inter-
actions: An Example from Bronze Age Mesopotamia,” Social Science Computer Review 24, no. 2
(2006): 209-26.

24 Timothy A. Kohler et al., “Settlement Ecodynamics in the Prehispanic Central Mesa Verde
Region,” in The Model-Based Archaeology of Socionatural Systems, ed. Kohler Timothy and
Sander Van Der Leeuw (Santa Fe, NM: School for Advanced Research Press, 2007), 61-104.

25 Timothy A. Kohler, George J. Gumerman, and Robert G. Reynolds, “Simulating Ancient So-
cieties,” Scientific American 293, no. 1 (2005): 76—84.

26 Enrico R. Crema and Mark W. Lake, “Cultural Incubators and Spread of Innovation,”
Human Biology 87, no. 3 (2015): 151-68.
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Neolithic Comb Ware period (3900-1800 BC) (which we will refer to together as
NCW) on the landscape, but that sites from the Corded Ware stage (CWC;
2800-2000 BC) are only found by chance.?” We can rephrase this by saying that
archaeologists’ implicit mind-models can predict the locations of the first group
of sites but are unsuccessful for the second group.

The effectiveness of archaeological predictive models (here, we consider
mind-models to belong to this group) has been thoroughly discussed and it has
been hypothesized that, as social complexity grows, the direct relationship be-
tween settlement choice and environmental conditions decreases.?® The case
study presented here explored this hypothesis as a cause of differences in the
environmental predictability of settlement locations.

To do so, the research project integrated empirical data and theories of set-
tlement pattern formation, including two levels of analysis. The empirical level
was represented by the settlement locations of the given periods and the envi-
ronmental conditions associated with those locations. Settlement systems can
be approached as emergent phenomena formed by individuals making their de-
cisions of where to live, which constitutes another theoretical level of analysis.
Scholars have implicitly used this perspective but explicit approaches have
been less explored so far. Separate levels of analysis and the complex nature of
the formation process suggested ABM as an appropriate research tool to pro-
pose hypothesized models of individual behavior and test them against empiri-
cal observation.

Using ABM set several requirements that needed to be met to build, calibrate,
validate, and interpret an ABM model. Although ABM can be developed based on
verbal theories® and validated qualitatively against descriptions, quantitative
modeling steps were essential and considerably influenced the current research
process. Those research steps created a research framework illustrated in Fig. 1
and discussed in the following sections.

27 Sikk et al., “Environment and Settlement,” 91.

28 Jeffrey H. Altschul, “Models and the Modelling Process,” in Quantifying the Present and
Predicting the Past: Theory, Method, and Application of Archaeological Predictive Modeling, ed.
James Judge and Lynne Sebastian (Denver: US Department of the Interior, Bureau of Land
Management, 1988), 61-96; Kenneth L. Kvamme, “There and Back Again: Revisiting Archaeo-
logical Locational Modeling,” in GIS and Archaeological Site Location Modeling, ed. Mark
W. Mehrer, and Konnie L. Wescott (Raton, FL: CRC Press, 2005), 23-55.

29 Paul Smaldino, “How to Translate a Verbal Theory into a Formal Model,” preprint (MetaAr-
Xiv, 26 May 2020).
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Fig. 1: ABM-driven research process used in the current research. The flowchart illustrates the
process starting from a hypothesis, through proposing a model, and ending with model
interpretation which results in new theory building. 2020. © Kaarel Sikk.

3.2 Data modeling

Data extraction and modeling involve defining entities of interest and their avail-
able and relevant characteristics.> Being a prerequisite for following modeling
practices it does, however, require a knowledge of both empirical data and the
related theoretical frameworks. In the current study, preliminary development of
both the empirical and the conceptual model was required before the final data
structure was decided upon, requiring synchronous development.

30 The annual conference series “Computer Applications and Quantitative Methods in Ar-
chaeology” dedicated to this topic has been running since 1973. For proceedings see: https://
caa-international.org/proceedings/published/, accessed July 27, 2021.
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In addition to both empirical and theoretical explorations of available
knowledge, data modeling also exposed three essential issues typical of quanti-
tative studies of the past:

- contemporary conditions (environment) are different from those of the past

— the extent to which past environmental attractions can be observed in
available variables is not known

— whether the mind-model of the archaeologists has already introduced a
bias in the current knowledge.

To address these issues several new steps were introduced into the research
process. The first of them required interdisciplinary cooperation with geologists
who provided past landform and shoreline reconstruction models representing
the periods of interest.

The second issue was solved by constructing a statistical model which proved
the strong relation between environmental variables (e.g., distance to water, soil
type, geomorphological derivatives) and settlement choice (see Section 3.3).

Data bias is a well-known issue to archaeologists> and, as one critical com-
ment by a reviewer stated, it is often considered to invalidate the results, without
delving into complex theoretical frameworks. In the current case the survey strate-
gies were studied and it was found that most recent surveys have ventured past
predicted areas and undertaken additional trips in order to validate knowledge.*
This made the current knowledge significantly stronger, although awareness of
possible bias is universally required during interpretation of archaeological results.

3.3 Statistical model of empirical data

A statistical model was created mainly as an evaluation of available environmental
variables, to explore their relation to settlement choice. Statistical analysis was
used to find and describe regularities in the empirical data. The dependence of set-
tlement patterns on environmental conditions has been thoroughly researched in
archaeology, with studies carried out since the 1970s. Later the exploration contin-
ued mostly with GIS-based predictive models for archaeological site prospection.®

31 David Wheatley, “Making Space for an Archaeology of Place,” Internet Archaeology 15 (2004).
32 Sikk et al., “Environment and Settlement,” 110.

33 William James Judge and Lynne Sebastian, Quantifying the Present and Predicting the Past:
Theory, Method, and Application of Archaeological Predictive Modeling (Denver: US Department
of the Interior, Bureau of Land Management, 1988); Mark W. Mehrer and Konnie L. Wescott,
GIS and Archaeological Site Location Modeling (Raton, FL: CRC Press, 2005).
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The analysis of the current data showed the existing relation between envi-
ronment and settlement choice and exposed useful variables describing it.
Some of the results, like the sites’ proximity to water bodies in dry, sandy areas
were already known to archaeologists. The results added new insights includ-
ing the rugged nature of the preferred environment and the relative position of
sites in local topography. The statistical analysis served as a tool for data reduc-
tion and helped to assess which variables were reflecting changes in settlement
choice and were thus useful to include in further analysis.

This step revealed differences in settlement choice logic between the CWC
and NCW settlements, with the first being less constrained by water bodies and
in general situated in higher locations.>* The selection of variables (e.g., dis-
tance to water, soil type) and measures of their effect on settlement choice
pushed the boundaries of interpretation and led to alternative hypotheses for
explaining the data.

3.4 Spatial model

A spatial model was constructed in order to quantitatively assess the initial obser-
vation that the settlement choice of the CWC phenomenon was less predictable
than that of the earlier periods. The analysis was done using methodologies from
archaeological predictive modeling and eco-cultural niche modeling - the latter
provided several additional measures and niche-related concepts from ecology.

Knowledge of the relation of environmental variables to settlement choice was
extrapolated to the whole research area by creating a spatial inductive logistic re-
gression model. The resulting probability rasters represented the environmental
residential suitability maps associated with the two studied settlement systems.
Created models could be compared for both the environmental influences and the
spatial configurations of suitable areas. Comparison of the features confirmed the
hypothesis that during the CWC stage the settlement choice was less restricted by
environmental conditions.

Several spatial measures like spatial clustering and niche breadth were ex-
perimented with and provided measures to compare simulation results to em-
pirical reality, thus helping to validate them. Through the modeling process the
epistemological meaning changed from economically evaluating individual lo-
cations for potential archaeological remnants to reconstruction of the past

34 Sikk et al., “Environment and Settlement,” 107-10.
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vision of the landscape. The spatial interpretation of empirical data was a step
closer to expressing individual perception of the landscape.

In addition to confirming the initial hypothesis of decreasing environmental
influence this enabled formulation of new interpretations of the importance of
spatial structure of past perception of the habitation areas. For this, the new con-
cept of a residential suitability model (RSM) was developed, which was inter-
preted as the perceived potential of locations in an area for living and which is
technically identical to niche models and archaeological predictive models. It
could be asked: What are the differences between the suitable habitation areas,
as perceived by people of the early Neolithic and the CWC cultures? It also helped
to define hypotheses for explaining differing spatial structure RSMs of the settle-
ment systems. Those hypotheses included the different mobility modes of the pe-
riods, growing social complexity, and technological innovation making wider
areas usable by agriculture.

3.5 Agent-based framework

The central goal of ABM is to explain complex relations between processes that
are out of the reach of verbal arguments by proposing a model which can be
validated to empirical data. The model can then be explored further, thus build-
ing theory through interpreting it. For the current study the goal was to build a
simulation model that produced synthetic data that could be compared to ar-
chaeological empirical data and through it to explain the observed variations in
settlement systems. The foundation of such a model is the conceptualization of
theoretical knowledge of individual behaviors.

The conceptual model was constructed to formally describe the settlement
pattern formation process as cumulative settlement choices. The conceptualiza-
tion drew from studies in ethnography and economic geography, incorporating
abstract concepts most of which have previously been discussed in the context
of archaeology. The conceptual model describing how people choose a place to
live was based on theories from archaeology where most of the basic principles
had been debated during the 1970s.>

Constructing the abstract conceptual model was helped by the fact that gen-
eral theories of settlement choice are similar in those fields and the main differen-
ces come from the empirical data used to back them. For example, archaeologists

35 Carole L. Crumley, “Three Locational Models: An Epistemological Assessment for Anthro-
pology and Archaeology,” Advances in Archaeological Method and Theory 2 (1979): 141-73.
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could categorize influences on choice as social (hypothetical) and environmental
(partly observable) influences, but geographers would group influences by their
spatial characteristics.

Individual agents’ selection of residence was formulated using principles of
discrete choice, with every location having an abstract utility value for a settle-
ment. From contemporary experience we know that there exist a multitude of
factors influencing residential choice, for example access to a workplace and es-
sential services, social context, the feeling of belonging to a group, and general
environmental conditions. Such factors depend on observed society, but to ab-
stract prehistoric settlement choice we categorized them into two major groups:
influences arising from the social domain (other people) and those related to the
physical environment.

The utility value of each location was then determined by a utility function
composed of factors categorized as access to either ecosystem services or social
services. Under ecosystem services we grouped factors like access to local shel-
ter, drinking water, and a dry location, as well as access to fertile agricultural
lands and hunting grounds. Social services include the benefits of keeping in
contact with other people, including the availability of specialized goods, trade,
and cultural and other benefits which can be associated with greater social com-
plexity. It must be noted that neither group is completely nor directly observable
in the archaeological record, but ecosystem services is certainly better repre-
sented through environmental variables.

A functional simulation model was constructed based on the conceptual
model, and synthetic environments were generated, with ecosystem services
and agent populations forming dynamic social attractions. Each agent in the
system model represented a community that formed a residential settlement.
Agents were made mobile and assigned a goal of searching for the best location
in the randomly generated environments, using varying influences.

One of the powers of ABM is the ease of going directly from the conceptual
model to the simulation model, thus enabling model exploration techniques
to be used to gain theoretical insights. Exploration of the conceptual model
showed that, for settlement choice, the factors which required access over
longer distances, like trade, were of lesser importance in validating the signif-
icance of the relation between different environmental data for this decision.
Although the result may be intuitive, ABM provided quantitative assessment
of significant ranges of individual environmental influences. For example,
local conditions influence specific location choice significantly more than ac-
cess to resources in daily walking distance does.
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3.6 ABM experiments

Three extended models were created to run simulation experiments testing the
hypotheses. The first experiment was designed and run to explore the resource
depletion that has long been considered to be the driving force of hunter-
gatherer mobility. A central place foraging (CPF) ABM implementation was cre-
ated and illustrated that, although the resource depletion based model is very
useful for explaining mobility, it has only a modest impact on settlement loca-
tion choice principles.®® The experiment indicated that the hypothesis of differ-
ing mobility was not the cause of differences between settlement systems of the
periods concerned.

Another simulation experiment was conducted testing different variations of
utility function, with agents prioritizing either environmental benefits or social
connectivity. As expected in simulation runs with agents prioritizing social serv-
ices more highly, the environmental value of location was sacrificed, resulting in
greater population clustering (Fig. 2) — and, in the reverse case, population was
generally more dispersed.’’” The model confirmed the intuitive idea that, with
greater social complexity, the selection of suitable sites was less environmentally
determined - but it added a spatial factor: i.e. it should also result in higher pop-
ulation clustering.

Running a dedicated simulation experiment testing different spatial config-
urations of the environment led to another unexpected insight. The simulations
revealed the idea that the spatial autocorrelation of attractions in the landscape
influences the emergence of settlement systems and population clustering.

ABM enabled the conceptualization of the rather abstract but essential idea
of a residential suitability model, as mentioned in Section 3.4. The most fruitful
of the unexpected insights that came purely from ABM simulations was the un-
derstanding that the spatial configuration of attractions in the landscape influ-
ences the emergence of settlement systems and population.

It was personally interesting to observe how the ABM modeling process sur-
prised and played with the researchers’ intuition.*® The simulation results were
sometimes the opposite of their initial intuition but, after visual observation of
the simulations, previously counterintuitive results started to seem intuitive. I

36 Sikk and Caruso, “Spatially Explicit Agent-Based Model,” 1-21.

37 Kaarel Sikk, Geoffrey Caruso, and Aivar Kriiska, “Conceptual Framework of Assessing the
Influence of Cultural Complexity to Settlement Pattern Formation,” (paper presented at Con-
ference on Complex Systems, Thessaloniki, 2018).

38 Andre Costopoulos and Mark W. Lake, Simulating Change: Archaeology into the Twenty-
First Century (Salt Lake City: University of Utah Press, 2010).
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experienced a similar situation while observing how smoother environments re-
sulted in clustered populations and vice versa (Fig. 2), depending on the scale
and importance of environmental variables. The intuition tricked researchers’
minds again when the resulting dynamics changed while introducing the me-
chanics of resource depletion.

4 Discussion on ABM and studies of the past
4.1 ABM as a “thinkering” tool

ABM is intended for exploring complex systems with emergent properties and
other characteristic features. Some results of the current as well as other archaeo-
logical papers can also be described using simpler analytical models. As using the
simplest possible method is a general scientific principle,® a critique toward the
use of ABM in archaeology is to ask: Is ABM really needed to confirm a theory?

Experience in archaeology, including the current project, indicates that
ABM has proven its value as a tool to “thinker” with,*° even if emergent prop-
erties are not expected to be found. We argue that the process of developing
ABM through formulating theories algorithmically is a very rewarding part of
the research. Its unexpected additional knowledge gain often leads to new ap-
proaches, concepts, and research questions.*! This benefit of modeling is es-
pecially rewarding when dealing with the complexity of social systems, still
relatively unexplored in humanities.

The explorative power of ABM is realized through the development process
and the methodological toolkit associated with it. In addition to domain knowl-
edge of the subject matter, this development requires researchers to be able to
express their ideas algorithmically — a formal expression that forces them to ex-
plicitly state their knowledge and re-evaluate existing perspectives. It also
opens up new angles to a research subject, with the challenge to select the most
relevant one, thus requiring multiperspective exploration.

39 Iza Romanowska, “So You Think You Can Model? A Guide to Building and Evaluating Ar-
chaeological Simulation Models of Dispersals,” Human Biology 87, no. 3 (2015): 169-92.

40 Erkki Huhtamo, “Thinkering with Media: On the Art of Paul DeMarinis,” in Paul DeMarini:
Buried in Noise, ed. Ingrid Beirer et. al. (Heidelberg: Kehrer Verlag, 2010), 33-46; and Andreas
Fickers and Tim van der Hejden, “Inside the Trading Zone: Thinkering in a Digital History
Lab,” Digital Humanities Quarterly 14, no. 3 (2020).

41 Costopoulos and Lake, “Simulating Change.”
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Archaeologists have rather successfully developed a gut feeling for settle-
ment locations from their experience of different landscapes. While searching for
undiscovered settlement sites they use their mind-model empathetically: Where
would I have camped or settled, in the past? The process is similar to agent-
based modelers modeling the social system and describing the rules governing
an individual (self) making a choice: “If I were to move it would (probably) be to
a better place.” This very basic starting statement already raises several new
questions that need to be solved and leads to a chain of “thinkering” exercises,
experimenting with the synergy of empathetic and rule-based thinking.

If familiar with the algorithmic toolkit, ABM provides the researcher with a
surprisingly intuitive process giving reflexive feedback and new perspectives
on existing knowledge. These perspectives often lead to reconceptualizations of
subject matter. In the current research a significant development was the recon-
ceptualization of archaeological predictive models as residential suitability
models.

4.2 ABM as an interdisciplinary trading ground

The research process showed that the skeptical view that modeling practices sup-
press multiperspective approaches was unfounded — and that in fact the opposite
was true: describing influences on human choices required searching for new per-
spectives in order to describe the system as a whole in the most effective way.

Using ABM almost universally forces the researcher to enter an interdisci-
plinary trading ground and search for fields where specific problems have been
solved in the most efficient way. A sentence in Section 4.1 reflected settlement
choice as perceived by a person: questions on how to formally describe a choice
can be studied in anthropology, psychology, or economics, as archaeologists
often do. Although the developed settlement choice model was focused on spa-
tial aspects it required mapping a wide range of literature from different sources
and used input from various different domains, including geology and ecology.

Formal models are descriptions of a phenomenon with all irrelevant domain
knowledge stripped out, which makes it possible for specialists from different
fields to understand and evaluate the model and reproduce the research results.
As a visual diagram can generally be read without knowing the scientific details
of a topic, so an ABM can also be read and understood by anyone who has mas-
tered the language of its development. This makes formal models efficient inter-
disciplinary communication tools.

In the case of ecology and archaeology, for example, there has been an
exchange regarding predictive models of animal niches and archaeological
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settlement sites. Despite these being different domains the literature is easily

understandable by researchers — and joint methodological developments

have even led to the new field of eco-cultural niche modeling.*? In the current

research, geological paleoreconstruction models were directly usable as a di-

rect input to archaeological models.
Following are some of the interdisciplinary points of contact that were com-

municated through modeling practices:

- archaeological and environmental data, through data modeling

— a paleoenvironment reconstruction model, with geologists using GISs and
existing paleoenvironmental proxies

— spatial statistics, with inductive spatial models and geographical tools to
compare them

— conceptual ABM integrating theoretical frameworks from economics, urban
geography, and ethnography

- model exploration techniques for assessing and building theories and inter-
preting empirical data.

The techniques used in the current study also have surprising connections to
very different fields. For example, inductive models used for predicting site lo-
cations are algorithmically identical to the ones used for text analysis, such as
for topic modeling. They even share typical prediction algorithms (e.g., logistic
regression and MaxEnt) and similarly produce a classification (e.g., habitation
suitability versus topic) that can be used by scholars for searching (e.g., new
sites versus new insights). These models add a new dimension of observation:
in the case of topic modeling this might, for example, create a temporal dy-
namic description and in the case of archaeological sites the model can provide
the spatial structure of a suitable area. Although having very different fields of
research, scholars working with the same algorithm can create a surprisingly
effective channel of communication.

ABM provides even more potential trading ground in the humanities. The
individual-based approach enables more abstract models to be extended to rep-
resent particular cases in different fields. So a conceptual model of residential
choice could be extended to represent hunter-gatherers on the landscape, or
people living in early towns, but also global processes of immigration.

42 William E. Banks et al., “Eco-Cultural Niche Modeling: New Tools for Reconstructing the
Geography and Ecology of Past Human Populations,” PaleoAnthropology 4, no. 6 (2006):
68-83.
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5 Conclusion: Remarks on the general usability
of ABM for exploring the past

Systems modeling can be applied in cases where generalizations are relevant.
When exploring an individual biography, or a narrative with no regularities,
ABM practices might not contribute. But ABM can be applied when two levels
of analysis — such as individuals and social groups — are included in the re-
search. Navigating between these is quite intuitive in everyday life, for example
when talking about individuals and their stories we tend to see them as unique,
but when considering a person’s social role we classify and generalize.

Because of its more general level of usage, ABM’s potential use in humani-
ties might have similarities with prosopography, the study of common features
in historical social groups, as it is not in a constant search for the exceptional
and unique.

In archaeology, ABM, among other modeling techniques, has seen consider-
able success. This may be explained by the discipline’s close relation to natural
sciences and the pattern-like nature of archaeological data. It is also relevant that
the data collection procedure used in excavation is a quantitative process. The ar-
chaeological record is organized by units of different scale like region, site, archae-
ological context, and artifact. The essential element of archaeology, the dating of
items and contexts, traditionally uses the stratigraphical method borrowed from
geology and has developed its own statistical methods, from seriation (introduced
by Petrie) to radiocarbon dating interpreted through Bayesian statistics.

This indicates that a successful ABM project depends on proven formal
frameworks and sufficient amounts of quantitative data, collected in a system-
atic fashion, so as to serve as a proxy for studied phenomena. Additionally, the
observed sociocultural processes must be of sufficient scale to generate regular-
ities that can be isolated from chaotic or unobservable randomness.
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Argument structures of political debates

Annotation, extraction, and applications

1 Introduction

Argument mining has been a popular application in natural language process-
ing (NLP) in recent years. Finding the structure of an argument from unstruc-
tured resources facilitates the analysis of the huge amounts of data that are
available in these modern times, whether born-digital web content or digitized
resources processable by machines. One of the potential fields of argument is
that of the political debates in which candidates argue adversarially over topics
put to them, in order to persuade the audience of their competence to be ap-
pointed by them to a post. Presidential election debates in the United States
have, in some cases, been proven effective in this persuasion.

In this study I am interested in the algorithmic extraction of the argument
structures in these debates. In Section 2 of this chapter, I discuss why this
study is considered an interdisciplinary field and how the study and its results
could relate to digital history and hermeneutics Section 3 investigates in detail
the need for annotation in digital humanity studies and the annotation process
approach I took in this research. In Section 4 I explain how, in my research, I
have implemented NLP algorithms to extract the argument structures from a
political debate dataset and evaluate the results — while in Section 5 I describe
some applications of the extracted argument structures.

Finally, in Section 6, I critically reflect on the transformation of the digital
data source as well as the methodology, including the annotation process and
NLP techniques used in this research.

1.1 Research goal and questions

In this study, I focus firstly on annotation and then extraction of the logical
structure of the arguments provided by presidential candidates in the US presi-
dential election debates from 1960 to 2016.

Acknowledgements: | would like to thank Prof. Dr. Christof Schéch, University of Trier (GER)
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Most prominently in argument mining research, an argument’s main com-
ponent is a claim which embeds the goal of the argument. Thereafter the claim
needs to be supported by evidence or premises.

The main goal of my research is to algorithmically identify the argument struc-
ture in political debate data — i.e. to find an algorithm which can identify how the
argument is shaped, ultimately achieving an argument structure such as that de-
picted in Fig. 1, which is based on a statement made by Senator John F. Kennedy
in the 26 September 1960 debate against Vice President Richard Nixon.

In my judgement, the hard money, tight
money policy, fiscal policy of this
administration has contributed to the
slow-down in our economy

which has slowed somewhat
our economic activity in
1960

which helped bring the which made the recession of
recession of fifty-four fifty-eight rather intense

Fig. 1: Argument structure extracted from Kennedy-Nixon debate on 26 September 1960.
KENNEDY: In my judgment, the hard money, tight money policy, fiscal policy of this
Administration has contributed to the slow-down in our economy, which helped bring the
recession of fifty-four; which made the recession of fifty-eight rather intense, and which has
slowed, somewhat, our economic activity in 1960. 2020. © Shohreh Haddadan.

One approach toward extraction of structures of this type from plain textual re-
sources is to implement an argument mining pipeline — this is considered the
main methodology in this field of research.

In my research, I focus on answering the following questions:

— How can political debate transcript data be defined in the argument analy-
sis domain?

— Is an artificial intelligent agent in the form of a computer program able to re-
produce the thought processes of a human in structuring an argument, given
the political debate text data? And what aspects of argument structure should
an algorithm learn in order to reshape a political debate transcript into argu-
ment structures illustrating how candidates formulate their arguments in
debates?

— What means of analysis can argument structures extracted from text pro-
vide for media historians, political scientists, or social scientists?
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2 Interdisciplinary aspect of the project

Argument mining research is by definition an interdisciplinary study. The two
disciplines from which this area of research has originated are argumentation
theory and NLP. Argumentation theory analyses the nature of arguments from
a logical perspective. The basis of this research field is the study of argument
structures. Meticulously speaking, argumentation theory is in itself an interdis-
ciplinary field composed of rhetoric and logic."

Furthermore, the research applies NLP techniques in order to extract what
we define as arguments from language resources which potentially contain
arguments.

Thirdly, the dataset determines the field(s) of science in which the results
are interpreted, in this case contemporary history, political science, and public
discourse. Zarefsky describes the study of public discourse as a “subfield [that]
has developed [. . .] that is devoted to the historical-critical study of specific
texts or moments of rhetorical significance,”2 — moments, for example, such as
those of presidential debates. As will be discussed in Section 3, the dataset at
hand is a collection of debates from the election periods in the United States
between 1960 and 2016. The interpretation of this dataset from the perspective
of how the arguments have been shaped, changed, reformed, and evolved dur-
ing a relatively short period of time falls into the field of history, as well as that
of political sciences. Thus, the interdisciplinary aspect of this research project
touches on three main fields at various levels of basic definition, methodology
and practical interpretation.

Zarefsky points out that the goal of studying public discourse is to redirect it
firstly into what he calls artistic goals, where scholars investigate the dynamics
of the text to further evaluate its effectiveness or persuasiveness, which can in
argumentation theory be mapped to evaluating the strength of the arguments.
The second aspect is that of historical goals, which aim at understanding how a
certain public discourse affected the flow of history.? This goal can be mapped to
evaluating, from a distant reading view, how different topics have been structur-
ally formed within arguments in the debates throughout a time line.

1 Manfred Stede and Jodi Schneider, “Argumentation mining,” Synthesis Lectures on Human
Language Technologies 11, no. 2 (2018): 1-191.

2 David Zarefsky, Political argumentation in the United States: Historical and contemporary
studies. Selected essays by David Zarefsky (Amsterdam: John Benjamins Publishing, 2014), 2.

3 David Zarefsky, “Political argumentation,” 2.
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We therefore expect that the extraction of the structure of arguments can
indeed provide a tool for historians and public discourse analysts to facilitate
both types of goals mentioned.

3 Annotation

Annotation bridges various fields of science by adding metadata or knowledge
from other perspectives to plain data (e.g. text, images). NLP profits from many
linguistic annotation schemes applied to plain textual resources, such as anno-
tation of parts of speech, various parsing syntaxes, and even semantic and
pragmatic level annotations.

Furthermore, the field of digital humanities benefits from annotated resources
arising from mark-up annotation schemes such as reviews of cultural artifacts.* It
also connects computational linguistics with the field of digital humanities — for
instance, Schmidt uses semantic annotation of named entities to facilitate a histor-
ical study of German plays in order to interpret their role in historical narratives.>

New machine learning techniques like deep learning are known for their
data-devouring characteristics. Annotation is the means of providing them with
the data they need to consume to enable them to recognize patterns using their
generalization and specification algorithmic mechanisms.

In this research, I first had to specify an annotation scheme to represent
argument structures so that it could be applied to the data.

The structure of arguments may vary depending on the domain in question.
For instance, in an argument essay, students describe their stance for or against
a predefined issue (referred to as the major claim) to outline their thought pro-
cesses and structure them for the teacher or the readers of the article. However,
televised debates for the presidential elections take place in a competitive atmo-
sphere, with arguments being made for self-promotion purposes in this adversar-
ial context. The debaters support their claims in each monological argument and
other debaters attack (or in rare cases support) those arguments in a dialogical

4 Kristin Kutzner et al., “Reviews of Cultural Artefacts: Towards a Schema for their Annota-
tion,” (Workshop on Annotation in Digital Humanities conference co-located with ESSLLI,
Sofia, 2018), 17-23.

5 Thomas Schmidt, Manuel Burghardt, and Katrin Dennerlein. “Sentiment annotation of his-
toric German plays: An empirical study on annotation behavior,” (Annotation in Digital Hu-
manities conference, Sofia, 2018), 47-52.
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setting. Therefore, the annotation scheme used will also vary according to the
setting of the argumentation.

I discuss selection of the annotation scheme from three aspects: reproduc-
ibility, practicality, and refinement.

An annotation scheme needs to be reproducible independent of the annota-
tor and the annotation platform. In order to bring about reproducibility in any
annotation scheme on a language corpus, measuring methods are proposed
during the annotation process.

The practicality of the annotation denotes the applicability of the extracted
structure in the required domains. For instance, the persuasive essay project
has defined an argument scheme which incorporates “major claim” as an argu-
ment component since, as I discuss later, in most cases there are no explicit
major claims in dialogical arguments in our political debate dataset.®

The process of interchangeably converting one annotation scheme to an-
other, in order to make use of various datasets as inputs to reasoning engines,
can be handled if the annotation scheme has the capacity for refinement. A sim-
ple annotation scheme may later be expanded on matters such as the distinc-
tions between relations, or the classification of components.

These three aspects guide us in selecting an appropriate annotation scheme
while considering the trade-off between a scheme simple enough for annotators
and the incorporation of enough information for further practical purposes.

The selected annotation scheme is composed of two classes of argument
component — namely claims and premises — and two classes of relations which
connect the argument components to form the structure of the argument’s (sup-
port/attack) relations. This annotation scheme can serve in the monological
speeches made by each candidate in the debates to represent the structure of
their argument as shown in the argument structure diagram in Fig. 1.

Moreover, the relations can be extended to depict supporting or attacking
arguments in candidates’ speeches in the dialogical setting of political debates.
Figure 2 shows an argument diagram extracted from the annotated dataset.
Each monologue speech is annotated with argument components and relations
from the argument structure. Relations depict the relations between argument
components in a dialogical setting.

6 Christian Stab and Iryna Gurevych, “Annotating argument components and relations in per-
suasive essays,” (COLING, the 25th international conference on computational linguistics:
Technical papers, Dublin, 2014), 1501-10.
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Claim1

I’'ve opposed the death
penalty duting all of my|
life
L)

Premise 1 Claim 2

I think there are better and
more effective ways to deal
with violent crime

I don’t see any evidence
that it’s a deterrent

I
I
I
I
I
I
I
. °
Dukakis \ :
I |
| 1 Premise 2
I |
1 1 We’ve done so in my own
1 | state
| I
1 | / \
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I
: Claim3
: I believe we need it
I
1
1
. Claim1
Claim2 for those real brutal crimes,
I think it is a deterrent 1 do believe in the death
Bush penalty
Premise 1

I do believe that some crimes are so heinous, so
brutal, so outrageous, and Id say particularly those
that result in the death of a police officer

Fig. 2: Argument structure diagram using a claim-premise annotation scheme. Claims are
depicted in white rectangles; shaded rectangles represent premises. Arrow-headed
connectors represent support relations; circle-headed dotted connectors show attack
relations. 2020. © Shohreh Haddadan.

3.1 Dataset

Data was gathered from the website of the Commission on Presidential Debates
(CPD),’which provides transcriptions of the debates held among the leading

7 “The Commission on Presidential Debates,” accessed July 26, 2021. https://www.debates.org.
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candidates for the presidential and vice-presidential offices in the US. This or-
ganization is a non-profit which has been responsible for regulating the debates
leading up to the US presidential elections since 1987. The website also con-
tains transcripts of debates held earlier than the establishment of the CPD. For
this study, transcripts of the televised debates which were broadcast from 1960,
between Kennedy and Nixon (the earliest such debate), until 2016 between
Clinton and Trump, were selected. The dataset consists of 42 transcripts be-
tween major party candidates, divided in 12 different election years. In the
years 1964, 1968, and 1972, no debates were held between the major candidates
from the Republican and Democratic parties.

Table 1 summarizes the size of the dataset with respect to the number of
speech turns, sentences, and tokens during all debates in each year of the pres-
idential elections. This dataset has significant features such as its size (well
over 6,000 turns, over 38,000 sentences, and nearly 690,000 tokens), its pecu-
liar nature of containing reciprocal discussions, and its time line structure.

Tab. 1: Raw dataset of transcripts, number of turns, sentences and tokens in the dataset.
2020. © Shohreh Haddadan.

Year Types Candidates TurnsNo  SentNo  Token No
1960 4 pres Kennedy — Nixon 257 2,313 48,445
1976 3 pres Carter - Ford 270 2,090 46,583
1980 2 pres Anderson — Carter — Reagan 201 1,247 28,775
1984 2 pres + 1vice Mondale — Reagan 362 2,605 49,574
1988 2 pres + 1vice Bush - Dukakis 491 2,828 53,202
1992 3 pres + 1 vice Bush - Clinton - Perot 928 4,713 78,878
1996 2 pres + 1 vice Clinton - Dole 280 2,381 39,090
2000 3 pres + 1 vice Bush - Gore 564 3,331 55,320
2004 3 pres + 1 vice Bush - Kerry 598 4,806 78,310
2008 3 pres + 1 vice McCain — Obama 669 3,849 76,591
2012 3 pres + 1 vice Obama - Romney 1,102 4,997 82,921
2016 3 pres + 1 vice Clinton — Trump 944 3,171 50,565

Total 33 pres + 9 vice 6,666 38,331 688,254
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3.2 Annotation tool

For this study I chose the brat annotation tool. This is an open-source web-
based tool which provides functionality for annotating text collaboratively. Brat
is a platform in which text segments can be annotated at character level - it is
thus applicable for using as an annotation platform where annotation bound-
aries are not limited to sentences (Fig. 3).

In order to facilitate setting up annotation at the workstations of several an-
notators, brat provides a server code snippet. To configure the brat server, the
annotation manager defines the annotations for entities, events, and relations,
depending on the annotation scheme. For this annotation task, the brat annota-
tion standalone server software was set up on the university domain.®

The mark-ups by annotators are saved in a text file formatted with a spe-
cific extension for annotated files: ann. The annotation identification number,
the offsets of the beginning and end of the text segments, and the annotation
labels are written to files saved on the server file system in a standoff format.

And I};aq is not even the center of the focus of the war on terror.
i i
The center is Afghanistan, where, incidentally,

there were more Americans killed last year than the year bedeé;

where 40 to 60 percent of the ecoihgmi)rlﬁof Afghanistan is based on obTuR;

where the elections have been postponed three times.

Fig. 3: Mock-up of a text segment from the dataset, annotated with premises and claims.
2020. © Shohreh Haddadan.

8 Pontus Stenetorp et al. “BRAT: a web-based tool for NLP-assisted text annotation.” (Dem-
onstrations at the 13th Conference of the European Chapter of the Association for Computa-
tional Linguistics, Avignon, 2012), 102—7; Brat annotation tool: brat.uni.lu:8001.
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3.3 Annotation cycle

The annotation process for the dataset of my research was divided into two
stages.

In the first stage, three non-expert annotators annotated the dataset with
component arguments using the brat annotation software, which is a web-
based annotation tool.

In this section I describe how I carried out the annotation of the dataset of
US presidential election debate transcripts from 1960 to 2016.

I devised annotation guidelines for three non-expert annotators to perform
the annotation task. The guidelines described the annotation scheme in which
arguments consist of argumentative discourse units, classified as claims and
premises. In each annotation cycle (Fig. 4) I evaluated reproducibility based on
qualitative and quantitative measures to improve the annotation. The qualitative
analysis included looking at the disagreements of annotators on the same data,
in order to improve the annotation guidelines,” and for the quantitative analysis
I computed the inter-annotator agreement based on the average of Cohen’s
kappa between each pair of two annotators.'®

The annotation cycle consists of following the stages of the guidelines in
annotating the argument components.'! In further studies, the guidelines were
developed to add the annotation of relations between the components.

The annotation scheme adopted in my research considers the argumenta-
tive discourse units (ADUs), their distinction as claims or premises, and the re-
lations between them which form the structure of the arguments. Relations are
further classified into support and attack relations.

Limitations were set — for example, each ADU could either be a claim or a
premise but not both, and no more than one outgoing relation from each com-
ponent could be valid. In order for the argument to be structured, the annota-
tion scheme also used relations in either support or attack form between the

9 Milagro Teruel et al., “ Increasing argument annotation reproducibility by using inter-
annotator agreement to improve guidelines.” (Eleventh International Conference on Language
Resources and Evaluation, LREC, Miyazaki, Japan, 2018), 4061-64.

10 Ron Artstein and Massimo Poesio. “Inter-coder agreement for computational linguistics.”
Computational Linguistics 34, no. 4 (2008): 555-96.

11 Shohreh Haddadan, Elena Cabrio, and Serena Villata. “Annotation of argument compo-
nents in political debates data.” (Workshop on Annotation in Digital Humanities conference
co-located with ESSLLI, Sofia, 2018), 12-6.
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argumentative utterances. In the following, I mention some examples from the
guidelines on how to identify the annotation concepts."?

The main purpose of an argument is to derive a conclusion or justify a
claim. In political debates, claims are uttered for the purpose of defending a
policy that a candidate or their party advocates, or a stance for or against a con-
troversial subject, or even personal judgments.

Example A is one the many cases where the candidate is defending a policy
of their own. Claims of this type also include supporting policies of the admin-
istration the candidates are associated with or claims against the policy their
opponent is representing.

Example A: Bush - Kerry, 30 September 2004

BUSH: My administration started what’s called the Proliferation Security Initiative. Over 60 na-
tions involved with disrupting the trans-shipment of information and/or weapons of mass de-
struction materials. And we’ve been effective. We busted the A.Q. Khan network. This was a
proliferator out of Pakistan that was selling secrets to places like North Korea and Libya. We
convinced Libya to disarm.

Taking a stance toward a controversial subject, or expressing an opinion to-
ward a specific issue is also considered as a claim. In example B, Dukakis op-
poses the death penalty, a controversial topic in US presidential elections.

Example B: Bush - Dukakis, 13 October 1988
DUKAKIS: . . . I’'ve opposed the death penalty during all of my life. / don’t see any evidence that
it’s a deterrent and I think there are better and more effective ways to deal with violent crime.

In some cases, the explicit choice of expressions indicates the nature of the argu-
ments. A useful clue for identifying claims in speeches is to find some indicators
which are usually exploited to state opinions or judgments, or to form a conclusion
such as “I think,” “in my judgment” and “in my opinion.” However, the presence
of these expressions does not guarantee the presence of a claim. On the contrary,
the candidates do not necessarily use these indicators to assert their claims: in ex-
ample B, “I think” is used in expressing a premise rather than a claim.

Premises are utterances asserted by the debaters to back up their claims. A
premise is a reason or justification for a claim. One type of premise consistently

used by candidates contains references to the past: more experienced candidates

12 In the examples, claims are marked in bold, premises in italics, and the component bound-
aries by [square brackets].
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occasionally exploit this factor to argue that their claims are more relevant, given
their expertise, than their opponents (example C illustrates this kind of premise).

Example C: Carter - Ford, 23 September 1976

CARTER: Well among my other experiences in the past, I’ve — I’ve been a nuclear engineer, and
did graduate work in this field. | think | know the — the uh capabilities and limitations of
atomic power.

Statistics are very commonly used as evidence for the justification of claims, as
in example D.

Example D: Clinton — Dole, 6 October 1996

CLINTON: We have the biggest drop in the number of people in poverty in 27 years. . . . The
average family’s income has gone up over $1,600 just since our economic plan passed. So
| think it’s clear that we’re better off than we were four years ago.

Premises may be asserted in the form of examples to prove that a claim is justi-
fied, as seen in example E.

Example E: Carter - Ford, 6 October 1976

FORD: | believe that we have uh - negotiated with the Soviet Union since I’'ve been president
from a position of strength. And let me cite several examples. Shortly after | became president
in uh — December of 1974, | met with uh — General Secretary Brezhnev in Vladivostok and we
agreed to a mutual cap on the ballistic missile launchers at a ceiling of twenty-four hundred . . .

Premises may also be accompanied by indicators which help detect the exem-
plification and justification of a claim. Some of these indicators are “because,”
“since,” and “that’s why.”

3.4 Annotation results

In order to compute inter-annotator agreement as the qualitative measure of
the reproducibility of the annotated dataset, 19 of the debate transcriptions
were annotated by two of the annotators and their agreement was reported.

Observed agreement of annotators on whether a sentence contained an ar-
gumentative segment or not was 83%; based on Cohen, kappa was k = 0.57; so
this is considered a moderate agreement. Agreement of an average kappa coef-
ficient of x = 0.4 (fair agreement) for the argument components indicates
whether an argumentative unit is a claim or a premise.
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Reading
Guidelines

Revision Annotation

Evaluation

Fig. 4: The annotation cycle depicting stages of annotation until a fair agreement is reached.
2018. © Haddadan, Shohreh et al. “Annotation of argument components”, 14.

3.5 Annotation challenges inherent to the dataset

Observing the inter-annotator agreement on argument components, I discuss
the sources of disagreement during the annotation cycle. Uncovering the sour-
ces of disagreement between annotators in the early stages facilitates the revi-
sion of the guidelines for further repetitions of the annotation cycle, and also
allows for easier refinements later on.

Context-based claims: The task of identifying premises and claims in public
discourse is highly subjective, which also results in a high disagreement
percentage in the annotation of the argument components. Consider exam-
ple F, for instance: the phrase “Communism is the enemy of all religions” is
provided to support the claim for why “we who do believe in God must join
together.” Although there is no justification as to why that is a true state-
ment and Nixon uses it as a premise.

Example F: Nixon — Kennedy, 13 October 1960
NIXON: Communism is the enemy of all religions; and we who do believe in God must join
together. We must not be divided on this issue.

Implicit claims: Claims are sometimes made implicitly. In example G, Nixon
states that “it would be rather difficult” to cover his proposals in a short time,
which implicitly indicates that he has a lot of relevant experience. After this
he mentions a few of his travels abroad during his vice presidency, however



Argument structures of political debates =— 77

the premises he uses are not related to an explicit claim of “I have sufficient
relevant experience.”

Example G: Kennedy — Nixon, 26 September 1960

NOVINS: Would you tell us please specifically what major proposals you have made in the last
eight years that have been adopted by the administration?

NIXON: It would be rather difficult to cover them in eight and - in two and a half minutes. |
would suggest that these proposals could be mentioned.

— Absence of major claims: In general, the arguments do not have any major
claims. In the few cases when a controversial issue — such as the death pen-
alty, legalization of abortion, or gun control — is being discussed, when a
major claim can be identified it can be distinguished from the question
being asked by the moderator.

- Macro relations: Since I chose a micro-level annotation scheme rather than
a macro- level annotation one, some of the relations annotations could be
lost in the annotation process. An argument component can attack a com-
plete argument made previously by another candidate for which a single
component cannot be specified as being related. Menini et al. annotate the
relation between two separate monologue debates as supporting or attacking
each other.”> However, the annotation scheme cannot capture the relation of
the following statement (example H) with a specific argument component
from the speech of the other candidate.

Example H: Reagan — Mondale, 21 October 1984
REAGAN: I’'m not going to continue trying to respond to these repetitions of the falsehoods
that have already been stated here.

— Relation spans: The length of each speech turn somehow made it challeng-
ing to identify the argumentative units and the relations across these com-
ponents. In order to overcome this challenge, I divided each debate session
into sections, at the turn of the subject initiated by the moderator.

13 Stefano Menini et al., “Never retreat, never retract: Argumentation analysis for political
speeches.” (32"¢ AAAI Conference on Artificial Intelligence, New Orleans, USA, 2018), 4889-96.
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3.6 Annotation refinement

The steps described above resulted in an annotated dataset that fulfilled the re-
quirements of basic argument structures. However, for further development of
the dataset I suggest some refinements which can be implemented with regard
to the challenges mentioned in Section 3.5.

Each speech from a candidate can be regarded as a macro-level argument,
for which the later arguments may be generally supporting or attacking, or
even neutral.

Each section of the debate, between which the moderator changes the sub-
ject, can be identified with a major claim. The major claim may pertain to the
question asked or the summary of the argument taking place.

One other aspect I took into account in choosing my annotation scheme
was how straightforward it would be to transform the scheme. One such type of
transformation is to break down the higher-level annotation labels into finer
concepts. Contrary to the micro-text scheme used by Peldszus and Stede,' I
made no distinction between different types of attack, but this distinction can
be added later as a refinement step to the annotation process.

In my chosen annotation scheme, the annotation of components was limited
to the identification of argumentative versus non-argumentative utterances. Sub-
sequently, it is possible to mark a distinction between which argumentative ut-
terances are put forward as claims or conclusions, and which are put forward as
evidence which embodies the premises of the arguments. Classification of claims
as epistemic, practical, or moral — and premises as study, expert, or anecdotal —
can also further be applied to the annotation.”

4 Argument mining pipeline

As mentioned before, argument mining is the extraction of argument structures
from argument resources. One of the most prominent frameworks for argument
mining is to deconstruct the methodology into stages and bring these together
as a pipeline.

14 Andreas Peldszus and Manfred Stede, “From argument diagrams to argumentation mining
in texts: A survey,” International Journal of Cognitive Informatics and Natural Intelligence (IJ-
CINI) 7,1 (2013): 1-31.

15 Marco Lippi and Paolo Torroni, “Argument Mining from Speech: Detecting Claims in Politi-
cal Debates,” (30 AAAI Conference on Artificial Intelligence, Phoenix, USA, 2016), 2979-85.
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These stages include:

— identification of argument boundaries (distinction between argumentative
vs. non-argumentative utterances)

— classification of argumentative utterances into component types (which, in
the selected annotation scheme for this study, include claims and premises)

— reconstruction of the structure of the argument from plain text resources (in
this research) by identifying the relations between the argument components.'®

The first two stages come together as component detection and the last stage
above includes the argument structure prediction. Each stage is fed by the out-
put of the previous stage, with the annotated dataset used as the input for the
first stage.

In this research, multiple NLP methods were applied" for each stage of the
pipeline.

4.1 Component identification and detection

The boundary detection problem can be viewed from two perspectives. Relaxing
the boundaries and confining them in whole sentences would reduce the problem
of boundary detection to the classification of sentences as argumentative or non-
argumentative. On the other hand, there are certain motivations for considering
the boundary detection problem not on a sentence level but at a token-based level.
Firstly, the dataset is a transcribed dialogue, which alters the concept of a sentence
with respect to how it would be transcribed and edited later. Secondly, in previous
studies, supporting or attacking argument components have been defined inside
the boundaries of one sentence,'® and in some cases there have been correspond-
ences between argument relations and discourse analysis which might also occur
inside the boundaries of sentences,’such as in example 1. Finally, there are a few

16 Marco Lippi and Paolo Torroni, “Argumentation mining: State of the art and emerging
trends.” ACM Transactions on Internet Technology (TOIT) 16,2 (2016): 1-25.

17 Shohreh Haddadan, Elena Cabrio, and Serena Villata, “Yes, we can! Mining Arguments in
50 Years of US Presidential Campaign Debates,” (57th Annual Meeting of the Association for
Computational Linguistics, Florence, Italy, 2019), 4684-90.

18 Christian Stab and Iryna Gurevych, “Parsing argumentation structures in persuasive es-
says.” Computational Linguistics 43, 3 (2017): 619-59.

19 Elena Cabrio, Sara Tonelli, and Serena Villata, “From Discourse Analysis to Argumentation
Schemes and Back: Relations and Differences,” in Computational Logic in Multi-Agent Systems,
ed. Jodo Leite et al., CLIMA 2013. Lecture Notes in Computer Science, vol 8143. (Berlin: Springer,
2010), 1-17.



80 —— Shohreh Haddadan

cases in the annotated dataset where the boundaries of one argument exceed the
limits of what is identified as a sentence. Example J, for instance, is an example of
how a component crosses the boundaries of a so-called sentence.

Example I: Bush - Gore, 11 October 2000
GORE: | think states should do that for new handguns, because too many criminals are getting
guns

Example J: Obama — McCain, 7 October 2008
McCain: - at the diminished value of those homes and let people be able to make those — be
able to make those payments and stay in their homes. Is it expensive? Yes.

The component classification, followed by either a sentence-level or token-level
approach argument boundary detection, is carried out as a text classification
task.

I implemented several methods to detect sentence-based and token-based
component boundaries. In this section, I focus on just one of the applied super-
vised machine learning methods used in NLP applications to classify text based
on extracted features — this one being the support vector machine (SVM).

Statistical machine learning methods — as opposed to rule-based methods,
which define straightforward rules to identify a pattern in text — make use of sta-
tistical and mathematical methods to extract patterns from text and generalize
these patterns onto text which they have not previously observed. In supervised
machine learning methods, unlike in unsupervised methods, the training data
are already annotated with the target classes (in the case of this research: argu-
mentative vs. non-argumentative sentences and claim vs. premise sentences).

The first step in using this method is to transform the text sentences into
vectors of features. A set of features — including lexical ones such as frequency
of words, importance of a term in a document (based on the tf-idf measure),
and n-grams, and linguistic ones such as parts of speech, syntax of sentences,
and also some features pertaining to the indicators of components — is ex-
tracted and applied for classification.

In order to apply the SVM method to our data, I used a Python-implemented
library called scikit-learn,”® firstly to transform the extracted features into numer-
ical vectors (vectorization) and then to train the SVM learner on the annotated

20 Fabian Pedregosa et al., “Scikit-learn: Machine learning in Python.” Journal of Machine
Learning Research 12 (2011): 2825-30.
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data. I also applied more statistical machine learning methods, including neural
network based methods.

In the next section I show how I evaluated the performance of this method
in identifying text segments according to argumentative/non-argumentative
and claim/premise classes.

4.2 Evaluation

In order to evaluate supervised machine learning based methods, a dataset is
usually divided into two sets. The first is the training set, which the algorithm
uses to learn patterns from data. The second is the test set, which contains sam-
ples that the algorithm will not observe until the evaluation phase. Following
this methodology, the dataset for this research was also divided into training
and test sets. For this purpose, 13 of the debate transcriptions were set aside as
the test set and the rest were used in the training phase.

Several metrics are leveraged to quantitatively evaluate a machine learning
method. The first is precision, which indicates what percentage of the test data
is identified correctly over all items that were assigned to this class by the algo-
rithm. Recall measures what percentage of the items in the test set have been
correctly labeled with respect to the actual number of that class in the test set.
In other words, precision describes the “validity” of the results, and recall de-
scribes the “completeness” of the results with respect to the labels in the anno-
tated test set.

The F-score is a combination of precision and recall that is used to quantita-
tively evaluate the performance of a supervised machine learning algorithm. In
the following, I report the results based on these metrics, comparing a baseline
method with our trained SVM method using two different sets and kernels. A
majority baseline was used as a comparative baseline.

An improvement in classification results can be observed using the SVM
classifier, compared to the majority baseline. Considering all the features in the
feature set also improves the results for both component detection tasks.

The feature ablation method is a technique used to recognize how different
features affect the results of a statistical machine learning algorithm. In this
technique, the algorithm is trained with and without considering one of the fea-
tures and then the results are compared to evaluate the effect of removing the
feature. In a feature analysis approach I observed that lexical features (n-grams)
were the most prominent in the identification and classification of components.
These results confirmed again the highly context-dependent nature of the task.
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5 Application

The main objective of my research is to provide a platform for facilitating the
analysis of the argument structures of political debates. In support of this pur-
pose I have developed an argumentative analysis tool called DISPUTOOL.? DIS-
PUTOOL provides the functionality to explore debates annotated with claims
and premises, and to search for argument components surrounding a keyword
in different debates — it also provides the environment to detect argument com-
ponents with a new argumentative text input.

DISPUTOOL also integrates named entities automatically annotated by the
Stanford CoreNLP tagger and provides the functionality to explore, filter, and
visualize them.

5.1 Fallacies

One of the potential applications of extracting the argument structure of de-
bates is to detect fallacies.

Fallacies are types of argument that lack the correct reasoning process.

By using the argument structures extracted from the proposed method,
some types of fallacy can potentially be detected - for instance, fallacies which
occur due to the relevance of the premise provided for a certain claim. Consider
example K, where the “red herring” fallacy pertains to the relevance of the
premises provided to the claim which Mondale claims that President Reagan is
making.

Example K: Mondale - Reagan, 7 October 1984

MONDALE: Now, the example that the President cites has nothing to do with abortion. Some-
body went to a woman and nearly killed her. That’s always been a serious crime and always
should be a serious crime.

21 Shohreh Haddadan, Elena Cabrio, and Serena Villata, “DISPUTool-A tool for the Argumen-
tative Analysis of Political Debates,” (Twenty-Eighth International Joint Conference on Artificial
Intelligence, Macao, 2019), 6524—6.
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6 Critical reflection

This research aims at algorithmic extraction of argument structures from political
debate data by designing an argument mining pipeline. A dataset of transcrip-
tions of US presidential debates from 1960 to 2016 was annotated with argument
components and the relations between them (in this chapter, I have focused only
on the argument components).

By applying NLP techniques, I trained a statistical machine learning algo-
rithm to detect argument components and evaluate the results based on standard
metrics.

6.1 Digital source criticism

It has been discussed that success in a debate depends not only on verbal skills
but also on non-verbal cues and the visual imagery of a public figure (such as a
politician). Persuasive techniques that rely on the analysis of text alone can
eliminate the influence of these non-verbal cues from the overall judgment that
the audience makes on a speaker’s personality, which also affects the persua-
siveness of their rhetoric (arguments).

With regard to the data used in this research, the issue of the effect of vi-
sual media on the audience’s interpretation of the debate results was most
clearly highlighted in the analysis of the first televised debates between Nixon
and Kennedy in 1960, where many audiences only heard the debate on a radio,
while others watched it on their television sets. Research shows that the audi-
ence who listened to the debate on the radio mostly favored Nixon, while those
watching on TV agreed upon Kennedy’s success in the debate. This hypothesis
was later explicitly investigated in the work of Druckman.?

One other aspect in the transformation of a dataset into text files is the elimi-
nation of the verbal cues which exist in sound but not in text, such as putting
stress on a word in a sentence, using a sarcastic tone to express a claim, etc.

In Section 4.1, I mentioned yet another aspect of this conversion, which is
the transformation of verbal dialogues into transcripts since the concept of sen-
tences, and the boundary between sentences, are vague in oral speech, and the
appearance of sentence boundaries is due to the mapping of oral speech to text.

22 James N. Druckman, “The power of television images: The first Kennedy-Nixon debate re-
visited,” The Journal of Politics 65, 2 (2003): 559—71.
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The above critical issues should make us vigilant that we do not base the
analysis of arguments solely on argument structures.

6.2 Algorithmic criticism

Inter-annotator agreement is used to measure how reliable an annotated data-
set is, as mentioned in Section 3.4. I was able to train a statistical machine
learning algorithm, based on an annotated dataset, with moderate reliability. It
has been discussed that in subjective tasks we need to make sure that the ma-
chine learning algorithm is not learning the annotators’ behavior but that it is
truly learning the task. This issue has been discussed before and there are al-
ready some solutions for eliminating annotator bias from annotated data for NLP
applications.” In this research, I relied solely on the comparison of the annota-
tors’ annotations with the expert annotation and on creating a gold-standard da-
taset as the human upper limit for the task at hand.

A recent concern of the artificial intelligence (AI) community has been the
lack of transparency and explainability of complicated statistical machine
learning algorithms. We define explainability as the extent to which a human
can describe the behavior of the algorithm and justify how it concludes its re-
sults. In recent years, with the emergence of deep learning algorithms, this issue
has become more severe, particularly in fields where machines are ethically re-
sponsible, such as with health-care models.>* Although these complicated mod-
els output more accurate results, they lack explainability and transparency.
Thus, until the Al research community tackles the problem of explainable Al, a
trade-off has to be maintained between the explainability and the accuracy of
such algorithms. In this study, I have therefore tried to add some explainability
to the algorithm by using the feature ablation method.

23 Mor Geva, Yoav Goldberg, and Jonathan Berant, “Are We Modeling the Task or the Annota-
tor? An Investigation of Annotator Bias in Natural Language Understanding Datasets.” (Con-
ference on Empirical Methods in Natural Language Processing and the 9th International Joint
Conference on Natural Language Processing (EMNLP-IJCNLP), Hong Kong, 2019) 1161-6.

24 Rich Caruana et al., “Intelligible models for healthcare: Predicting pneumonia risk and
hospital 30-day readmission.” (21th ACM SIGKDD international conference on knowledge dis-
covery and data mining, Sydney, 2015), 1721-30.
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Ekaterina Kamlovskaya

Exploring a corpus of Indigenous
Australian autobiographical works with
word embedding modeling

A methodological reflection

1 Introduction

Data-intensive research,! data-rich literary history,2 distant reading,3 macroa-
nalysis,“ algorithmic criticism,® cultural analytics,6 digital literary studies’ —
these are just some of the names that could describe the field to which my proj-
ect relates. All these names refer to the use of computational tools and methods
to investigate research questions from the humanities and, more precisely, to
analyze literary and historical textual sources. The research pipeline in such in-
vestigations usually consists of standard steps like research question formula-
tion, source identification, data collection and analysis, and visualization and
interpretation of the results. One peculiarity, though, is that researchers often
borrow tools and methods from a field to which they are not “native”; in most
cases, we see historians, linguists, or literary scholars applying methods devel-
oped in computer science. As digital tools transform traditional source types
(e.g. text) and therefore inevitably change the way we interact with our sources,
new perspectives may be created, new doors opened. However, phrases like “ap-
plying computational/digital methods,” “running an algorithm on your dataset,”
or “running your data through an algorithm” often make the research process

1 Nina Tahmasebi et al., “A Convergence of Methodologies: Notes on Data-intensive Humani-
ties Research,” (Digital Humanities in the Nordic Countries 4th Conference, Copenhagen,
2019), 438.

2 Katherine Bode, A World of Fiction: Digital Collections and the Future of Literary History (Ann
Arbor: University of Michigan Press, 2018), 3.

3 Franco Moretti, Distant Reading (London: Verso, 2013).

4 Matthew Lee Jockers, Macroanalysis: Digital Methods and Literary History (Urbana: Univer-
sity of Illinois Press, 2013).

5 Stephen Ramsay, Reading Machines: Toward an Algorithmic Criticism (Urbana: University of
Illinois Press, 2011).

6 Lev Manovich, “The Science of Culture? Social Computing, Digital Humanities and Cultural
Analytics,” Journal of Cultural Analytics (May 2016).

7 Jean-Gabriel Ganascia, “The Logic of the Big Data Turn in Digital Literary Studies,” Frontiers
in Digital Humanities 2, 7 (2015).

8 Open Access. © 2022 Ekaterina Kamlovskaya, published by De Gruyter. [(co) IFZM= M| This work is
licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110723991-005
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seem straightforward and even mechanical, as if it simply involves automating a
step that would otherwise have taken a researcher significantly more time and
resources. Yet it is not just about automating and fast-tracking research: the im-
plications of using digital tools concern the reliability and validity of the study,
its results and interpretations, and therefore also of the potential contribution we
are hoping to make.

In this chapter I reflect on the use of one particular computational method -
namely, word embedding modeling — to explore a humanities dataset in the
context of my ongoing doctoral research project. I discuss the suitability of this ap-
proach for my goals; the decisions and choices I have been making at each stage
of the research process; the impact of my decisions on the results of a computer-
assisted study; and the importance of digital source and digital tool criticism.

2 Summary of the project and research questions

My PhD study takes as its subject a collection of Indigenous Australian autobio-
graphical narratives and is an attempt at a distant (or, rather, hybrid) reading
of the corpus. I examine how the writers (as a collective) represent their experi-
ences in life writing and how this representation is related to the historical, so-
cial, and political context within which the works were created.

The genre of Indigenous Australian life writing emerged around 1950s,
with the rise of the Aboriginal rights movement. It is considered a literature of
significant sociopolitical and historical importance,® as the authors share an al-
ternative history different to the one that had been previously asserted by the
European settlers, where Indigenous peoples and cultures were either misrepre-
sented or disregarded.’

What exactly is said by the Indigenous Australian life writing authors in
the corpus in relation to the most prominent themes in the genre (for example,

8 Adam Shoemaker, Black Words, White Page: Aboriginal Literature 1929-1988 (Canberra:
ANU E Press, 2004), 132.

9 John Joseph Healy, “ ‘The True Life in Our History’: Aboriginal Literature in Australia,” An-
tipodes 2, no. 2 (1988): 79-85; Oliver Haag, “From the Margins to the Mainstream: Towards a
History of Published Indigenous Australian Autobiographies and Biographies,” in Indigenous
Biography and Autobiography, ed. Peter Read, Frances Peters-Little, and Anna Haebich (Can-
berra: ANU Press, 2008), 5-28; and Anita Heiss, Dhuuluu-Yala = To Talk Straight: Publishing
Indigenous Literature (Canberra: Aboriginal Studies Press, 2003).
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identity, family,'® and land'")? How is the reality represented (and constructed)
in the corpus? Does the corpus demonstrate any changes in discourse through-
out the decades of the genre’s existence? These were some of the questions
guiding my study.

The project is interdisciplinary and draws insights from such fields as corpus
and computational linguistics, Australian history, literary studies, Indigenous
and postcolonial studies, history of concepts, natural language processing, and
computer science. As it is a computer-assisted study, transforming research ques-
tions into formal computational enquiries (operationalizing)'® has been a crucial
step. What do we mean by “themes” or “discourses” and what operations must
be performed to examine them within the corpus? This question is best answered
through a discussion of the methodology and the theoretical assumptions be-
hind it.

3 Distributional semantics and vector space
modeling for exploring semantic fields

Vector space modeling was developed in computer science as a method for in-
formation retrieval.'* It was designed to represent textual documents as numer-
ical vectors based on the frequency of occurrence of individual words in them.
In word embedding modeling, a more recent development of vector space
modeling, vectors are used to represent individual words and reflect how they
are positioned relative to each other in the space of all words from a corpus,
based on their co-occurrence patterns. Thus, such vectors are believed to reflect
the words’ semantic and syntactic properties. This method is grounded in distri-
butional semantics and distributional hypothesis, according to which words

10 Anne Brewster, Reading Aboriginal Women’s Autobiography (Melbourne: Sydney University
Press in association with Oxford University Press, 1996), 5.

11 Oliver Haag, “Indigenous Australian Autobiography and the Question of Genre: an Analysis
of Scholarly Discourse,” Acta Neophilologica 44, 1-2 (2011): 69-79.

12 Melvin Richter, The History of Political and Social Concepts: A Critical Introduction (New York:
Oxford University Press, 1995).

13 Franco Moretti, ‘Operationalizing’: Or, the Function of Measurement in Literary Theory (Stan-
ford, California: Stanford Literary Lab, 2013).

14 Gerard Salton, Andrew Wong, and C. S. Yang, “A Vector Space Model for Automatic Index-
ing,” Communications of the ACM 18, 11 (1975): 613-20.
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that share similar contexts (i.e. are surrounded by similar words) tend to have
similar meanings.'

Word embeddings are used in natural language processing in tasks like
classification, question answering, and many others. In digital humanities,
word vector representations are a valuable output in themselves — they are
often not fed into any further algorithm but rather explored in terms of distance
between them as a measure of semantic closeness. By exploring the vector
space of words in a corpus, and the words in proximity to certain target words
(related to the concepts we are interested in), we can discover the situated
meaning of these words defined by the way they are used in the corpus. Word
embedding modeling has been recognized in the digital humanities community
for facilitating exploration of diachronic meaning shifts, domain-specific lan-
guage use and discursive spaces.'® For the purposes of my study I considered
these discovered sets of words (“nearest neighbors”) as discourses or semantic
fields'” — networks of related words with underlying social and political mean-
ing, each representing a slice of reality as it is perceived by a specific group of
people in a defined period of time and reflected in language in use.'®* Word
embedding modeling has demonstrated its potential for highlighting semantic
fields and discourses in textual data and therefore was the main method I
chose for my project.

15 Zellig S. Harris, “Distributional Structure,” Word 10, 2-3 (1954): 146—62.

16 Nikhil Garg et al., “Word Embeddings Quantify 100 Years of Gender and Ethnic Stereo-
types,” Proceedings of the National Academy of Sciences of the United States of America 115,
no. 16 (2018): E3635-E3644; Johannes Hellrich and Udo Hahn, “Bad Company - Neighbor-
hoods in Neural Embedding Spaces Considered Harmful,” (26th International Conference on
Computational Linguistics COLING: Technical Papers, Osaka, 2016), 2785-96; and Melvin We-
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Australia, June 29-July 3, 2015).
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4 The “lure of objectivity” — and transparency
as a way to resist it

4.1 Does using a computational tool make a study more
objective?

It seems to me that the “lure of objectivity” that Rieder and Réhle'® describe as
one of the challenges faced by digital humanities scholars is one of the reasons
word embedding modeling has become so attractive. It has been argued that
traditional humanities approaches (e.g. close reading) are prone to researcher
bias, which is especially important when dealing with emotionally charged
topics — and word embedding modeling has been suggested as an effective way
to make the study more impartial.”® I have been exploring a corpus containing
traumatic memories which are sometimes extremely sad or even shocking to the
average reader. Using computational technologies in general seems a solution
for distancing from such texts, allowing an impartial assistant, an algorithm, to
“run through” the data and mine it for some precious pieces of knowledge with-
out being affected by the emotions and biases inherent to humans.

However, a closer look at how word embedding modeling works shows that
it is not reasonable to view this method — or indeed any computational method —
as an impartial, unbiased helper. It is important to remember that in addition to
the biases a researcher inevitably introduces at every stage of the research pro-
cess — from data collection to modeling and interpretation, through the choices
they have to make — the computational tool itself is a product of its designer’s
choices and decisions and, therefore, by its very nature cannot be objective.

Thus, instead of relying blindly on the tool or arguing that it is objective, or,
to the contrary, rejecting the tool as not being impartial because of such a
“flaw”, we should instead admit to and embrace the subjective nature of com-
puter-assisted humanities research and commit to transparency in our research.

19 Bernhard Rieder and Theo Rohle, “Digital Methods: Five Challenges,” in Understanding
Digital Humanities, ed. David Berry (London: Palgrave Macmillan UK, 2012), 67-84.

20 Milan M. van Lange and Ralf D. Futselaar, “Debating Evil: Using Word Embeddings to Ana-
lyze Parliamentary Debates on War Criminals in The Netherlands” (paper presented at Confer-
ence on Language Technologies & Digital Humanities 2018, Ljubljana, September 2018).
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4.2 Unboxing the black box tools: Transparency in digital
humanities research

Transparency in research concerns making all aspects of the study process
more visible and strengthening its credibility by, for example, sharing data and
code, and disclosing the decisions involved in the research process. However,
there is an extra step that can often be neglected — especially, it seems to me,
in interdisciplinary studies using methods from a field to which the researcher
is not “native” - that is, ensuring transparency of the “black boxes,” not just to
others but first of all to ourselves. Thus, transparency should also concern “our
ability to understand the method, to see how it works, which assumptions it is
built on, to reproduce it, and to criticise it.”*" How does the tool I use manipu-
late the data and change the way I, the researcher, interact with the data and
draw insights from it? Not only should I aim to understand it myself and criti-
cally reflect on it, but also to disclose my conclusions to others.

In a project like mine, one of the ways to make the research process more
transparent is to publish code, trained models, and corpus metadata. Code doc-
umentation is a good practice in both the software and science worlds. When
done well, documentation helps future readers and users of the code under-
stand what each line does to the data and how this in turn impacts the research
output. Making the models available lets other researchers explore the data
and conduct their own experiments. Although not having access to the raw
data (due to copyright) will be a limitation for them, being able to examine the
model’s outputs should provide an interesting way to complement or guide a
close reading. Although I will not be able to share the full texts from the mod-
eled corpus because the books are copyrighted, corpus metadata will be an im-
portant window to my data.

Moreover, when using software solutions (such as, in my case, the Gensim or
NLTK packages) or tools with a graphical user interface (e.g. Embedding Projec-
tor), transparency would also mean understanding how they work and disclosing
this information along with the critical discussion, instead of just presenting im-
pressive visualizations and hiding methodological decisions.

21 Rieder and Rohle, “Digital Methods.”
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5 Digital tool criticism: Choosing between
count-based and predictive modeling

A traditional count-based co-occurrence model is a word-context matrix show-
ing how often each corpus vocabulary item co-occurs with every other vocabu-
lary item. Each word is represented as a corresponding row of such a matrix
through its relationship with all other words. Therefore, each matrix value dem-
onstrates the strength of association between two words, and words with simi-
lar co-occurrence patterns will be mapped to similar vectors.

The more recent approaches to word vector representations are based on
neural networks inspired by the way our brains work. One widely used algo-
rithm is word2vec.? In the resulting representation of a word, vector dimen-
sions, in contrast to count-based models, are not interpretable but are believed
to capture some aspects of the word meaning.”® This type of word embedding
modeling is called predictive because word vectors are essentially a by-product
of the algorithm performing a prediction task (predicting context of a keyword,
or a keyword for a given set of context words, depending on the algorithm’s
variation). The word2vec algorithm takes a large amount of text as an input
and, through working on a prediction task, learns vector representations of
each vocabulary item based on their semantic similarity.

So how do we select an approach that is suitable for our data and goals?
Word2vec, like any other machine learning algorithm, requires a large dataset
to learn representations accurately. It has been noted that small dataset sizes
can affect the accuracy and reliability of modelling? and that, for such corpora,
co-occurrence matrices could be a better solution. Furthermore, a comparative
study requires models to be trained on subcorpora (for example, based on the
publication date for a diachronic investigation), but each subcorpus may con-
tain too few examples for the algorithm to learn reliable word representations.
In addition, word2vec modeling has been criticized for the inherent randomness
involved in its generation of word vectors, which affects the reproducibility of
studies.” This property stems from random vector initialization at the beginning of

22 Tomas Mikolov et al., “Efficient Estimation of Word Representations in Vector Space”
(paper presented at the International Conference on Learning Representations, Scottsdale, Ari-
zona, May 2-4, 2013).

23 Yoav Goldberg, Neural Network Methods for Natural Language Processing (San Rafael, Cal-
ifornia: Morgan & Claypool, 2017).

24 Wevers and Koolen, “Digitale Begriffsgeschichte”; and Tahmasebi et al., “A Convergence
of Methodologies.”

25 Hellrich and Hahn, “Bad Company,” 2785.
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each experiment run, and the order in which the examples are processed. Lastly, if
a researcher chooses to apply subsampling of frequent words, which the algorithm
allows, this probabilistic procedure will introduce even more randomness and
thus contribute to the reliability issue.

My corpus, like so many other digital humanities datasets, is relatively
small. So, to avoid the issues related to data size described above, I could have
used count-based methods instead of a neural network-based one. Indeed, it
has been argued that if the corpus is relatively homogeneous, with texts be-
longing to a narrow domain and one genre, the number of words required to
build a reliable model may be smaller, as such texts may offer more consistent
contexts.”® The randomness problem is just as important — and count-based
modeling is a definite winner here. However, for a more comprehensive picture,
using both types of model and comparing (or even consolidating) their outputs
could be a promising scenario.

I began with using Gensim‘s word2vec implementation? in Python - this
was not without its challenges. In 2018, Gensim’s creators ran a user survey
and learned that their documentation was considered lacking. This was indeed
an issue that I had encountered previously. However, the situation seems to
have improved since then: there are now helpful tutorials available and the
code is better documented. But while I could have used a tutorial without fully
understanding what it does to the data, this would have diminished the trans-
parency of my project and therefore its reliability. I had committed to learning
more about the algorithm, machine learning, and neural networks in general.

I had to make multiple decisions when applying the algorithm to model my
data — for example, choosing the algorithm architecture, vector size, number of
words in the context window, and minimum count parameter (the algorithm
would ignore words with total frequencies lower than this number), to name
just a few. It has been argued that there is no optimal combination of parame-
ters and that the choice of parameters is generally based on the researchers’
experience in training such models, as well as on the research questions and
the nature of the data.”®

How do such decisions impact the research process, its outcomes, and inter-
pretation? One example: in both predictive and count-based models, the size of
the context window and its type (symmetrical/asymmetrical) must, as mentioned

26 Wevers and Koolen, “Digitale Begriffsgeschichte,” 233.

27 Radim Rehtifek and Petr Sojka, “Software Framework for Topic Modelling with Large Cor-
pora,” (LREC 2010 Workshop on New Challenges for NLP Frameworks, Valletta, Malta, 2010),
46-50.

28 Wevers and Koolen, “Digitale Begriffsgeschichte,” 229.
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earlier, be pre-defined by the researcher. The impact of this decision on the
learned vectors is quite significant: it has been suggested that larger context win-
dows tend to provide more semantic information, while smaller ones provide
more syntactic context. This and many other algorithm parameters are “built-in”
and, while a user (a researcher) can opt out of defining some of them, many
must still be set, and such choices should be justified and disclosed.

To conclude, we should not refrain from using tools from a new and often
unfamiliar field, but should remember that using them without learning the
fundamentals of how they work, how they manipulate the data and change our
perspectives on the data, may lead to misunderstanding the study’s potential
and reducing its reliability.

6 Corpus design: Digital source
(and tool) criticism

My research questions and the envisioned computational approach required
creating a corpus: a digital collection of texts meeting certain criteria. In this
section, I reflect on the nature of the data from the perspective of digital source
criticism and digital tool criticism. Data is not, in fact, “data” but rather, as

Drucker puts it, “capta” — it is not “a ‘given’ able to be recorded and ob-
served” but rather is ““taken’ actively.”” It is important to understand and be
transparent about the constructed and selective nature of the corpus used for
modeling and subsequent analysis. While the computational tools themselves
introduce subjectivity, the processes of data collection and remediation (digiti-
zation) cannot be seen as objective and impartial either.

6.1 Creating a bibliography: Search and critical evaluation

At virtually every stage of a digital humanities (DH) project, data undergoes cer-
tain reductions,?® — a fact that has been one of the main criticisms of DH as a

29 Johanna Drucker, “Humanities Approaches to Graphical Display,” Digital Humanities Quar-
terly 5, no. 1 (2011).
30 Tahmasebi et al., “A Convergence of Methodologies,” 441.
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field.” The very first reduction happens at the stage of selecting texts to include
in the bibliography.

At the beginning of my study there was no existing corpus of Indigenous
Australian autobiographical works. Therefore, the first step was to create one —
and before that to compile a bibliography of all published works that met cer-
tain selection criteria.

One of the challenges in creating a full bibliography of Indigenous Austra-
lian autobiographies concerns the definitions and resulting classifications.??
Who should be considered an Indigenous Australian author? What about co-
authored works? “As-told-to” works? What indeed is an autobiography?

There were two existing bibliographies: Horton’s (1988) “non-exhaustive”
list of Indigenous Australian literature that had been published between 1924
and 1987, including 21 works classified by him as life writing,?> and Haag’s
(2011) bibliography of 177 autobiographies published between 1950 and 2004.3*
As for the more recently published works, to the best of my knowledge, there
was no bibliography that listed them.

There is a noticeable difference between the existing classifications of In-
digenous Australian writing in the academic literature: for example, Brewster
in her article “Aboriginal life writing and globalisation”*> discusses the book
Follow the Rabbit-Proof Fence by Doris Pilkington,36 which she describes as
“biographical story” and “documentary life writing.” However, Haag does not
include this work in his bibliography. He also excludes I, the Aboriginal (the
autobiography of Phillip Roberts, an Indigenous Australian, written based on
multiple interviews by Douglas Lockwood),?” arguing that whether to consider
it an autobiography or not “is a matter of perspective.”*® Pilling, on the other
hand, calls it an autobiography in his book review (although he adds that it

31 Johanna Drucker and Claire Bishop, “A Conversation on Digital Art History,” in Debates in
the Digital Humanities 2019, ed. Matthew K. Gold and Lauren F. Klein (Minneapolis: University
of Minnesota Press, 2019), 321.

32 Tim Rowse, “Public Occasions, Indigenous Selves: Three Ngarrindjeri Autobiographies,”
Aboriginal History Journal 30 (2006): 187.

33 Wesley Horton, “Australian Aboriginal Writers: Partially Annotated Bibliography of Austra-
lian Aboriginal Writers 1924-1987,” Kunapipi 10, no. 1 (1988): 275-304.

34 Haag, “Indigenous Australian Autobiography.”

35 Anne Brewster, “Aboriginal Life Writing and Globalisation: Doris Pilkington’s Follow the
Rabbit-Proof Fence,” Southerly 62, no. 2 (2002): 153-61.

36 Doris Pilkington, Follow the Rabbit-Proof Fence (St Lucia, QLD: University of Queensland
Press, 1996), 136.

37 Douglas Lockwood and Waipuldanya, I, the Aboriginal (Adelaide: Rigby, 1962).

38 Haag, “Margins,” 5.
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was “edited and re-written somewhat by Lockwood” — Lockwood being a Euro-
pean anthropologist).>® At the same time, Horton notes that the book is “a biog-
raphy of Roberts, however, the author, Lockwood, has chosen to make him the
implied author of the text which results in a text that is not completely authen-
tic. The language used by the implied author far exceeds the ability of any
“Noble Savage“ created by Lockwood.”*° This case demonstrates the subjectiv-
ity of the data I was modeling, as I had to consider the often controversial defi-
nitions and classifications conceived by others, including those based on rather
discriminatory assumptions.

With these two lists as a starting point, I started searching the Internet for
other works. The Google search engine played a crucial role in this process of
bibliography creation. Its decision-making, though similar to any other com-
puter system, is based on rules and criteria defined by human designers who
decide which resources will be shown to me first — and last. For example, web-
pages with better usability and accessibility for various types of browsers and
devices will be ranked higher; and my location will be taken into account (un-
less I switch this function off) when displaying search results the system con-
siders more relevant for the query.*!

Moreover, I have to critically evaluate any information I find about the genre
and the works supposedly belonging to it. Is the information authoritative, genu-
ine? Who created this list? What classifications and definitions is it based on? If
one uses a query like “Indigenous Australian autobiography” for a Google search
today, among the top search results it is likely to return a link to the two-part
Goodreads list that I myself have been compiling over the last three years.*? At
the current stage of development this list is not well documented, but to ensure
its transparency and allow users to make decisions on its trustworthiness I am
planning to add more information about the choices I have made to create it
(e.g. the definitions of “an Indigenous Australian author“ or “autobiography*
that I have used).

Lastly, there is one case that demonstrates the perils of online search and
the importance of digital source criticism — but also the complexities of the In-
digenous Australian literary scene. Here is what was written on the back cover

39 Arnold Pilling, “I, the Aboriginal. Douglas Lockwood. Reviewed by Arnold R. Pilling,”
American Anthropologist 65, no. 5 (1963): 1152-3.

40 Horton, “Australian Aboriginal Writers,” 279.

41 “Google Search — How Search Algorithms Work,” accessed June 17, 2021, https://www.goo
gle.com/search/howsearchworks/algorithms/.

42 Goodreads list: Indigenous Australian Autobiographies, accessed June 17, 2021, https://
www.goodreads.com/list/show/111425.Indigenous_Australian_autobiographies_1.
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of the 1994 (first) edition of My Own Sweet Time: “This is a lively, gutsy story of
an urban Aboriginal girl making it in the tough city counter culture of the mid-
sixties.”*® The author herself is described in the book as follows: “Wanda Kool-
matrie was born in the far north of South Australia in 1949. Removed from her
Pitjantjara mother in 1950, she was raised by foster parents in the western sub-
urbs of Adelaide, where she went to school, leaving in 1966 and moving to the
eastern states. [. . .] She is currently living in London UK and among other
things working on her next novel.”**

Fast-forward 12 years, and here is the book’s second (2006) edition and the
corrected information about the author: “Leon Carmen was born and educated
in South Australia. Wearied by a string of menial jobs, such as cabbie, musi-
cian, et cetera, he turned to story telling. As Wanda Koolmatrie, he wrote ‘My
Own Sweet Time’, which won the $5,000 Dobbie Award, the prize later being
recalled when the author drew attention to Wanda’s fictional status. Mr. Car-
men now lives in Ireland.”*

In 1997, the book had been discovered to be a hoax, a fiction written by a
white male taxi driver rather than an autobiography of an Indigenous Austra-
lian woman.“® However, it had already won an award for a first novel by a fe-
male writer and been included in numerous Indigenous Australian studies
reading lists.

If I had come across the 1994 first edition without having access to any sup-
plementary information about the book and the hoax, I could have been misled
and included this first edition in my bibliography and the publicly available
Goodreads list, with the image of the “About the author” page, thus unwittingly
misinforming whoever decided to rely on my list. This example shows how im-
portant it is to critically reflect on the reliability of the digital — especially on-
line - sources we plan to use for our research.

As a result of merging and editing the two bibliographies described earlier,
and supplementing them with the works I found during my online search, I
constructed a bibliography of 289 entries (where I considered short stories in-
cluded in a book or published as part of an online project, as well as full-size
literary works, as separate entries) spanning the period between the 1950s and
2020.

43 Wanda Koolmatrie, My Own Sweet Time (Broome: Magalaba Books, 1994), 214.

44 Koolmatrie, My Own Sweet Time.

45 Wanda Koolmatrie, My Own Sweet Time (Victoria, Vancouver Island, British Columbia:
Trafford, 2006), 196.

46 Linda Westphalen, “Betraying History for Pleasure and Profit: Leon Carmen’s My Own
Sweet Time,” Overland 150 (1998): 75.
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6.2 From bibliography to corpus as a model

Creating a corpus from a bibliography can be seen as modeling — mapping from
the original (for example, language used by a particular social group or, as in
my study, a genre) to a representation which we believe reflects the qualities of
the original. However, to be truly representative and thus allow for generaliza-
tion (that is, using the corpus as a proxy for the whole universe of Indigenous
Australian life writing), a sample must be random, which was not the case in
my project. Therefore, I set a goal not to provide a generalizable outcome but
rather to investigate the use of language in this particular corpus which, I be-
lieve, is suitable for the task.

6.3 Digitization and born-digital materials

Digitizing was the next data reduction stage. The books in my corpus were
scanned with a Treventus ScanRobot automatic book scanner at the University
of Luxembourg’s DH Lab, and I was personally involved in the digitization pro-
cess, thus learning about the scanning and post-processing technology (includ-
ing skew correction, rotation, and cropping of page images) and gaining a good
understanding of how remediation may transform the data. The output PDF
files were then processed with ABBYY FineReader optical character recognition
software and converted into text files. In addition to the digitized data, I also
included in my corpus the born-digital short autobiographical stories published
as part of the University of Queensland’s “Growing up Indigenous in Australia”
project.”

6.4 Preprocessing

Before proceeding to modeling, the corpus had to be preprocessed to make
modeling more computationally efficient. Reducing vocabulary size when using
word embedding modeling is a double-edged sword: on the one hand, it should
help create a more accurate model; on the other hand, reducing the size of a cor-
pus that is already quite small may impact the model quality.

47 Kerry Kilner, ed., Growing Up Indigenous in Australia (AustLit, The University of Queens-
land, 2018).
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6.4.1 Removing irrelevant text sections

My first manipulation of the data from the raw text files was removing material
written by people other than the Indigenous Australian authors (image cap-
tions, introductions, and acknowledgments), tables of contents, text on the
back cover, and other textual elements outside of the autobiographical portion
of the book. Each of these transformations would impact the resulting data to
be modeled, and I had to consider every decision carefully, including such deli-
cate cases as books with large portions of text in an Indigenous Australian lan-
guage, or co-authored books in the form of questions and answers, or those in
the form of a mixture of scientific and testimonial writings.

6.4.2 Tokenizing

The next step was splitting the texts into smaller chunks (tokenizing): to pre-
pare input for word embedding modeling the corpus was turned into a list of
sentences,

with each sentence represented by a list of tokens. Tokens may include not
only words but also numbers and punctuation marks.

6.4.3 Stopwords, numbers, and punctuation

There are words that are very common and seem to be of relatively low value
for text analysis — these are referred to as stopwords.*® Removing such words
helps reduce noise in the data and as a consequence makes the model more
memory-efficient and accurate.

I used the stopword list from the NLTK package,*® which includes words like
“L,” “me,” “my,” “by,” “for,” “some,” “other,” and “haven’t,” among others.
However, the list is generic and does not take into account specific aspects of the
domain under study. Another option would have been to create a custom list
based on my corpus, where the discriminative power of words could have
been measured more precisely. Alternatively, I could have used the “noun-only”

48 Christopher D. Manning, Prabhakar Raghavan, and Hinrich Schutze, Introduction to Infor-
mation Retrieval (Cambridge: Cambridge University Press, 2008), 27.

49 Steven Bird, Edward Loper, and Ewan Klein, Natural Language Processing with Python (Se-
bastopol, CA: O’Reilly Media, 2009).
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approach (filtering based on the part of speech) — but then there was a chance of
missing some aspects of the texts presented in other parts of speech.

While removing non-alphabetic symbols (e.g. punctuation and numbers) is
a common preprocessing step, for some tasks it may be disadvantageous or
even harmful: thus, for example, stylometry and author identification research
may require leaving punctuation (and pronouns) in the corpus, whereas for my
project punctuation was removed.

6.4.4 Lowercasing

Lowercasing is another common preprocessing step in natural language proc-
essing (NLP) that is helpful in many use cases — for example, in information
retrieval applications, where it helps the search engine to find, say, Apple ap-
plications even if a user does not capitalize the word “apple.”

If I did not lowercase my corpus then the model would treat capitalized
words at the beginning of sentences differently from the same words occurring
elsewhere (and not capitalized), which would negatively impact accuracy. At
the same time, “Liberal” (“a member of a liberal party in politics, especially of
the Liberal party in Great Britain”) and “liberal” (“favorable to progress or re-
form, as in political or religious affairs”),’° for example, would be treated as the
same word. Moreover, when applying a neural network method like word2vec,
one must remember that the learned word representations will be greatly af-
fected by the number of occurrences presented to the algorithm, and that
lowercasing has a certain impact on this number for each vocabulary item.

7 “The power of visual evidence” and a brief
discussion of initial experimental results
In digital humanities, images are used not only as a communication tool but,

and perhaps more importantly, as an analytical tool allowing the output of al-
gorithms to be investigated more thoroughly. First of all, following Rieder and

50 Dictionary.com, “Liberal,” accessed June 17, 2021, https://www.dictionary.com/browse/
liberal.
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Rohle’s advice,”! I want to note that the visualizations I present in this section
showcase an interim result of the ongoing and iterative research process. Visu-
alizing word embeddings is a challenging task primarily because of the high
dimensionality of the learned word vector space.

To incorporate my first experimental results in this discussion of visualiza-
tion, I will use an example from my study and explore the discourse of sport by
drawing on the paper by Osmond investigating the discussions of sport in In-
digenous Australian autobiographies.”> Osmond emphasizes the importance of
sport for Indigenous Australian communities and with his study aims to “re-
read” memaoirs to explore how sport is discussed in life writing. I expected that
word embedding modeling could help do exactly that — explore “what is said
and why” about particular concepts and topics. Osmond argues that life writing
can highlight the subjective meaning of sport as represented by language in
use. While he focuses on a specific geographic location — four Indigenous Aus-
tralian communities with which he works — I attempted to investigate the lan-
guage use related to sport in the whole corpus I had created, which can be seen
as an extension to his study.

The most straightforward and accessible way to present and analyze results
from word embedding modeling is to generate a list of a user-defined number
of the words positioned nearest (based on their presumed semantic similarity)
to a certain keyword.

How many neighboring vectors should be considered as the most important
for analysis? What if I decide to only look at the top 20 but number 21 is more
insightful in the context of the study? Often, cosine distances between neigh-
boring words and the keyword are very similar and a researcher has to decide
which words to include in the analysis (for example, by setting a cut-off thresh-
old). It is easy to see how even decisions made at the visualization stage can
impact the interpretation of the results.

Analysis of the names of the sports disciplines in the list of nearest neigh-
bors shows that the top results include “softball,” “athletics,” “rughby,” “soc-
cer,” “tennis,” “hockey,” and “netball.” This supports the claim by Osmond
that, according to the analysis he had conducted on his corpus, “all works re-
ferring to sport focus primarily on introduced sports rather than traditional
sporting, physical, or recreational activities,” which is explained by “the early
imposition of Western cultures and the suppression of traditional pursuits.”

51 Rieder and Rohle, “Digital Methods.”

52 Gary Osmond, “Playing the Third Quarter: Sport, Memory and Silences in Aboriginal Mem-
oirs,” Australian Aboriginal Studies 2 (2019): 73-88.

53 Osmond, “Playing the Third Quarter,” 79.
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However, one of the top ten words appears to be “didge” — short for “didgeri-
doo,” a traditional Indigenous Australian musical instrument used for ceremo-
nies or recreation. This can be interpreted as a continuing role of Indigenous
Australian traditions, but of course close reading would have helped under-
stand the context better. In addition, words such as “prowess,” “elite,” “ex-
celled,” and “career” may signify what Osmond describes as “the link between
sport and self-esteem,” as playing sports served as a confidence boost for Indig-
enous Australian people, as a “ticket out,” and a tool for building community.
In general, the terms associated with sport seem to be neutral or positive.

To visualize the vector space, the number of its dimensions must be re-
duced to two or three for it to be comprehensible by humans. Tensorflow’s
Embedding Projector is one popular tool allowing visualization of word2vec
output.”*

First, the tool’s usability is worth commenting on. Embedding Projector re-
quires a user to upload two separate files: one with vectors and one with corre-
sponding labels (tokens). However, Gensim’s word2vec outputs only one file
with the model and so some additional steps on the part of the researcher are
required to extract the two files. Further, Embedding Projector is not very well
documented and would have benefited from additional online tutorials and
case studies on topics related to digital humanities to facilitate its use. More-
over, in my opinion, it is another example of the “lure of objectivity” and may
be misleading for humanities scholars because the visualization is not based on
the original data the researcher uploads.

To transform the multidimensional vectors into 2- or 3-dimensional ones for
further visualization, Embedding Projector applies one of the dimensionality re-
duction algorithms (UMAP, t-SNE, or PCA). Selecting one of these is another deci-
sion to be made and justified by the researcher, who should understand how
choosing to use the tool and a certain dimensionality reduction method may im-
pact the results interpretations. For example, while PCA does not try to preserve
all distances between the vectors but does aim to maximize the variance of the
information encoded in the few dimensions after the transformation, t-SNE tries
to preserve distances but is stochastic and therefore can produce different results
for every run, even with the same data and parameters.> To avoid this random-
ness, instead of using the Projector visualizations it is possible to build a t-SNE

54 Daniel Smilkov et al., “Embedding Projector: Interactive Visualization and Interpretation
of Embeddings” (paper presented at 30th Annual Conference on Neural Information Process-
ing Systems, Barcelona, November 2016).

55 Chris Culy, “Word Vectors with Small Corpora: Visualizing Word Vectors,” accessed June 17,
2021, https://www.chrisculy.net/Ix/wordvectors/wvecs_visualization.html.
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visualization using the scikit-learn machine learning library for Python.”® The ad-
vantage of using this library is that there is the possibility to select a value for the
“random state” parameter to get the same visualization at each algorithm run.

Embedding Projector allows users to build a customized projection based
on specific keywords used as axes to find how words are located in the space in
relation to these defined axes and explore if this relationship is meaningful.
Thus, Fig. 1 shows how “softball” seems to be located more to the left on the
“woman-man” (left-right) axis than “footy,” or “football,” or “basketball.”
This can be seen as supporting the fact that softball is traditionally considered
a female sport.
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Fig. 1: Projection of the word “softball” on the “woman-man” (left-right) axis. 2020.
© Ekaterina Kamlovskaya.

56 Fabian Pedregosa et al., “Scikit-learn: Machine Learning in Python,” Journal of Machine
Learning Research 12 (2011): 2825-30.
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To sum up, my first experimental results suggested that word embedding
modeling is a promising method for a corpus investigation in the humanities but
needs to be used with caution, after careful consideration of numerous factors
that may influence the algorithm output and model interpretation, and hence
close reading is recommended to support the analysis.

8 Conclusion

Using computational methods and tools for an exploration of a usually rela-
tively small and domain-specific humanities corpus is often a difficult task due
to the limitations imposed by these tools and methods. However, instead of re-
jecting a computational approach altogether it is worth investigating the oppor-
tunities this may offer while ensuring transparency of the project methodology
and making oneself aware of the implications of the used methods for the re-
sults and interpretations. In this chapter, I have reflected on the challenges I
am encountering in my corpus-based study of the genre of Indigenous Austra-
lian autobiography, from the corpus construction stage, through modeling, to
interpretation of the algorithm outputs and visualizations. Digital source and
tool criticism are important for ensuring the transparency and reliability of a
study, and understanding and documenting the inner workings and decisions
to be made while using tools and methods borrowed from a different field are
challenging but extremely important aspects of an interdisciplinary digital hu-
manities project.
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Thomas Durlacher

Philosophical perspectives on
computational research methods
in digital history

The cases of topic modeling and network analysis

This chapter has three main objectives: firstly, to discuss several philosophical
positions regarding research methods; secondly, to outline certain features of sci-
entific methods; and, thirdly, to use this terminology to look at digital history.

In a brief sketch on several historically important philosophical positions
concerning research methods I first aim to show that the search for the one “cor-
rect” scientific method has recently given way to a more pluralistic conception of
research practices.

Next, I outline some of the general features of scientific methods — not as a
comprehensive description of research methods, but rather as an attempt to
shed light on the often neglected point that methods are closely related to the
academic goals we are working toward. Although these goals may be uncertain
or changing, critical reflection on the connection between methods and what
we are trying to achieve in our research has the potential to increase our aware-
ness of the limitations and possibilities of certain methods.

Lastly, I use this philosophical terminology to look at digital history — a
comparatively new historical subdiscipline that is distinguished by its compu-
tational methods — and discuss two different digital methods. My PhD project is
concerned with the investigation of a specific methodological practice, compu-
tational modeling, on which there are still ongoing debates as to what the feasi-
ble goals for this method could be. The following methodological reflections
are part of my ongoing investigations into the nature of research methods.
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1 Historical perspectives on research methods
and philosophy

Before the establishment of independent philosophical subdisciplines associ-
ated with individual scientific disciplines, philosophical investigations into the
nature of research methods often coincided with the task of explaining human
reasoning. Although these investigative attempts aimed for generality, they
also emphasized the need to provide concrete instructions on what the scien-
tific method should look like. Examples of this approach toward methods are
well known. René Descartes suggested that knowledge proceeds from first prin-
ciples known a priori and with certainty,' while Francis Bacon claimed that we
gain knowledge of the world by collecting observable evidence and then extend
this knowledge by generalization.?

During the course of the twentieth century this traditional philosophical
view of research methods changed dramatically. The development can most
easily be summarized under the label of diversification, which describes the
process from the search for the one “correct” scientific method toward a more
pluralistic conception of academic research in general. In this pluralistic land-
scape, general approaches and specific studies of individual elements of re-
search can be seen as complementary, rather than in conflict with each other.

In the first half of the twentieth century, general approaches to methods
and objectives in the humanities were less widespread than in the sciences but
still common. In contrast to the philosophical discussion about natural science,
which focused on the logical relationship between theories and evidence, the
debate in the humanities focused on the question of how the human dimension
of the research object requires a specific method and thus distinguishes natural
science from the humanities.? Participants in these discussions emphasized
that the study of human experiences depends on a specific form of understand-
ing conceived as a distinct kind of hermeneutic practice, which is not adaptable
to the natural sciences.

1 René Descartes, “Rules for the Direction of the Natural Intelligence,” in Descartes: Selected
Philosophical Writings, ed. John Cottingham, Robert Stoothoff, and Dugald Murdoch (Cam-
bridge: Cambridge University Press, [1701] 1999), 1-19.

2 Francis Bacon, The New Organon, ed. Lisa Jardine and Michael Silverthorne (Cambridge:
Cambridge University Press, [1620] 2000), 33.

3 See for example Wilhelm Dilthey, Introduction to the Human Sciences, ed. Rudolf Makkreel
and Frithjof Rodi, Selected Works I (Princeton: Princeton University Press, 1989); or Max
Weber, “Objectivity in Social Science and Social Policy,” in The Methodology of Social Sciences,
ed. Henry Finch and Edward Shils (New York: Free Press, 1949), 50-112.
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It is sometimes assumed that in the humanities the systematic discussion
of methods is less widespread than in the sciences. That this is not the case can
be seen by the recent work of Rens Bod.” In his innovative account of the histor-
ical development of the humanities, he carefully outlined the importance of
methodological principles within the humanities.”

The philosophy of science has also moved away from the grandiose old
philosophical systems toward more specific questions concerning scientific
work, such as, What should be considered as evidence and how can it be re-
lated to theories?® A general and still fairly influential proposal in this regard
was the hypothetico-deductive approach of Carl Hempel.” Put in simple terms,
this approach considered the scientific method as consisting in the suggestion
of a hypothesis, the derivation of consequences from this hypothesis, and the
testing of whether those consequences can be observed. For Hempel, this ap-
proach provided a general procedure to get us closer to the conceived goal of
science, i.e. the formulation of laws of nature.

Although philosophical accounts of research methods such as the hypo-
thetico-deductive approach provide useful insights into the logic of research, it
is clear that this kind of philosophical theorizing started with an already com-
paratively abstract picture of the objects of research and how they should be
investigated. These accounts rarely reached the level of the working researcher
and the more mundane problems of their work. The second half of the twenti-
eth century saw considerably more attention being paid to the local circumstan-
ces of knowledge production. The watershed moment in this process toward
more attention being paid to local research practices was the publication and
reception of Thomas Kuhn’s monograph The Structure of Scientific Revolutions.

4 Rens Bod, A New History of the Humanities: The Search for Principles and Patterns from An-
tiquity to the Present (Oxford: Oxford University Press, 2013), 364.

5 For a general examination of the role methods play in the sciences see Robert Nola and Ho-
ward Sankey, Theories of Scientific Method: An Introduction (Stocksfield: Acumen, 2007); Hugh
Gauch, Scientific Method in Brief (New York: Cambridge University Press, 2012). For an over-
view of the role that methods play in the humanities and history see Simon Gunn and Lucy
Faire, eds., Research Methods for History (Edinburgh: Edinburgh University Press, 2012); and
James E Dobson, Critical Digital Humanities: The Search for a Methodology (Urbana: University
of Illinois Press, 2019).

6 In this context, the discussion revolved around deductive, inductive, and abductive reason-
ing. See Nancy Cartwright, Stathis Psillos, and Hasok Chang, “Theories of Scientific Method:
Models for the Physico-Mathematical Sciences,” in The Cambridge History of Science: The Mod-
ern Physical and Mathematical Sciences, ed. Mary Jo Nye, 5 (Cambridge: Cambridge University
Press, 2003), 21-35.

7 Carl G. Hempel, “Studies in the Logic of Confirmation,” Mind 54, no. 213 (1945): 1-26.
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According to the Kuhnian picture of science, methods are embedded in histori-
cally changing paradigms.® Kuhn questioned traditional distinctions between
normative and descriptive approaches toward research methods and argued
that the rules for their application and evaluation depend on the larger context
of a paradigm. Philosophers like Paul Feyerabend further undermined the dis-
tinction between normative and descriptive approaches toward research meth-
ods by claiming that there are no genuine normative methodological principles
at all.’ In the aftermath of the Kuhnian revolution, the study of science took a
variety of different forms, ranging from historical studies focusing on the episte-
mological principles behind methods and the sociological context of research,® to
a more general practice-oriented approach.!' These approaches found that re-
search methods can have a wide variety of context-dependent functions, mirroring
the heterogeneity of the different disciplines themselves.

After several decades of intense intellectual exchanges neither the older,
more general, approaches nor the newer contextual approaches toward scien-
tific research methods have prevailed. Currently, the status quo in the philoso-
phy of science is characterized by the comparatively peaceful coexistence of
the different approaches. In Section 2 I outline one central feature of research
methods — their goal-directedness — which is especially important to under-
standing how such methods can be evaluated.

2 Methods and goals

Methods, in the sciences as well as the humanities, are means to attain the
goals of individual disciplines such as history, biology, or physics. “Means”
here primarily designate a set of activities a researcher can engage in. These
activities range from what goes on in one’s mind while doing research (reason-
ing, thinking, imagining, inferring) to actions that involve interaction with our

8 Thomas S. Kuhn, The Structure of Scientific Revolutions, 4th ed. (Chicago: The University of
Chicago Press, 2012), 8.

9 Paul Feyerabend, Against Method, 3rd ed. (London: Verso, 1993), 14.

10 See Bruno Latour and Steve Woolgar, Laboratory Life: the Construction of Scientific Facts
(Princeton: Princeton University Press, 1979), 21-42; or Andrew Pickering, Constructing Quarks:
A Sociological History of Particle Physics (Chicago: University of Chicago Press, 1984), x.

11 See Ian Hacking, The Taming of Chance (Cambridge: Cambridge University Press, 1990),
1-10; as well as Philip Kitcher, In Mendel’s Mirror: Philosophical Reflections on Biology (Oxford:
Oxford University Press, 2003), xi.
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environment (observing, measuring, gathering data, reading, conducting inter-
views, writing, collecting specimens, performing experiments).

Methods provide a focal point for a discipline’s self-identity. Traditionally,
students are introduced to a research field by learning to master the most im-
portant methods of that field. This process leads the novice from the laborious
study of procedures, principles, and rules, to full immersion in a discipline.
Students thus acquire the ability to apply these methods, without assistance, in
order to answer new research questions. Research questions often include the
formulation of certain goals and in most cases also specify the methods to be
used to reach those goals.

In practice, it is often the case that the proposed goals and methods of a
research project change over time, in an iterative process, but this does not im-
pair the close relation between methods and goals.

The goals of methods can encompass general objectives such as knowl-
edge, prediction, control, explanation, and understanding, as well as domain-
specific, lower-level objectives such as the accurate description of a historical
event, the explanation of a physical phenomenon, the classification of biologi-
cal species, or the collection of evidence. It is important to notice that when we
talk about methods being goal-directed we use an ellipsis to express the fact
that methods used by researchers are used to achieve certain goals. Therefore,
it is not a method in itself that achieves a goal but the researcher implementing
the method who achieves the goal.

Usually, it is assumed that the achievement of these goals is not the result
of arbitrary luck, but rather the outcome of the systematic work of a community
of researchers who think about and critically evaluate their methods. This al-
ready reveals one central point about methods. The evaluation of a method de-
pends crucially on the goals we have. A method is not intrinsically good, bad,
or adequate but is good, bad, or adequate in relation to a specified goal the
method is directed toward, as well as in relation to the goals of the discipline.
Goals in this sense are determined by individual researchers and the scientific
community. Sometimes higher-level goals and lower-level goals conflict with
each other or are not coordinated appropriately to further the progress of a dis-
cipline. A lower-level objective can be perceived as undesirable by some re-
searchers because they are not aware of how it contributes to higher-level
goals. On the other hand, it is also possible to criticize a method when it is not
clear how the method contributes to the overall goals of the discipline.

A method can be said to be adequate if it helps us to achieve a certain ob-
jective. Wendy Parker defined adequacy to achieve a purpose, with the help of
a tool, in the following way:
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ADEQUACYC: A tool M is ADEQUATEC-FOR-P if and only if, in C-type instances of use
of M, purpose P is very likely to be achieved."

We can reformulate this conception of adequacy for methods in general as:

ADEQUACYM: A method M is ADEQUATEM-FOR-G if and only if, in C-type instances of
use of M, goal G is very likely to be achieved.

The notion of ADEQUACYM helps us describe methods as a reliable way to reach
a certain goal. In this sense, methods are fallible and depend on the presence of
the right circumstantial factors. C-type instances designate the context in which
a method is used. The method to measure temperature, for example, consists of
the use of a thermometer in a certain unobstructed context. In this case, the goal
is the representation of temperature. The establishment of the adequacy of a
method is possible through one of two ways. Either the method has been success-
ful in the past or we understand the underlying processes of the method well
enough to be confident in its efficiency before actually testing it.

It is not always easy to say what the objectives of a method are. The objec-
tive cannot be a specific result. It rather has to be something like a range of
possible outcomes informing us about the object under investigation. What I
mean by a range of possible outcomes is that a tool, like a thermometer, or a
procedure, like the measurement of temperature, is not used to depict a single
temperature point but rather represents the temperature of the object it is ap-
plied to at the time of the measurement.

Consider a situation described by the historian and philosopher of science
Hasok Chang.” In the early days of the history of thermometers, scientists had
no way to judge the correctness of those instruments, except by comparing
them with each other. It proved especially difficult to establish fixed tempera-
ture points (which in turn were needed to create quantitative scales), like the
boiling point of water, in situations where there were no independent methods
of temperature measurement available. This problem was particularly hard to
solve because it was not known if certain physical phenomena, such as the
boiling point of water, appear at a fixed temperature point at all. The problem
persists even if we account for the exclusion of distorting factors like impurities
in the water, atmospheric pressure, and so on. Here, the aim of the instrument —
to measure temperature — was itself such an obscure notion that it was difficult

12 Wendy S. Parker, “Model Evaluation: An Adequacy-for-Purpose View,” Philosophy of Science
87, no. 3 (2020): 461.

13 Hasok Chang, Inventing Temperature: Measurement and Scientific Progress, Oxford Studies
in Philosophy of Science (Oxford: Oxford University Press, 2007), 57-102.
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to assess the reliability of the methods used. In the end, a variety of different
measurement methods (one of which was the experienced body temperature)
were used to correct each other. This turned out to be useful for studying the
phenomenon, as well as for improving the methods over time.

In general, research methods can assume two different roles.’® The distinc-
tion between these roles shares similarities with the distinction between the
context of discovery and the context of justification in the philosophy of science.
In the first role, methods can encompass activities that have an auxiliary func-
tion in the research process.

Procedures used to acquire funding, determine how to get to conferences, or
decide how to organize teaching activities are practical research-related activities.
Such methods, although important to the research enterprise and probably sys-
tematic, do not play a role in the way in which we justify our knowledge claims,
and they therefore belong to the context of discovery. This context also includes
sources of inspiration outside the realm of rational justification, such as dreams,
spiritual inspirations, and subjective preferences. In their second role, methods
can also support the results of research in an epistemic manner. An example here
is the use of comparative script analysis to date an inscription. In this case, the
procedure we use to determine the date of a manuscript - i.e. the comparison of
different texts — provides a reason for us to believe that the inscription has a cer-
tain age, and thus belongs to the context of justification. Faulty procedures under-
mine knowledge claims if, for example, the corpus of texts is incomplete. Proper
procedures, in contrast, strengthen knowledge claims. In the following, I will be
primarily concerned with methods in this narrower, epistemic sense. Since the
second half of the twentieth century, the distinction between the context of dis-
covery and the context of justification has been a point of contention. There is a
sense that, even in the discovery process, epistemic considerations play a role —
while, in actual research, what is claimed to be done or believed for epistemic
reasons is sometimes influenced or distorted by external factors: non-epistemic
factors. For conceptual clarification, it is nonetheless useful to distinguish be-
tween these two roles that methods play, even if the distinction cannot always be
sharply drawn.” In history, the epistemic function of methods is generally ac-
cepted. In this respect Jorn Riisen writes:

14 Nola and Sankey, Theories of Scientific Method, 18-9.

15 This distinction was originally popularized by Hans Reichenbach. For a more recent discus-
sion see Jutta Schickore and Friedrich Steinle, Revisiting Discovery and Justification: Historical
and Philosophical Perspectives on the Context Distinction (Dordrecht: Springer, 2006), vii—Xix.
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Why method? It is a matter of acquiring historical knowledge from the empirical facts that
are left from the past and thereby, in general, accessible in the present (so to speak, in
front of your eyes). The methodological procedures of this acquisition serve to strengthen
this knowledge and to systematically justify its plausibility or validity. Methods make
knowledge justifiable by verifiability of its statements.'® (Translation my own.)

The application of methods also distinguishes research as a systematic enter-
prise. Doing research is having a plan — it embodies some kind of order, and is
not arbitrary. Even when this order is intentionally given up, as in the case of
exploratory or speculative research, it should be clearly distinguished from
method-based research. This systematic approach also contributes to the prog-
ress of academic research, given that the progress of a discipline does not only
depend on what we know but also on how we get to know it.

Establishing adequate goals for methods is in itself a sophisticated part of
scientific research. With new areas of research especially, it usually takes time
to figure out how certain methods can be used. One such comparatively new
research field is the focus of the next section.

3 Digital history

In some instances, methods are influential enough to create scientific disciplines
and subdisciplines around them. Digital history — a subdomain of history — is a
case in point, but what is it about? In the following I present two proposals for
defining the field.

We can define digital history in a first approximation as the historical sub-
discipline concerned with the use of digital methods to study the past.”” Digital
methods used in digital history are dependent on computers and their various
capacities, such as the performance of computations and the processing and
storage of data. This definition presents digital history as an area characterized
by the application of certain computational/digital techniques. It is not unusual
to describe a historical subdiscipline in this way. Oral history, for example, is
characterized by its focus on the acquisition and use of certain sources and not
by a specific topic.'®

16 Jorn Riisen, Historik: Theorie der Geschichtswissenschaft (Cologne: Bohlau Verlag, 2013), 55.
17 For a recent review of the state of the digital history subdomain see Annemieke Romein
et al., “State of the Field: Digital History,” History 105, no. 365 (2020): 291-312.

18 Donald A. Ritchie, Doing Oral History, 3rd ed., Oxford Oral History Series (New York: Oxford
University Press, 2015), xiv.
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Unfortunately, this simple definition has the drawback that it is too broad to
be very useful. It would make every historian a digital historian because the use
of computers has permeated the academic landscape more or less completely. To
characterize the whole of academic history as digital history would run counter
to our desire to delineate an area within history in which the use of computa-
tional techniques has taken on a special role distinct from the everyday uses of
those techniques.”

If we are interested in getting a better understanding of digital history on a
theoretical level we have to further specify how the computer is used by digital
historians. My second definition characterizes digital history not only by its use
of computers but by the fact that this work could not be done without computers.
In this sense, the digital historian is a historian whose work would not be possi-
ble without the help of a computer.?® This also means that the computer plays a
special role in the justification of the claims in this area. The definition could
therefore be rephrased as: digital history is the historical subdiscipline in which
a certain kind of knowledge of the computer as a tool to justify historical claims
is indispensable. This definition has the advantage of capturing our intuitive feel-
ing that not every use of the computer has the same importance for the outcome
of our research. Using digitized pictures of historical events can be important,
but our knowledge of the computer we use plays a comparatively minor role in
the claims we make with the help of those pictures. But if we use a database to
store and query a large number of pictures or other data, knowledge of how the
query works is indispensable for the reliable use of the technique.”

Working with large amounts of data, and the sophisticated representation
and visualization of these data with the help of automated algorithms, fall
within this second definition. Given the comparatively recent origin of the field
of digital history, this list of methods is not fixed — neither is it foreseeable
which methods will be permanently established within history.>> But there are,

19 I assume that the establishment of specialized online platforms like https://ranke2.uni.lu/
and https://programminghistorian.org/ for teaching the application of the computer as a re-
search tool, along with the establishment of specialized journals and research centers, is a
manifestation of the process in which the computer has taken on this role.

20 Here, “would not be possible without the help of a computer,” should be interpreted more
in practical terms: it is of course imaginable in theory that, given enough time and resources,
humans could perform the tasks of computers, but it is clear that this is not possible in
practice.

21 This does not mean that everything about a tool has to be known in order to use it, but
rather that, for certain uses, some sort of basic understanding is necessary.

22 Romein et al., “State of the Field,” 310.
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nonetheless, clear examples of the application of digital methods extending the
horizons of traditional historical research.

I should also add another clarification. Digital history, although it involves
the use of a computer, is not limited to computational methods. This is impor-
tant because, in most cases, we see that computational methods are embedded
in a web of other research activities. In Section 2, I argued that methods are
directed toward certain goals. What about the goals of digital history? This
question can only be answered by looking at specific methods. I will therefore
look at two well-established methods in this area: topic modeling and social
network analysis. At first sight, it may seem that digital history, because it is
defined through its methods rather than through its goals, is directed toward
the traditional goals of history. I also mentioned in Section 2 that different
methods can be used to achieve the same goals — therefore a change in meth-
ods does not necessarily imply a change in goals. But changed methods cer-
tainly create the possibility for the consideration of new goals. We see this
clearly with my first example of a computational method - topic modeling.

3.1 Topic modeling

The computational study of text corpora was one of the first applications in the
humanities to use the calculating power of modern computing machines.?>
Nowadays, machine learning techniques such as topic modeling have become
an attractive method for studying large amounts of textual data. Because of the
highly structured way in which text is available, it is comparatively easy to
transfer text documents into machine-readable form, thereby making the proc-
essing of large amounts of text possible.?* The early use of computational text
analysis coincided with the traditional role of text as the primary form of evi-
dence in the humanities. The reading of a text provides humans with informa-
tion that goes beyond the perception of markings on a page. The traditional
way of describing this feature of language is that words and sentences have se-
mantic meaning. A sentence can provide information about the intentions, be-
liefs, and desires of an author, and can constitute evidence if we are interested
in exploring those things. A text, as the manifestation of the writing behavior of

23 Susan Hockney, “The History of Humanities Computing,” in Companion to Digital Humani-
ties, ed. Susan Schreibman, Ray Siemens, and John Unsworth (Oxford: Blackwell, 2004), 3-19.
24 For other text-based methods and natural language processing techniques see chapter 3 of
Shohreh Haddadan, chapter 4 of Ekaterina Kamlovskaya, and chapter 6 of Eva Andersen in
this volume.
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an author, can also provide us with information beyond the conscious mental
state of the author, allowing us to interpret the writing as the outcome of the
cultural practices, social relations, and power structures of the time. Given the
fundamental interest of historians in questions such as why somebody acted
the way they did, or how somebody experienced something, textual evidence
and methods related to textual sources have been of prime importance in his-
torical research. In contrast to the automated processing of text, this traditional
form of reading is known as close reading.

Topic modeling algorithms analyze text and calculate the probabilities for
certain groups of words to co-occur.”” The assumption here is that words that
occur together share a semantic relationship. It is intuitively plausible that if
the words “garden,” “flower,” and “earth” appear together in a text, there also
exists a semantic relationship between them.

A well-known example of this is Robert K. Nelson’s Mining the Dispatch proj-
ect.?® Nelson used topic modeling to mine a large number of fugitive slave adver-
tisements from the Daily Dispatch newspaper of Richmond, Virginia in order to
explore the changes of topic over time. A topic like military recruitment was iden-
tified by words like “service,” “men,” “company,” “arms,” “state,” “companies,”
“Virginia,” “war,” and so on.” In this way, it was possible to discover some of
the unexpected aspects of these ads, such as humor.?® More recent applications
of topic modeling have operated in a similar way and have shed new light on
large-scale cultural developments in areas like the history of science, economics,
and music production.”

Topic modeling assumes that the probability of words occurring together in
a text is an expression of a semantic relationship. In practice, this is not always
the case. Words may appear together by coincidence, without representing any
semantic relationship. Before a text can be analyzed, words like “the,” “of,”

<

25 David Blei, Andrew Ng, and Jordan Michael, “Latent Dirichlet Allocation,” Journal of Ma-
chine Learning Research 3 (2003): 993-1022.

26 “Mining the Dispatch,” last modified November 2020, http://dsl.richmond.edu/dispatch/
pages/home.

27 “Mining the Dispatch,” last modified November 2020, https://dsl.richmond.edu/dispatch/
topic/32.

28 “Mining the Dispatch,” last modified November 2020, https://dsl.richmond.edu/dispatch/
introduction.

29 Shawn Martin, “Topic Modeling and Textual Analysis of American Scientific Journals,
1818-1922,” Current Research in Digital History 2 (2019); Lino Wehrheim, “Economic History
Goes Digital: Topic Modeling the Journal of Economic Hi