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Abstract— High-Throughput Satellite (HTS) systems with dig-
ital payload technology have been identified as a key enabler
to support 5G/6G high-data connectivity with wider coverage
area. The satellite community has extensively explored resource
allocation methods to achieve this target. Typically, these methods
do not consider the intrinsic architecture of the flexible satellite
digital payload, which consists of multiple processors responsible
for receiving, processing, and transmitting the signals. This paper
presents a demand-aware onboard processor management scheme
for broadband Non-Geostationary (NGSO) satellites. In this context,
we formulate an optimization problem to minimize the number of
active on-board processors while meeting the system constraints
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and user requirements. As the problem is non-convex, we solve it
in two steps. First, we transform the problem into demand-driven
bandwidth allocation while fixing the number of processors. Second,
using the bandwidth allocation solution, we determine the required
number of processors with two methods: 1) sequential optimization
with the Branch & Bound method and 2) Bin Packing with Next
Fit, First Fit, and Best Fit methods. Finally, we demonstrate the
proposed methods with extensive numerical results. It is shown that
the Branch & Bound, Best Fit, and First Fit methods manage the
processors better than the Next Fit method. Furthermore, Branch
& Bound requires fewer processors than the above methods.

Index Terms— Bandwidth allocation, Bin Packing, Branch
& Bound, high-throughout NGSO satellite, payload processors,
sequential optimization.

I. INTRODUCTION

Satellite communication network providers are ex-
pected to offer broadband connectivity to meet the needs
of an increasingly heterogeneous market, including the
broadcast industry, airplane industry, maritime sector,
government agencies, and end-users [1]. Furthermore,
satellite technology has a significant role in the era of
5G and beyond in terms of integrating satellite networks
with terrestrial networks, providing backhaul services,
and offering coverage for the internet of things (IoT)
applications and beyond [2]–[4].

Satellites are now incorporating advanced digital pay-
load technologies to adapt to these diverse markets and
emerging applications. These payloads have the recon-
figurable capability to perform various functions, in-
cluding changing the beam coverage, allocating satellite
resources, and adjusting the RF power distribution dynam-
ically in response to traffic demands [5], [6]. However,
advanced management techniques must be employed to
better exploit the functionality of these digital payloads.

Several studies have been conducted regarding satel-
lite resource management based on user demand require-
ments. In this case, the power allocation over satellite
downlinks in light of traffic demand and channel char-
acteristics has been investigated in [7]. Moreover, in
[8], power allocation has been proposed while consider-
ing inter-beam interference among the beams. Addition-
ally, a two-stage power allocation method using meta-
heuristics to minimize the system’s unmet capacity has
been proposed in [9]. Similarly, an energy-aware power-
allocation technique to minimize unmet system capacity
and transmit power consumption has been explored in
[10]. Furthermore, a reinforcement-based and a game-
based approach for allocating the system power has been
developed in [11], [12] and [13], [14], respectively. How-
ever, these approaches only focus on power management
without considering payload management and bandwidth
allocation. Alternatively, bandwidth allocation is explored
in [15], [16] to match the traffic demand with the system
capacity. However, power allocation and payload manage-
ment are not incorporated into these methods.

In the literature, different resource allocation methods
have been discussed with regard to joint power and band-
width allocation. In [17], a modified version of the sim-
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ulated annealing algorithm has been proposed in order to
achieve a fair distribution of power and bandwidth across
beams while simultaneously taking fairness into account.
Similarly, reinforcement-based techniques in [18]–[20]
and using conventional neural network in [21] has been
proposed to jointly allocate the power and the bandwidth
of the satellite system. Furthermore, an iterative convex
optimization approach to utilize the satellite resource
efficiently has been studied in [22]–[24]. Additionally,
resource optimization for integrating satellite-terrestrial
communication has been considered in [25]–[30].

There have been a few studies that have examined the
relationship between the management of resources and
the intrinsic architecture of digital payloads. A model
for quantitatively evaluating the flexibility of payloads
with a digital channelizer has been explored in [31].
Additionally, in [32], a frequency resource allocation
method based on beam requests has been proposed to
improve the overall throughput of satellite communication
systems. Moreover, it investigates the advantages of dig-
ital channelizers compared with the traditional resource
allocation method.

While the above methods manage the satellite re-
sources, they do not address the constraints imposed
by the payload processors, which require a different
perspective. Fig. 1 illustrates a generic digital payload
comprising RF inputs, RF outputs, and digital processor
ports equipped with ADCs (Analog to Digital Convert-
ers), DACs (Digital to Analog Converters), filters, and
modulation/demodulation techniques. A typical payload
of this type is called a regenerative onboard processor.
Alternatively, it is known as a Digital Transparent Pro-
cessor (DTP) if the payload does not provide modulation
and demodulation capabilities [33].

The RF front-end input is used to down-convert the
received signal into a baseband/Intermediate Frequency
(IF). It consists of a filter, a low-noise amplifier, a mixer,
and a gain controller. The processor then converts the
baseband/IF signal to digital format using ADC and
applies channelization (filters), modulation, and demod-
ulation techniques to process the signal further. Finally,
the digital signal is converted back to an analog signal
through DAC. The DAC output signal is filtered and
amplified on the RF front end output side for transmission
[5], [33].

The payload1 operates the signals through multiple
digital processors because 1) A single processor can
handle only a limited number of beams in order to reduce
signal processing complexity and to avoid unnecessary
delays due to sequential processing of tasks, and 2) two
or more signals with the same carrier frequency need
independent processors to avoid interference. Therefore,
appropriate mapping of the carrier bandwidth of signals to
processors is required. On the other hand, the optimized

1Note that flexible digital payloads have been introduced recently. This
is why the optimization for mapping data processing tasks for the
individual beams onto the processors has not been considered so far.

signal bandwidth may depend on the user demand; a
low demand requires less bandwidth, whereas a high
demand requires a larger bandwidth. Thus, the number
of operating processors may vary according to the de-
mand. In general, if the demand is low, fewer processors
are needed, while more processors become necessary as
demand increases. Hence, depending on the demand, not
all of the available processors may need to be switched
on. This reduces the amount of power needed to operate
the processors in order to configure each beam.

In this context, we focus on the optimization of the
forward link bandwidth for broadband Non-Geostationary
(NGSO) satellites with the main goal to minimize the
number of active on-board processors while meeting the
system constraints and end-user traffic demands. The
detailed contributions of this paper are summarized as
follows:

• We propose a mathematical formulation for the
demand-aware onboard payload processor optimiza-
tion to minimize the number of operating proces-
sors while considering the following aspects: 1)
frequency planning constraints; 2) User demand
constraint, and 3) processor abstraction constraints.
Hence, the satellite payload processors can be man-
aged flexibly according to the system constraint and
the beam demand requirement.

• The optimization problem is non-convex due to non-
linear functions and integer-valued variables present
in the formulation. We propose a two-step approach
to efficiently tackle the problem. First, we design
the bandwidth allocation strategy based on the fre-
quency planning and demand satisfaction require-
ments, while fixing the number of processors. Sec-
ondly, we consider the processor abstraction problem
to determine the minimum number of processors
required to accommodate the above bandwidth allo-
cation strategy. We propose the following solutions
to address this problem: 1) sequential optimization
based on the Branch & Bound technique. 2) Bin
Packing [34] based on Next Fit, First Fit, and Best
Fit methods.

• Finally, we demonstrate the performance of the pro-
posed methods through extensive numerical evalua-
tions. We observe that the Branch & Bound, Best
Fit, and First Fit have better performance in flexibly
managing the payload processors than the Next Fit
method.

The rest of the paper is organized as follows. In
Section II, the system model for the NGSO satellites is
provide. The proposed demand-aware onboard payload
processor management is presented in Section III. In
Section IV, the simulation results are discussed. Finally,
Section V concludes the paper.
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Fig. 1. Generic digital payload system.

II. SYSTEM MODEL

We consider a downlink NGSO satellite to provide
high data-rate connectivity to ground users. To continu-
ously serve the globe, Fig. 2 shows a single constella-
tion with multiple satellites. Since each NGSO satellite
possesses similar characteristics, this model focuses on
a snapshot of one NGSO satellite within a specific ge-
ographic region. This satellite employs multi-beam tech-
nology to produce N narrow beams to serve a particular
geographical area, see Fig. 2. The beams can be generated
using Direct Radiating Arrays (DRAs) or Focal Array Fed
Reflectors (FAFRs) based antennas [35]. The generated
beams are assumed to be sparse to reflect a realistic
scenario in which the satellite covers only the areas of
interest. The O3b mPOWER satellite, for example, uses
steerable and shapable spot beams that are continuously
shifted and scaled to cover specific geographical areas
[36]. Hence, depending on the coverage area, some beams
may not have overlapping regions. Furthermore, the de-
sired area covered by the satellite may represent maritime,
aeronautical, and terrestrial providers. Therefore, the de-
mand may substantially vary from one beam to another.
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Fig. 2. NGSO constellations with multi-beam technology.

Although multiple users may be served within the
same beam coverage area, in this work we follow a user
scheduling abstraction, i.e. we consider a single user per
beam and we examine the system’s performance at differ-
ent user locations. For this, we select the user’s location
from a uniform distribution within the beam’s coverage
area. For example, Figs 3a and 3b show the user selection

at different instances. Then, the system response for each
instance will be recorded and averaged to determine the
overall system performance. This will be presented in the
simulation results Section IV. Henceforth, we will use the
terms beam and user interchangeably.
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Fig. 3. N = 20 beam scenario with an example of user location
selection.

A. Satellite Payload Processor Model

The processor is responsible for receiving and pro-
cessing the signals before forwarding them to the user
terminals. Using multiple processors, the satellite payload
can process a total bandwidth of Bfwd on the forward
link. Each processor operates in a Ka-band available
bandwidth Bava from 19.7 to 20.2 GHz. In this case,
Bfwd ≫ Bava. In conventional satellite systems, the
bandwidth Bava is divided into bandwidth chunks, and
a frequency reuse scheme (e.g., a four-color scheme)
is used to reuse each bandwidth in adjacent beams.
Accordingly, the processors handle the bandwidth chunks.
However, bandwidth fragmentation may occur within
each processor’s available Bava, as shown Fig. 4a. This
is because conventional systems do not optimize the
bandwidth distribution across processors, resulting in
the use of a substantial number of processors. Hence,
optimizing bandwidth distribution across the processors
would be more beneficial in minimizing the number of
active processors and bandwidth fragmentation. This can
be seen from Fig. 4b where the bandwidth chunks are re-
arranged to be handled by fewer processors than Fig. 4a.
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In this context, optimizing bandwidth distribution across
the processors will be addressed in Section III.
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Fig. 4. Processor Management: (a) Wasteful configuration ; (b)
Optimized configuration.

B. Frequency Planning Model

In our model, each beam can be allocated an or-
thogonal carrier to avoid co-channel interference. How-
ever, there is the possibility of re-using the same carrier
frequency band if beams are sufficiently separated. In
this case, a group of beams may share the same carrier
frequency band. Additionally, beams belonging to the
same group require a different processor to process each
beam’s signal, see Section IIIA. In this context, we define
the set of groups as G = {G1,G2, . . . ,Gm, . . . ,GM}, where
Gm is the mth group of beams and the maximum number
of groups is given by M = 2N − 1. Furthermore, we
define Bm as the bandwidth of the carrier assigned to
the mth group. Fig. 5 shows an example of a satellite
system with N = 3 beams at different instances. In this
case, we have M = 2N − 1 = 7 possible groups and the
groups are G1 = {1}, G2 = {2}, G3 = {3}, G4 = {1, 2},
G5 = {1, 3}, G6 = {2, 3}, and G7 = {1, 2, 3}. Accordingly,
for each group, the satellite allocates the corresponding
bandwidth Bm from the available bandwidth Bava. For
example, from Fig. 5, at instance one, the satellite al-
locates B1 and B6 for G1 and G6, respectively, while
the bandwidth allocation for the other groups is zero. At
instance two, the satellite selects G3, G4, and G6 with
their corresponding bandwidth B3,B4, and B6. Hence,
in our model, each beam can be assigned to multiple
carriers. However, the bandwidth allocation must satisfy
the following constraints

T 1 :
∑

Gm∈G

Bm ≤ Bava,

T 2 : Bm ≥ 0,∀m.

(1)

The constraint T1 guarantees that overall bandwidth
utilization should not exceed the total available processor
bandwidth. The T2 constraint implies that Bm cannot be
negative. Furthermore, we denote the transmitted power

of beam i belonging to the mth group as pi,m. The overall
power allocation is restricted by the total system power
Ptotal and is defined as

T 3 :

N∑
i=1

∑
i∈Gm,
Gm∈G

pi,m ≤ Ptotal,

T 4 : pi,m ≥ 0,∀i,m.

(2)

Note that the power sharing enabled by flexible pay-
loads has been assumed, such that total power can be
arbitrarily distributed across beams [37].

C. Channel model

The satellite channel is primarily affected by the Line
of Sight (LoS) component, the antenna radiation pattern,
and the rain attenuation [38]. Hence, we can model the
channel as

hi,m[j] =

√
G(θi,m[j])

ℓFSPL[i]ℓrain[i]
e−jϕi , (3)

where hi,m[j] is the channel coefficient from a beam j to
beam i of in the mth group and consists of the following:

• Free-Space Path Loss (FSPL): the attenuation of a
signal as it propagates through free space [39]. This
path loss is defined as

ℓFSPL[i] =

(
4π

di
λ

)2

, (4)

where λ is the carrier wavelength and di is the LoS
distance between the satellite and the ith beam.

• Antenna gain (AG): this refers to the overall gain
obtained from the receiver and transmitter antennas,
which is modeled [40], [41] as follows
G(θi,m[j]) =

GRGmax

(
J1 (ui,m[j])

2ui,m[j]
+ 36

J3(ui,m[j])

(ui,m[j])3

)2

,

(5)
where GR is the receiver gain, Gmax is the max-
imum beam gain, J1(ui,m[j]) and J3(ui,m[j]) are
first-order and third-order Bessel functions of the
first kind, respectively. Furthermore, ui,m[j] =

2.07123
sin (θi,m[j])
sin (θ3dB) , where θi,m[j] represents the an-

gle between the center of the beam j and the desired
location of beam i as viewed from the satellite. Fur-
thermore, θ3dB refers to the half-power beamwidth.

• Rain attenuation: reduces the amplitude of the trans-
mitted signal by scattering and absorbing it. This
rain attenuation effect is notably severe for carrier
frequencies above 10 GHz. Following the recom-
mendation of TU-R P.618 − 13 [42], ITU-R P.839
[43],ITU-R P.837 [44] and ITU-R P.838 [45], the
rain attenuation is given by

ℓrain[i] = 10
Ai[P]

10 , (6)

where Ai[P][dB] is the rain attenuation for beam i with
a percentage P of the average rainfall rate in a year [44].
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Fig. 5. System bandwidth allocation

Let gm[i] =
[
gi,m[1], gi,m[2], . . . , gi,m[|Gm|]

]T
with

gi,m[j] = |hi,m[j]|2 represents the channel gain vector of
beam i belonging to the mth group, where |Gm| is the
cardinality of the mth group. While having the transmit
power and channel definitions, the Signal-to-Interference-
plus-Noise Ratio (SINR) of beam i in the mth group is
determined as

γm[i] =
gi,m[i]pi,m∑|Gm|

j=1,j ̸=i gi,m[j]pj,m +N0Bm

. (7)

Then, the Shannon capacity for the beam i in the mth
group is

Cm[i] = Bm log2(1 + γm[i]). (8)

Subsequently, the total capacity provided by the system
to the beam i is

C[i] =
∑
i∈Gm
Gm∈G

Cm[i]. (9)

This capacity should match the demand D[i] > 0 i.e.

T 5 : C[i] ≥ D[i],∀i. (10)

However, for larger demands, the constraint T 5 may
not feasible to satisfy. In this case, the total demand
satisfaction in all beams is measured by the unmet system
capacity as follows:

Cunmet =

N∑
i=1

max(1− C[i]

D[i]
, 0). (11)

III. PROPOSED DEMAND-AWARE ONBOARD
PAYLOAD PROCESSOR MANAGEMENT

In this section, we propose a demand-aware onboard
payload processor management optimization for high
throughput NGSO satellite systems. Firstly, the processor
abstraction will be presented to provide details on how
the processor will handle the beam bandwidth chunks.
Then, we formulate a problem while considering the
satellite payload model, the frequency planning model, the
channel model, and the processor abstraction. Afterward,
a solution will be presented for this problem.

A. Processor Abstraction

This section discusses in detail the system constraints
associated with processor abstraction. A single processor
must handle orthogonal carriers to avoid signal inter-
ference. Hence, signals with the same carrier frequency
require different processors. Additionally, a beam may
belong to several groups depending on its demand. Cor-
respondingly, multiple bandwidth chunks can be assigned
to the same beam2. In this case, it is preferable to allocate
the bandwidth chunks belonging to the same beam, to the
same processor. Consequently, we can avoid the amount
of signal processing required to recombine bandwidth
chunks from multiple processors for the respective beams.
In this context, we provide the specific characteristics of
the processor abstraction as follows.

1. Bandwidth Mapping
The system is required to assign the correspond-

ing bandwidth chunks of beams to active processors.
Let xm[i][l] be a binary value mapping indicator with
xm[i][l] = 1 indicating that the bandwidth chunk Bm of
beam i belonging to the mth group is mapped to processor
l. Note beams belonging to the mth group share the
same bandwidth chunk Bm. Hence, each beam requires
different processors to avoid signal interference. On the
other hand, beams belonging to different groups can be
assigned to the same processor. Furthermore, the system
must avoid assigning two or more processors to handle
the same bandwidth chunk Bm of beam i. Additionally,
mapping is permitted only when the lth processor is in
active mode, i.e. yl = 1 otherwise yl = 0 indicating
that the lth processor is offline. Hence, we introduce the
following constraints.

T 6 :
∑

i∈Gm,
Gm∈G

xm[i][l] ≤ 1,∀m,l,

T 7 :

L∑
l=1

xm[i][l] ≤ 1,∀m,i,

2In this paper, we assume that a single super user per beam represents
the aggregate beam demand. Hence, we focus on beam-level bandwidth
allocation, while user-level sub-carrier allocation design is beyond this
paper’s scope.
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T 8 : |Gm|min{1, ⌈Bm/Bava⌉} ≤
L∑

l=1

∑
i∈Gm,
Gm∈G

xm[i][l],∀m,

T 9 : xm[i][l] ∈ {0, 1},∀m,i,l,

T 10 : yl ∈ {0, 1},∀l,
T 11 : xm[i][l] ≤ yl,∀m,l.

(12)
Where T 6 prevents beams belonging to the same

group from accessing the same processor, whereas T 7
avoids repetitive bandwidth mapping to the processors
for ith beam belonging to mth group. For Bm > 0,
the constraint T 8 ensures that all beams in the mth
group are mapped to their respective processors. Note
that the symbol ⌈·⌉ in T 8 denotes the ceiling function.
This mapping is only possible if yl is equal to one.
Furthermore, all the bandwidth chunks mapped to the lth
processor must not exceed Bava. Hence, Fl ≤ Bava holds
and expressing Fl in terms of xm[i][l] and Bm as

Fl =

N∑
i=1

∑
i∈Gm,
Gm∈G

xm[i][l]Bm, (13)

leads to the following constraint

T 12 :

N∑
i=1

∑
i∈Gm,
Gm∈G

xm[i][l]Bm ≤ Bava. (14)

2. Carrier Contiguity
For practical reasons, we assume that carrier conti-

guity can be employed to assign the bandwidth chunks
belonging to the same beam to the same processor. This
reduces the additional signal processing required by the
system to recombine bandwidth chunks belonging to the
same beam from multiple processors for transmission.
Therefore, we define a binary-valued variable zl[i] with
zl[i] = 1, indicating that all the bandwidth chunks of beam
i are mapped to the lth processor. Accordingly, we write
this as follows.

T 13 :
∑

i∈Gm,
Gm∈G

xm[i][l] = zl[i]
∑

i∈Gm,
Gm∈G

min{⌈Bm/Bava⌉, 1},∀i,l,

T 14 :

L∑
l=1

zi[l] ≤ 1,∀i,

T 15 : zl[i] ∈ {0, 1},∀i,l,
(15)

where T 13 confirms that all the bandwidth chunks are
assigned to the lth processor. Furthermore, T 14 prevents
mapping carrier contiguity of the ith beam into multiple
processors.

B. Problem Formulation

Here, a payload processor management problem is
formulated to determine the minimum number of pro-

cessors needed for onboard signal processing to handle
the bandwidth chunks of each beam. Hence, we can
closely match the system’s capacity with the beam de-
mand and switch off completely unused processors to
preserve battery power. Additionally, since it is an NGSO
satellite, the situation may change many times during
the passage. Hence, to improve the adaptability of the
obtained solution to future changes, especially since the
size of the bandwidth chunk to be added in the future
is unknown, it is reasonable to save as much processing
capacity as possible. Accordingly, we propose to load the
active processors as much as possible, such that some
processors would have large capacity savings, i.e., large
bandwidth chunks can be accommodated in the future. In
this context, we consider to minimize the

∑L
l=1 yl while

utilizing the maximum load of each active processors i.e.
Fl. Hence, the problem is formulated as follows:

minimize
yl,zi[l],xm[i][l],
Bm,pi,m∀i,l,m

L∑
l=1

wl
yl

Fl + 1

s.t. T 1-T 15,

(16)

where
∑L

l=1 wl = 1, wl < wl+1, and wl is the priority
factor of the lth processor. Hence, a processor with the
lowest priority factor will have a greater chance of being
activated than one with the highest priority factor. The
objective of the problem (16) and the constraints T 5, T 8,
T 12, and T 13 have nonlinear functions, while the remain-
ing constraints have integer linear functions. Hence, the
type of the problem is a mixed-integer nonlinear program.
The solution to this problem is thus difficult to obtain for
the following reasons:

• Non-convexity : The non-linear function of the ob-
jective, the constraints T 5, T 8, T 12, and T 13 makes
the problem non-convex; thus, convex optimization
methods cannot solve it. Hence, (16) needs to be
convexified first.

• Complexity : Two factors contribute to the com-
plexity of this optimization: 1) The total number of
bandwidth and transmit power optimization variables
are increases exponentially as the number of beams
increases, which is given by 2N − 1 and N(2N − 1),
respectively. Thus, as N increases, the computational
time for the optimization increases. 2) The search
space due to the combinatorial type of optimization
variables xm[i][l], yl, and zl[i] increase exponen-
tially as N and L increase with 2(2

N+N+L−1), 2L,
and 2L+N , respectively. Hence, the computational
complexity of (16) combined with its non-convexity
makes the problem much more difficult to solve. For
this, complexity reduction is required.

To address the above issues, we decompose the origi-
nal problem (16) into two parts. Firstly, we solve the
frequency planning problem so that the offered capac-
ity closely matches the beam demand while fixing the
number of processors. Consequently, we simplify it into
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a demand-driven bandwidth allocation problem by con-
vexification and complexity reduction. Then, we consider
the processor abstraction problem by fixing bandwidth al-
location. For this, we propose two methods: 1) sequential
optimization, which uses the Branch & Bound technique
and considers the processors sequentially for handling
bandwidth allocation. 2) Bin Packing, which uses the
processors as bins and bandwidth chunks as items to be
packed heuristically. In this context, we explore Next Fit,
First Fit, and Best Fit bin packing methods.

C. Demand-driven Bandwidth Allocation

Here, we want to allocate the necessary bandwidth and
transmit power to each beam based on its demand. Hence,
matching the offered capacity with per beam demand
is required. For this, we minimize the system unmet
capacity in (11) while fixing the number of processors
to L, 1 ≤ L ≤ L. For L processor, we only consider
groups of beams containing L or less beams. In this case,
we need only groups from G that satisfies Gn ∈ Z , where
n ∈ V , V = {m : |Gm| ≤ L,∀m} and Z = {Gn},∀n.
For example, with L = 2, groups that satisfy |Gn| ≤ 2
are selected. In this case, if |Gn| = 2 is chosen, i.e two
beams share the same Bn, then, it is possible to assign
one processor to each beam. Accordingly, the problem
(16) for L processors is simplified to the following sub
problem.

minimize
Bn,pi,n∀i,n

N∑
i=1

max(1− C[i]

D[i]
, 0)

s.t.
T 1 :

∑
Gn∈Z

Bn ≤ Bava,

T 2 : Bn ≥ 0,∀n,

T 3 :
∑
i∈Gn

∑
Gn∈Z

pi,n ≤ Ptotal,

T 4 : pi,n ≥ 0,∀i, n,

(17)

where C[i] =
∑

Gn∈Z,i∈Gn
Cn[i]. Note that our goal is

to closely match the per beam demand with the offered
capacity. Hence, the constraint T 5 is equivalently repre-
sented in the objective function of (17) as unmet system
capacity of (11). Unfortunately, the non-linearity of the
SINR makes the (17) non-convex. Furthermore, its has
exponential complexity because the optimization variable.
Hence, to tackle the problem, we consider a sub-optimal
solution of (17). For this, we assume that the spectral
power density Spsd is known for each beam. This will
help us to avoid the non-linearity of (7). Accordingly,
with pi,n = SpsdBn, (7) is re-written as

γn[i] =
gi,n[i]SpsdBn∑|Gn|

j=1,j ̸=i gi,n[j]SpsdBn +N0Bn

=
gi,n[i]Spsd∑|Gn|

j=1,j ̸=i gi,n[j]Spsd +N0

.

(18)

Then, replacing the max function of the objective
function using upper bound slack variable ζi for 1− C[i]

D[i] ≤
ζi and ζi ≥ 0, the sub-optimal of (17) is provided as

minimize
Bn,∀n

N∑
i=1

ζi

s.t. T 1, T 2,
T 3 :

∑
Gn∈Z

|Gn|SpsdBn ≤ Ptotal,

R̃6 : 1− C[i]

D[i]
≤ ζi,∀i,

R̃7 : ζi ≥ 0,∀i.

(19)

Problem (19) is a linear program that can be solved by
well-known solvers [46]. Note that this optimization part
does not include processor abstraction such as bandwidth
mapping and carrier contiguity. Hence, L in this optimiza-
tion reflects the number of operating processors without
carrier contiguity, i.e. a beam’s bandwidth chunks can be
distributed across multiple processors. However, the exact
number of processors required by the system to support
carrier contiguity will be determined in Section D. Algo-
rithm 1 shows the demand-driven bandwidth allocation.
With increasing number of processors, the total amount
of bandwidth chunks that can be accommodated increases
monotonically as well. However, if the number of proces-
sors is too low, the bandwidth allocation problem may be
infeasible. Hence, the minimum number of processors is
determined by solving the bandwidth allocation problem
with a single processor and then gradually incrementing
their number until the problem becomes feasible. Hence,
the algorithm solves and updates the value of L until the
objective function of (19) satisfies the threshold value of
ϵ. The ϵ represents the minimum threshold required to
match a beam’s demand with the capacity offered. In this
case, ϵ is selected in the order of 10−6 bps.

Algorithm 1: Demand-driven Bandwidth Allo-
cation

Input: L ← 1;

while
∑N

i=1 ζi ≥ ϵ and L ≤ L do
Solve (19)

L ← L+ 1

D. Mapping Bandwidth to Processor

In this section, we are interested in mapping the
bandwidth of each beam obtained in Section C to the
processors. With this bandwidth allocation solution, we
simplify (16) to the following optimization problem.

minimize
yl,zi[l],

xn[i][l],∀i,l,n

L∑
l=1

wl
yl

Fl + 1

s.t. T 6-T 15.

(20)
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Note that Gn ∈ Z and Bn is known, see Section
C. Hence, T 6-T 15 constraints are updated accordingly.
Since the bandwidth Bn is known, the constraints T 8,
T 12, and T 13 become linear. However, the problem
remains challenging because nonlinearity of the objective
function and the aforementioned exponential complexity
associated with the combinatorial nature of the integer
part of the problem. To tackle this challenge, we propose
two methods: sequential optimization and Bin Packing.

1. Sequential Optimization method
We transform (20) into a sequential optimization prob-

lem to solve it. Fig. 6 provides a toy example of sequential
optimization that shows a mapping of bandwidth of 5
beams into three processors. Initially, all processors are
in offline mode, thus yl = 0,∀l. The first step in mapping
bandwidth chunks is to choose which of the three proces-
sors to use. Then, we would like to assign as many band-
width chunks as possible to this specific processor before
moving on to the next. Consequently, we can utilize fewer
processors. In this context, the processor with the lowest
priority factor is selected first. This is because from (20),
a processor with a lower priority factor will have a greater
chance of being considered for operation than one with
a higher priority factor. In this case, w1 is the lowest
priority factor, then the first processor is chosen, i.e. y1
becomes one while yl,∀l ̸=1 of the others remains zero.
Thus, the minimization of

∑L
l=1 wl

yl

Fl+1 is simplified
to a minimization of w1/(F1 + 1). It is possible to
convert minimization of w1/(F1+1) into maximization by
interchanging its numerator and denominator functions,
i.e maximization of (F1 + 1)/w1 ≈ F1. Accordingly, we
maximize F1 subject to the beam’s bandwidth chunks. In
this example, both beams 1 and 4 maximize the function
F1. Since we already use the first processor, we map
the remaining bandwidth to subsequent processors. We
follow the same procedure as described above to select
the processor with the lowest priority factor and allocate
bandwidth chunks accordingly for the remaining proces-
sors. Hence, we select the second processor since it has
the lowest priority factor than the third processor in this
example. This processor operates at maximum efficiency
with beams of 2 and 5. Finally, the third processor is
selected and assigned to beam 3.

Note that in this sequential optimization, we take into
account one processor at a time, then minimization of∑L

l=1 wl
yl

Fl+1 in (20) is simplified to a maximization of
Fl. Furthermore, T 8 and T 10 of (20) are not required
for this sequential optimization because both constraints
are only useful when considering multiple processors
at once. Furthermore, we can discard T 7 and T 11 in
this sequential optimization because both are equivalently
represented by T 9. In the above context, for a single
processor, the (20) reduces to

maximize
zi[l],

xn[i][l],∀i,n

N∑
i=1

zl[i]
∑
i∈Gn,
Gn∈Z

Bn min{⌈Bn/Bava⌉, 1},

s.t.

T 6 :
∑
i∈Gn,
Gn∈Z

xn[i][l] ≤ 1,∀n,

T 9 : xn[i][l] ∈ {0, 1},∀n,i,

T 12 :

N∑
i=1

∑
i∈Gn,
Gn∈Z

xn[i][l]Bn ≤ Bava,

T 13 :
∑
i∈Gn,
Gn∈Z

xn[i][l] = zl[i]
∑
i∈Gn,
Gn∈Z

min{⌈Bn/Bava⌉, 1},∀i,

T 15 : zl[i] ∈ {0, 1},∀i.
(21)

Note that by observing the T 13 equality of both left
and right parts of the equation, we equivalently re-write
Fl as

Fl =

N∑
i=1

∑
i∈Gn,
Gn∈G

xn[i][l]Bn,

=

N∑
i=1

zl[i]
∑
i∈Gn,
Gn∈Z

Bn min{⌈Bn/Bava⌉, 1}.
(22)

Then, we consider (22) as objective function of (21).
The (21) has less computational complexity than (20)
because we reduce the search space of the optimization
variables corresponding to bandwidth mapping, processor
indicator and carrier contiguity from 2M+N+L, 2L, and
2L+N , to 2|V|+N , 0, and 2N , respectively. Furthermore,
(21) is an integer linear program that can be solved by a
branch and bound method using MOSEK in CVX solver
[46]. Algorithm 2 describes the sequential optimization
method. First, the algorithm solves (21) for the first
processor and records the beams corresponding to this
processor into Il. Then, for the subsequent processor,
the algorithm solves (21) for all beams not included
in the the set Il,∀l. Finally, it terminates when all the
bandwidth of beams are mapped to the processor. This
occurs when the total number selected beams are equal

to N , i.e,

∣∣∣∣∣
L⋃

l=1

Il

∣∣∣∣∣ = N . The computational complexity of

this algorithm is given by O(L2N ).

Algorithm 2: Sequential Optimization method
Input: l← 0;
Il ← {};

while

∣∣∣∣∣
L⋃

l=1

Il

∣∣∣∣∣ < N do

l← l + 1

Solve (21), for i /∈
L⋃

l=1

Il

Update xn[i][l] ≤ 1− zl[i],∀i,n
Il ← i,∀i if zl[i] == 1
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Fig. 6. Sequential optimization

2. Bin Packing method
This method solves the Bin Packing problem by pack-

ing different sized items into a finite number of bins, each
having a limited capacity [34]. We consider processors
as bins and bandwidth chunks as items in this context.
Let the set of bandwidth chunks per beam be denoted as
B = {B1,B2, . . . ,BN}, where Bi is the set of bandwidth
chunks for beam i. The normalized size of Bi is defined as
Wi, which indicates that the overall bandwidth allocated
to ith beam and normalized by Bava. Hence, our goal
is to pack or map Wi,∀i to the processors while taking
into account the processor abstraction scenarios such as
1) the bandwidth chunks of Bi that correspond to beam
i must all be mapped to a single processor 2) beams that
share the same bandwidth must be mapped to different
processors, and 3) to use as few processors as possible.
In this manner, we consider the following Bin packing
methods.

• Next Fit algorithm: This activates only one
bin/processor at a time. Furthermore, a new proces-
sor is activated when the item Wi does not fit in
the current lth processor. In this case, the item Wi

is mapped to the next l + 1 processor if beam j in
the lth processor and beam i belong to the same
group or if the processor capacity is insufficient to
support the Wi of beam i. As an example, consider
W1 = 0.6, W2 = 0.7, W3 = 0.3, W4 = 0.4,
W5 = 0.1, and W6 = 0.55 as well as the selected
beam group3: G7 ={Beam 1, Beam 2}, G16 ={Beam
3, Beam 4}, G22 ={Beam 1, Beam 2, Beam 6},
G35 ={Beam 2, Beam 5, Beam 4}, and G37 ={Beam
2, Beam 5, Beam 6}. For this, assuming 5 processors,
with each processor having the capacity of 1, the
Next Fit does the following. The first step is to
activate the processor l and determine whether the
first item W1 will fit. Since W1 fits on the current
processor, this algorithm places it on this processor.
Next, the second item W2 is selected to check if it

3Note that beams in different groups use an orthogonal carrier frequency
band, while beams in the same group use the same carrier frequency
band.

fits on the processor l. In this case, the processor
cannot accommodate the W2 since the sum of the
W1 and the W2 exceeds its capacity. The algorithm
then closes the l processor and activates the l + 1
processor to assign W2. It then selects the next item
W3 to pack on the l + 1 processor. Subsequently,
the item W4 is selected. Since beam 3 and beam 4
belong to the same group G16, W4 cannot fit on the
l + 1 processor. Additionally, placing the item W4

with W2 and W3 exceeds the processor’s capacity.
Hence, the algorithm activates the l + 2 processor
to pack W4. Following that, W5 and W6 are placed
on l + 3 and l + 4 processors, respectively. This is
because beam 5 and beam 4 belong to the same
group G35 and thus beam 5 cannot be placed on a
l+2 processor. Additionally, since beam 6 and beam
5 belong to the same group G37, placing beam 6 in
l+3 is not allowed. See Fig. 7 for this example. The
computational complexity of this algorithm is given
by O(L).

Fig. 7. Mapping bandwidth to processors using Next Fit algorithm

• First Fit algorithm: In this algorithm, all processors
are kept active and arranged in order. Then, it
attempts to place each new item in the first processor
available if it does not violate the orthogonality
bandwidth and capacity of the processor. With the
example above, the First Fit algorithm places W1 on
the l processor and W2 on the l+1 processor. Then,
W3 is included in the l processor. Following this, W4

is selected and placed on the l + 2 processor since
both l and l+ 1 have limited capacity. Furthermore,
W4 is not allowed to be with W2 or W3 because it
belong to the same group G35 and G16, respectively.
Subsequently, W5 is selected and included in the pro-
cessor l. Finally, W6 is assigned into l+2 processor

ABDU ET AL.: DEMAND-AWARE ONBOARD PAYLOAD PROCESSOR MANAGEMENT 9

This article has been accepted for publication in IEEE Transactions on Aerospace and Electronic Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAES.2023.3245044

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



because it cannot fit either in l and l + 1 processor.
In this case, we save two processors compared to the
Next Fit method. See Fig. 8 for this example. The
computational complexity of this algorithm is given
by O(L2).

Fig. 8. Mapping bandwidth to processors using First Fit algorithm

• Best Fit algorithm: Like the First Fit algorithm,
all processors are in the order activated, but a new
item is placed on the processor with the maximum
load and does not violate the system’s constraints
described above. For the above example, W1 and W2

are packed into lth and l+1 processors, respectively.
Then, the algorithm places W3 to the processor
with the maximum load that satisfies the system’s
constraints. For this, the l+1 processor has a higher
load than the lthe processor, and thus W3 is assigned
to it. Subsequently, the item W4 is placed on the
lth processor because it has the maximum load and
fulfills the system constraints. For item W5, the
algorithm assigned it to the l+ 2 processor because
it cannot fit in the l or l + 1 processor. Similarly,
W6 mapped into the l+3 processor. Note that beam
6 and beam 5 belong to the same group G37, thus
beam 6 cannot be placed in the l + 2 processor. In
this case, we save one processors compared to the
Next Fit method. See Fig. 9 for this example. The
computational complexity of this algorithm is given
by O(L2). Hence,

Fig. 9. Mapping bandwidth to processors using Best Fit algorithm

Remarks:

• The Next Fit, First Fit, and Best Fit have a poly-
nomial complexity, thus the respective solutions can
be obtained from a computer in polynomial time.
In contrast, sequential optimization has exponential
complexity, which requires more time to obtain a
solution from a computer than Bin packing methods.
In this work, we assume 1) the number of beams
(N ) equals the number of processors (L) and 2)
the bandwidth allocation per beam cannot exceed
the operating processor bandwidth Bava which is
indicated in constraints T 1 and T 12. Accordingly,
the solution of the sequential optimization and the
Bin Packing methods is bounded by 1 ≤ L ≤ L.

IV. SIMULATION RESULTS

This section evaluates the performance of the demand-
aware onboard payload processor management via numer-
ical simulations. For this, we consider a MEO satellite
operating at 8,063 km above the Earth. Table I provides
a summary of the key simulation parameters. In this
simulation, we compare the proposed sequential optimiza-
tion based on Branch & Bound method and Bin Packing
algorithms, such as Next Fit, First Fit, and Best Fit. For
the sequential optimization method, we simulate the fol-
lowing two scenarios. The first is sequential optimization
with Carrier contiguity (CC), as explained in Section 1.
The second scenario is when the sequential optimization
uses the Branch & Bound method without Carrier conti-
guity (WoCC). In this case, the beam can be assigned
to multiplier processors. However, beams that share a
bandwidth chunk cannot belong to the same processor.
The WoCC is obtained by removing the constraint T 14
of (21) and replacing the objective function with the upper
side equation of (22).

TABLE I
System Parameters

Parameter Value
Satellite Orbit −2.5◦E

Satellite Altitude 8063 km
Number of beams (N) 20

Frequency band (f) 19 GHz (Ka)
Processor Bandwidth (Bava) 500 MHz

Noise power density (N0) -204 dBW/Hz
Max. beam gain (Gmax) 37.04 dBi
User antenna gain (GR) 39.6 dBi

Power spectral density (Spsd) -78 dBW/Hz
Total available transmit power (Ptotal) 158 W

Number of Processors (L) 20
beam’s demand threshold ϵ 1× 10−6 bps
Average rainfall rate (P) 1%

A. System Response to Uniform Demand

In this section, we demonstrate how the proposed
algorithm behaves when there is a uniform demand.
Specifically, we assume a demand of D[i] = 20(α+2),∀i
Mbps with an integer value of α ∈ [1, 8]. Additionally,
we average the simulation results from 400 Monte-Carlo
runs.

Fig. 10a shows the number of processors needed
to accommodate uniform beam demands. The system
requires fewer processors for low demands and many for
high demands. Hence, as the demand increases, the num-
ber of active processors increases. This is because each
beam needs more bandwidth for higher demands. Thus,
more processors are required to handle the bandwidth
of each beam. For example, 5 processors are adequate
for 60 Mbps, while 9 processors are sufficient for 100
Mbps. Similarly, 12 processors are adequate for 160 Mbps
demand. However, as the demand increases to 200 Mbps,
the system can operate with 15 processors.
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Fig. 10. Comparison of the proposed techniques for uniform demand distribution: (a) Processors used per demand; (b) Bandwidth per
processor, for beam-demand = 200 Mbps.; (c) Number of carriers per processor, for beam-demand = 200 Mbps; (d) Processors needed to

process number of carriers for beam-demand = 200 Mbps.

In addition, Fig 10a compares the performance of the
proposed schemes in utilizing the processors in response
to the uniform beam demand. In this case, the Branch
& Bound-WoCC uses fewer processors to handle each
beam’s bandwidth. This fewer processor utilization results
from Branch & Bound-WoCC ’s ability to map bandwidth
chunks to multiple processors. However, this creates
additional overhead for the system to recombine these
chunks from multiple processors for transmission. The
Branch & Bound-CC method requires fewer processors
than Next Fit, First Fit, and Best Fit. For instance, at
100 Mbps, it uses four processors. In contrast, Next Fit,
First Fit, and Best Fit methods utilize nine,five, and five
processors, respectively. For demand below 100 Mbps and
above 200 Mbps, the First Fit, Best Fit, and the Branch &
Bound-CC methods have a similar performance. On the
other hand, the Next Fit method utilizes more processors
than the other methods. This is because the algorithm
only sees the current state of the processor and the
current bandwidth. It has no prior knowledge of the
remaining processors and bandwidth chunks. Hence, the
Next Fit has limited flexibility in mapping the bandwidth
to the processors. The Branch & Bound have flexibility in
selecting beams to assign their corresponding bandwidth
to each processor. In contrast, the Best Fit and First Fit has
processor selection freedom to map the current beam on
the given processor. Generally, it is possible to implement

the Branch & Bound method for a few beams. However,
as the number of beams increases, the computational time
for Branch & Bound may increase. Hence, the Best-Fit
approach or the First Fit approach is best to employ for
higher beams.

Fig. 10b depicts the amount of bandwidth handled in
each processor when the beam demand is 200 Mbps. The
processors’ load varies on average, with more loads in
the lowest indexed processors than the highest ones. For
example, processor 1 has more load than processor 16.
This is because all methods map the bandwidth chunks
sequentially to the processors based on their order. Hence,
the lowest indexed processors are more likely to be
checked by the algorithm, resulting in more bandwidth
handling. However, the Next Fit algorithm shows that
processors from 1 to 14 each have similar loads. This
is because once the algorithm knows a beam i is unfit for
the lth processor, it closes the lth processor and begins
on the l + 1 processor. Thus, checking each processor
for every bandwidth chunk is less likely than the other
methods. This results in slight load variations between
the processors.

With Branch & bound-CC, the performance is better
than Best Fit, First First, and Next Fit, which fits as
many beam bandwidths as possible in the order of the
processors. However, it is less efficient than the Branch
& Bound-WoCC method. Generally, having more band-
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width on a single processor results in free space on
the remaining processor. Hence, we can use this for
other applications. Similarly, Fig. 10c shows the number
of carrier frequencies handled by each processor when
each beam requests 200 Mbps. For example, in the first
processor, 8, 12, 12, 14, and 21 carriers are handled
when the Next Fit, Best Fit, First Fit, Branch & bound-
CC, and Branch & Bound-WoCC methods are applied,
respectively. Both Branch & Bound-WoCC and Branch &
Bound-CC have better performance mapping the number
of carriers to the processors than other methods.

Fig. 10d describes the processors required correspond-
ing to frequency carriers of beams for 200 Mbps. To
satisfy all beams, we have 100 carriers handled by 11
processors when the method Branch & bound-CC, First
Fit, and Best Fir are applied. In contrast, the Branch &
Bound-WoCC and Next Fit methods handle the carriers
in 4 and 20 processors, respectively. Hence, the Branch
& Bound-WoCC has better performance than other ap-
proaches. However, for practical implementation, it may
require a complex signal processing technique to com-
bine the carriers of each beam from multiple processors.
While among the other methods, the Branch & Bound-
CC method has better processor utilization. For example,
given two and six processors, the Branch & Bound-CC
method maps 27 and 71 carriers, respectively. In contrast,
the First Fit maps 23 and 65 carriers, respectively, while
Best Fit maps 22 and 64 carriers. On the other hand, the
Next Fit handles 15 and 42 carriers with two and six
processors.

Generally, all methods perform better on processor
utilization than Next Fit. For this, see Table II frequency
carriers versus processors in percent for 200 Mbps. For
example, with eight processors, Branch & bound-CC,
First Fit, and Best Fit methods can handle 88%, 83%,
and 83% of carriers, respectively. However, the Next Fit
method can only manage 56% of carries. In contrast,
Branch & Bound-WoCC can efficiently operate in 100%
cases with 5 processors.

Fig. 11 shows the computational time for all schemes.
We observe that the Branch & Bound method takes more
time than Bin Packing methods. For example, for a 100
Mbps demand, the computational time of the Branch &
Bound-CC and Branch & Bound-WoCC is 2.7 s and 1.65
s, respectively. In contrast, the computational time for
Next Fit, First Fit, and Best Fit at 100 Mbps is 2.4 ms, 3.5
ms, and 3.7 ms, respectively. Typically, the Bin Packing
method uses a heuristic approach to map bandwidth
chunks to processors. This requires less computational
time compared to the analytical optimization approach of
Branch & Bound.

Generally, the proposed algorithm takes less time to
compute, permitting us to control the payload processors
in real-time. Moreover, if timing becomes a constraint, the
proposed method can be used as a basis for an adaptive
algorithm to control the number of active processors.
This is due to a slow and continuous variation in traffic
demand as well as communication channels on a satellite-

terrestrial link. Hence, the algorithm may not be recom-
puted each time for a slight change of the parameters.
However, this is beyond the scope of this work.

TABLE II
The mapping of carriers to processors in percent for the demand of

200 Mbps

In-use
Processors

Branch &
Bound-WoCC

Branch &
Bound-CC

First Fit Best Fit Next Fit

1 21.0000 14.0321 11.8645 11.4067 7.7192
2 41.0000 27.2017 23.2662 22.5479 14.7655
3 61.0000 39.7845 34.4302 33.5399 21.7462
4 81.0000 51.1761 45.2476 44.2587 28.6383
5 100.0000 61.8064 55.5769 54.6841 35.5278
6 71.8701 65.2739 64.4873 42.2758
7 80.6718 74.5081 73.6962 48.9833
8 87.9812 82.9531 82.6344 55.5112
9 94.0639 90.6672 90.4497 62.0036
10 98.2852 96.6361 96.5906 68.4607
11 99.8584 99.3424 99.5498 74.8495
12 99.9874 99.9267 99.9494 81.1675
13 100.0000 100.0000 100.0000 87.4753
14 93.4569
15 97.5138
16 99.3778
17 99.9216
18 99.9899
19 100.0000
20
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Fig. 11. Computational time of Branch & Bound and Bin Packing
methods for different demands.

Fig. 12 shows the performance gap4 of the Bin Pack-
ing method while considering the Branch & Bound-CC
method as a baseline. The performance gap of the Next
Fit method is significantly higher than that of the First
Fit and Best Fit methods. For instance, at 100 Mbps, the
performance gap of Next Fit is 105%, whereas the per-
formance gap for First Fit and Best Fit is 10%. Generally,
since the Next Fit method has a lower computational time,
it is suitable for time-constrained scenarios at the expense
of requiring more processors. If the time constraint is not
critical, it is possible to implement the Branch & Bound-
CC method to utilize fewer processors. While a trade-off
can be achieved between the number of active processors
and computation time using the First Fit and Best Fit
methods.

4The performance gap in percent is given by

Performance Gap = 100
Proposed method − Branch & Bound-CC

Branch & Bound-CC
(23)
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Fig. 12. Bin Packing performance gap compared to Branch &
Bound-CC for different demands.

B. Heterogeneous demand

In this section, we study the performance of the
proposed methods for heterogeneous demand. The traf-
fic demand can be modeled as a Poisson distribution
which follows an exponential distribution [47]. Hence,
we generate each beam demand using an exponential
distribution. The Cumulative Distribution Function (CDF)
of this distribution is provided as

F (D[i]) = 1− exp(−D[i]

β
). (24)

Here, we assume β and D[i] are the mean traffic demand
of the system and random variable indicating the demand
of beam i, respectively. Then, we obtain demand D[i]
from F (D[i]) using inverse method [48]. For this, we
generate a uniform random number F (D[i]) = χ[i] in
the interval (0, 1). Hence, D[i] is obtained as follows

D[i] = β log(1− χ[i]). (25)

Accordingly, we generate three heterogeneous demand5

distributions based on the (25), which are called low,
moderate, and high demand, as shown in Fig.13.
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Fig. 13. Heterogeneous demand.

Table III shows the processor usage in case of low,
moderate, and high demand distributions. Each distri-
bution is represented in the Table by its mean value.

5Note that we use the mean demand to represent each demand distri-
bution. In the case of low demand, the mean of a demand distribution
is less than the mean of other demand distributions. In contrast, high
demand indicates that the mean of a demand distribution is higher than
that of other mean demand distributions. On the other hand, moderate
demand implies that the mean demand distribution lies between low and
high demand.

We observe that the system uses few processors when
beams have low demand while more when moderate
and high demands occur. However, the moderate demand
distribution requires fewer processors than a high-demand
distribution. The Branch & Bound-CC method has better
processor utilization than First Fit, Next Fit, and Best Fit
methods for moderate and high demand distribution. For
instance, the Branch & Bound-CC uses four processors
at moderate demand, whereas the First Fit, the Best Fit,
and the Next Fit, respectively, utilize five, five, and seven
processors. However, all the proposed methods except
Next Fit show the same performance in the case of
low demand. As expected, the Branch & Bound-WoCC
has better processor utilization than the other methods.
However, it does not support carrier contiguity, so it
cannot assign all bandwidth chunks of a beam to one
processor. Hence, it needs an additional signal processing
technique to recombine the bandwidth chunks of a beam
from multiple processors for transmission. This problem
does not occur in other methods that handle a beam’s
bandwidth chunks in a single processor.

Fig. 14a depicts the overall bandwidth of signals
carried out in each processor when the demand is high.
The processors with the lowest index values handle most
bandwidth chunks instead of those with the highest index
values. Similarly, the frequency carriers managed by each
processor are shown in Fig. 14b. The first processor
executes most frequency carriers, while other processors
handle the remaining ones. This is because the algorithm
runs sequentially to use each processor. Hence, it utilizes
the first processor before checking the next processor. Ad-
ditionally, we can see from Fig. 14c that fewer processors
handle the majority of the carriers. For example, using
only six processors, the system can deal with 94%-97%
of the carriers with the Branch & bound-CC, First Fit,
and Best Fit methods. Hence, we can save up to three
processors.

C. Arrangement of bandwidth chunks on the
processors

The following section demonstrates the distribution
of the bandwidth chunks corresponding to each beam
among the processors. Here, we consider a moderate
demand scenario, and Fig. 15 shows the arrangement of
the bandwidth chunks. Specifically, Figs 15a, 15b, and
15c depicts the arrangement of the normalized bandwidth
chunks of each beam on the processors for Branch &
bound-CC, First Fit, and Best Fit methods, respectively.
Each figure has a beam number, and the color indicates
the bandwidth chunk per beam. Furthermore, two or
more beams share the same bandwidth chunk represented
by the same color. For example, beams 3, 6, and 20
are represented by red color since they share the same
bandwidth chunk. Additionally, Fig. 16a and Fig. 16b
provide the arrangement of the normalized bandwidth
chunks on the processors when the system employs Next
Fit and Branch & Bound-WoCC methods, respectively.
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TABLE III
Processors used per demand

Low Demand Moderate Demand High Demand

Processors

Branch & Bound-WoCC 2 3 5
Branch & Bound-CC 3 4 6
First Fit 3 5 7
Best Fit 3 5 7
Next Fit 4 7 10
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Fig. 14. Comparison of the proposed techniques for heterogeneous demand distribution: (a) Bandwidth per processor, for the high-demand
scenario; (b) Number of carriers per processor, for the high-demand scenario; (c) Processors needed to process number of carriers for the

high-demand scenario.

We observe that Branch & Bound-WoCC has a better
bandwidth arrangement compared to other methods. This
is because the method supports distributing the bandwidth
chunks of any beam to multiple processors. For instance,
beam 3, 6, and 20 in Fig 16b utilizes multiple processor.
Therefore, the flexibility to assign bandwidth chunks to
each processor increases. Hence, it utilizes fewer pro-
cessors than other methods. However, it requires more
signal processing techniques to recombine the respective
bandwidth chunks of beams. Unlike Branch & Bound-
WoCC , none of the remaining methods require additional
signal processing since the bandwidth chunks of a beam
are processed only in one processor. For example, beam
3 use only the first processor.

The Branch & Bound-CC on processor one, the Best
Fit on processor two, and the Branch & Bound-WoCC
on processor one, shown in Fig. 15a, Fig. 15c, and Fig.
16b, respectively, have more bandwidth chunks compared

to the First Fit and Next Fit methods. Consequently, the
remaining processors will have more space for managing
other applications. Regarding the number of processors
utilized, the Branch& bound-CC, First Fit, and Best Fit
show similar performance. On the other hand, the Next
Fit method shown in Fig16a utilizes more processors
than other methods. Furthermore, this creates a signifi-
cant amount of unused bandwidth in each processor. In
contrast, Branch & Bound-WoCC use fewer processors
than the other methods.

V. CONCLUSIONS

We propose an approach in this paper to manage
onboard processors for high-throughput NGSO satellite
systems. For this, we develop algorithms that can flexibly
control the number of utilized payload processors in
response to the system and user requirements. Accord-
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Fig. 15. Arrangement of bandwidth chunks on the processors: (a) Branch & Bound-CC ; (b) First Fit ; (c) Best Fit.

ingly, we formulated an optimization problem to mini-
mize the number of operating processors under beam ab-
straction, demand satisfaction, and processor abstraction
constraints.

The optimization problem is non-convex, and we
solve it in two steps. First, we design the bandwidth
allocation strategy. Subsequently, we determine the exact
number of processors required to accommodate this band-
width allocation. In this context, we propose a sequential
optimization-based Branch & Bound method and Bin
Packing method using Next Fit, First Fit, and Best Fit.
Consequently, we evaluate the performance of each of
the proposed methods. As a result, the Branch & Bound,
Best Fit, and First Fit algorithms provide the best results
in flexibly managing payload processors.
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