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Abstract

To address global problems, intergovernmental
collaboration is needed. Modern solutions to
these problems often include data-driven methods
like artificial intelligence (Al), which require large
amounts of data to perform well. However, data
sharing between governments is limited. A possible
solution is federated learning (FL), a decentralised
Al method created to utilise personal information on
edge devices. Instead of sharing data, governments
can build their own models and just share the model
parameters with a centralised server aggregating all
parameters, resulting in a superior overall model. By
conducting a structured literature review, we show
how major intergovernmental data sharing challenges
like disincentives, legal and ethical issues as well
as technical constraints can be solved through FL.
Enhanced Al while maintaining privacy through FL thus
allows governments to collaboratively address global
problems, which will positively impact governments and
citizens.

Keywords: federated learning, artificial intelligence,
eGovernment, data sharing challenges

1. Introduction

Even though there are approaches to allying with
other countries, objectively, sovereign nation-states
exercise power over a population of citizens within their
territorial borders. With the increasing impact of digital
technology and the rise of the internet as a “borderless
space”, the role of traditional borders in the digital
realm is questioned more and more often. Although
the very essence of the internet is to connect users and
devices beyond borders, countries attempt to preserve
their sovereignty by subjecting cyberspace to their own
national rules.

An area where sovereignty is widely pursued among
different countries is data sharing. While sharing data
allows enhanced analytics and value generation, the
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2022 World Economic Forum underlined the problem
that data sharing is impractical as data is stored in
different legacy system silos (Antonio, 2022). Further,
legitimate reasons making data sharing complicated
are disincentives due to the collective action theory
(Olson, 1965) and data sharing being unethical (Ward &
Sipior, 2010), especially when personal information is
involved. In addition, legal uncertainties exist when data
is shared between nations created through legislation
like the General Data Protection Regulation (2018).

Still, technological advances do not stop, and
governments need to keep up with the waves of
innovation for economic, social and political reasons.
While industry 4.0 is a very common term for the
technological advancement in industry, eGovernment
3.0 (eGOV3.0) is the term used to describe the
ever-increasing use of disruptive information and
communication technology (ICT), such as artificial
intelligence (AI) in governments. The term
eGovernment 1.0 describes the use of ICT for the
realisation of public services (Lachana et al., 2018). In
addition, eGovernment 2.0, focuses on the ICT-enabled
participation of citizens, while eGOV3.0 uses more
advanced and data-driven technologies to solve societal
problems through collected data (Lachana et al., 2018).

In order to fulfil the aspiration of Al to solve
societal problems vast amounts of data are needed
(Duan et al., 2019), which can be acquired through
intergovernmental data sharing. From a global
perspective, this need for data immediately creates
tension between governments’ interests and incentives,
i.e., one government might want to pursue open data
sharing, and another might seek to maintain their data
private. This tension is illustrated by the statement
of Germany’s former health minister regarding the
World Health Organisation’s (WHQO’s) potential to
place sanctions on countries that do not share their
data during disease outbreaks (Wheaton & Martuscelli,
2021). While such a pandemic treaty exists, it is
only actively supported by 25 countries (WHO, 2021),
making the creation of accurate Al models in regard
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to Epidemiology difficult. Therefore, the question
arises of how to access data without sharing it in order
to collaboratively solve global problems. It can be
argued that we can still build AI methods on private
data. However, to advance the newly created eGOV3.0,
we need to ensure that Al models operate as well as
possible, as the performance of these systems has a
far-reaching influence on governments and directly on
citizens’ lives.

One recent approach that promises to solve these
problems is federated learning (FL) (McMahan et al.,
2017). The core idea of FL is that individual entities
build their own AI models and share them at a
centralised point.  Another Al model is built that
aggregates the individual models. At no point in time
is the data of any individual entity shared. In general,
FL shows that the federated model performs better than
individual models, which are built solely on the data of
a single entity. However, federated models generally
perform worse than the oracle model, a model built with
all available data stored in a single silo. Nonetheless,
it is often impractical to build an oracle model due
to the limitations of data sharing (Jordan & Mitchell,
2015), leaving open the question of which technological
approach would be the most fitting.

In our paper, we propose to use FL to enable
better intergovernmental collaborations. We, therefore,
investigate the research gap regarding how FL can be
used for international eGOV3.0 in use cases where data
cannot be shared. The following research question (RQ)
is formulated:

RQ How can federated learning address the
problem of data sharing in intergovernmental
collaboration?

To answer this RQ, we investigate how challenges in
data sharing listed by the Organisation for Economic
Co-operation and Development (OECD) in OECD
(2019) can be mitigated through FL. We choose the
challenges named by OECD (2019) as a scientific
framework listing intergovernmental data sharing
challenges in the context of Al does not exist to our
knowledge. We analyse these challenges through a
structured literature review, aiming to propose FL as
a solution to the challenges of intergovernmental data
sharing.

The paper is structured as follows. In the subsequent
chapter, we present related work and the background to
the study. In Chapter 3, we explain our methodology.
We present our results in Chapter 4. In Chapter 5,
we discuss the implications of our results. We then
conclude the study with an outlook in Chapter 6.

2. Related Work and Background
2.1. Intergovernmental Data Sharing

Data sharing is an ever-increasing factor for
intergovernmental collaboration and success (Wiseman,
2020). Examples of successfully created Al applications
trained on intergovernmental data include health,
mobility and the social sector (Wiseman, 2020).
Yet, there are legitimate national, public and private
interests (OECD, 2019), making data sharing between
administrations disincentive, unethical, legally uncertain
or impractical due to technology constraints. We
focus specifically on these four issues as they are well
researched within the scientific literature. Thus, OECD
(2019) functions as an extension focusing on practical
intergovernmental challenges.

First, for intergovernmental collaboration, it is of
great importance to take into account governments’
counterincentives to share data, as sharing data might
conflict with other policy goals (OECD, 2019). This can
be due to information asymmetry that arises between
information-poor and information-rich countries and
can result in negative consequences for each type of
country (Clarkson et al., 2007). Information-poor
countries are often in a weaker position to negotiate
data sharing agreements (Clarkson et al., 2007) and are
thus inclined to make less advantageous concessions.
In contrast, information-rich countries might have a
counterincetive to share their data as they want to
maintain their strong economic position. This reluctance
to share data emerges from what is known as the “free
rider” problem, where data is a non-exclusive public
good and information-rich countries have to accept the
risk of information-poor countries utilising their good
free of charge (OECD, 2019). Due to “free riding” on
the goods provided between organisation the allocation
of public goods becomes ineffective, which is known as
the collective action theory (Olson, 1965). Collective
action thus results in difficulties for inter-organisational
cooperation. While Olson (1965) focuses on inter
organisational cooperation the theory has been expanded
to problems regarding intergovernmental cooperation,
e.g., Aspinwall and Greenwood (2013) for cooperation
within the European Union (EU) allowing “free riding”
of public goods provided by sovereign nation-states.

Second, some data has special privacy rights, such
as personal information. Sharing this data can create
ethical concerns. Data breaches from the private sector,
like Facebook or Meta (Isaak & Hanna, 2018), and
the public sector, like the disclosure of the records of
191 million voters in the United States (Bennett, 2016),
decreases user trust, and data subjects are less likely
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to share data again (Pingitore et al., 2017). Therefore,
countries need to ensure transparency, disclosure,
control and notification in case of the maltreatment of
citizens’ data (Isaak & Hanna, 2018).

Third, the fear of legal consequences in a fragmented
regulatory landscape limits the ability of data sharing.
This is amplified by legal uncertainties over who
controls the data and under which legislation and
jurisdiction it falls (Ward & Sipior, 2010). Especially
complicated is the distribution of data among multiple
administrations with conflicting bilateral agreements.
An example could be the cross-border transfer of data
between EU countries, Japan and the United States,
which is not currently possible. Right now, the EU
only recognises nine non-EU countries as providing
adequate protection for saving data. Japan is among
them, but the United States is not (General Data
Protection Regulation, 2018). Moreover, the EU can
issue fines to any organisation not complying with
General Data Protection Regulation (2018), creating a
further monetary disincentive to share data based on EU
law binding to nations inside and outside the EU.

Last, while data should be distributed in according
to the FAIR (findability, accessibility, interoperability,
reusability) principle (Wilkinson et al., 2016) several
technological challenges and threats for governments
can occur in data sharing. While in the age of
cloud computing the cost of storing, copying and
analysing data has shrunk, open data provision still
involves significant costs for collecting, preparing,
sharing, scaling, maintaining and updating data (C. P.
Chen & Zhang, 2014; Johnson, 2016).  Another
challenge is the varying quality of data due to
inconsistency and incompleteness and the resulting need
for standardisation when data is stored in multiple
locations (C. P. Chen & Zhang, 2014; Mikhaylov et al.,
2018). Data sharing further creates multiple entry points
into a system, decreasing data security (C. P. Chen &
Zhang, 2014; D. Chen & Zhao, 2012).

These challenges, arising from national, public and
private interests, are especially relevant as they hinder
the sharing of data and thus the creation of Al trained
on data recorded in multiple countries. This, in turn,
impacts the advance of eGOV3.0 and the realisation of
its benefits to society as a whole.

2.2. Federated Learning

A possible solution to the challenges of data
sharing for the creation of Al models was proposed
by McMahan et al. (2017), who, while leveraging
data utility, maintained a clear separation between
data owners. This solution, namely FL, relies on

the distribution of models across different databases
instead of the classical machine learning (ML) example,
where all the data is stored in a single silo. By
distributing the models, the authors separated the model
and the data, keeping the latter isolated and at the
data owners’ selected location without revealing it.
Since then, applications in health (Xu et al., 2021),
banking (Q. Yang et al., 2019) or smart cities (Jiang
et al., 2020) have been subject to research. FL thus
provides incentives in terms of privacy, security, legal
and economic benefits for users (Q. Yang et al., 2019).
To the extent of our knowledge, one framework on how
to apply FL in eGOV3.0 use cases (Guberovié et al.,
2022) has been created, which includes the specification
of client, server, model and application programming
interface requirements at the start of a project. Further,
the accountability of FL in government to overcome
legislative constraints has been researched, pointing
out engineering requirements, i.e., architecture design
and management requirements, i.e., trust among actors
(Balta et al., 2021).

Originally, McMahan et al. (2017) proposed FL
while working at Google, utilising decentralised data
stored on multiple edge devices for tasks like image or
voice recognition. Now, the original technique is also
termed “horizontal FL” as the data of each client shares
the same feature space. We visualise FL incorporated
into eGOV3.0 in cross-silo (Wiseman, 2020) use cases
(see Figure 1). The term cross-silo refers to different
data storages on a national or sub national level, which
due to the challenges of intergovernmental data sharing,
explained in Section 2.1 cannot be exchanged between
nations.

The algorithm is initialised with a base model sent
to all clients (i.e., nation-states) by the server (i.e.,
an intergovernmental organisation or intergovernmental
collaboration project). This step is not part of the
repeatedly performed steps and is therefore named
step 0. In step 1, each client starts the training
process from the base model using their own data.
In step 2, the difference between the base model
parameters and the client model parameters is sent to
the server, but each client’s data is not shared. While
sharing model weights is also a form of information
sharing, security techniques like secure aggregation and
differential privacy keep data secure and private. The
communication channel between client and server is
ciphered via secure aggregation (Bonawitz et al., 2017)
and thus made secure. Secure aggegration thus allows
for the transfer of model parameters between parties
which do not trust each other, other clients or the server
are not capable of obtaining the model weights other
clients send through the federated system. During step
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Figure 1. Federated Learning in eGOV3.0

3, the server utilises federated averaging to calculate a
weighted mean of all differences. The weight of each
client is determined by the amount of data used to train
the model. Then, in step 4, the server adds random
noise to the aggregated model. By adding random noise,
privacy is ensured, meaning that the prior steps cannot
be reverse-engineered. This procedure is known as
differential privacy (Agarwal et al., 2018) and is also
used in standard ML algorithms. Differentially private
models are defined by the tuple (¢,0), where e defines
the impact of each individual piece of information on the
results of the analysis. In other words, low € indicates a
robust system where the outcome is not represented by
any particular client data. Additionally, J regulates the
likelihood of a data breach occurring. Step 4 is optional,
but if chosen, the model becomes a secure federated
model, allowing governments to keep their data private.
Finally, in step 5, the private aggregated model is sent to
the clients. Steps 1 to 5 represent one round of federated
training, which is repeated until the federated model
converges.

For the paper we focus how FL can solve problems
related to external intergovernmental data sharing
meaning collaboration happening between multiple
sovereign nation-states. However, partly we consider
that individuals, as well as companies, give their data
to the respective nation-state they are located in, e.g.,
multiple states creating a model for the prediction of the

effect of climate change based on CO, data collected
from companies or households.

While FL has been proposed by McMahan et al.
(2017) to solve the problem of data sharing on edge
devices, there have been limited attempts to adapt this
technique to the public sector. It is especially unclear
how the specific challenges of data sharing among
governments can be solved.

3. Method

We conducted a structured literature review to
investigate how FL can solve data sharing problems
identified by OECD (2019). We utilised the challenges
provided by the OECD as a single scientific framework
for intergovernmental data sharing does not exist to our
knowledge. However, the OECD study results from
workshops attended by data professionals and policy
leaders from various countries and industries, ensuring
a diverse and holistic view. The challenges of data
sharing identified by OECD (2019) are grouped into
three categories and various subcategories (see table 1)
and formulated with regards to the growing importance
of Al During the literature search process, we focused
on information systems and computer science literature,
and we applied forward as well as backward searches
(Webster & Watson, 2002). We utilised the search string
{"Federated Learning" AND "Data" AND
"Challengex"} in the disciplines of Information
Systems, Computer, Decision, Manangement and
Social Science, yielding a total of 879 results. We
searched through the scopus, IEEE, ACM and the AIS
library database. As pre-selection criteria, we analysed
if the given article discusses the challenges named by
OECD (2019) based on the abstract, 43 articles were
thus chosen for further analysis. We mapped 14 articles
to the challenges of the OECD (2019), a forward and
backward found further 7 articles resulting in 21 articles
selected.

4. Results

We identified solutions to the sub-challenges
(OECD, 2019) by conducting a structured literature
review. We found solutions for eight of the 12
sub-challenges defined, while two of the sub-challenges
were partially solved and two of the sub-challenges
remained unsolved (see Table 1).

[1] Balancing the benefits of data openness with
legitimate interests, policy objectives and risks.

With FL, the security and confidentiality breaches in
data sharing [1.1] can be avoided, as FL alleviates the
need to share data. FL does so through the range of
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Table 1. FL solutions to data sharing challenges (OECD, 2019)

Challenge Sub Challenge lS);l;%i Proposed Solution
[1] Balancing [1.1] Security risks and solved  Security and privacy techniques (Agarwal et al., 2018;
the benefits of confidentiality breaches Bonawitz et al., 2017; Mothukuri et al., 2021)
data openness * Hierarchical federated learning (Abad et al., 2020)
ith legitimat . . .
ivrlltere:{gsl lprglaicey [1.2] Violation of privacy and solved « Workaround for contractual agreements (L. Li et al., 2020;
ijectivés and intellectual property Q. Lietal., 2021)
risks [1.3] Difficulty of risk not . N/A
management approaches solved
[1.4] Cross-border data access solved * Unnecessity of cross-border data sharing (Truong et al.,
and sharing 2021; D. Yang et al., 2021; Q. Yang et al., 2019)
[2] Trust and [2.1] Supporting and engaging not e N/A
empowerment communities solved
for the elfiszctlve [2.2] Fostering data-related partially | * Communication cost (T. Li et al., 2020; McMahan et al.,
re-use ol data infrastructures and skill solved 2017)
across society « FL toolkits (Ziller et al., 2021)
[2.3] Lack of common solved « System heterogeneity (Mitra et al., 2021)
standards for data sharing and * Vertical federated learning (Q. Yang et al., 2019)
re-use * Federated transfer Learning (Y. Chen et al., 2020)
[2.4] Data quality solved * FL on noisy data (Passerat-Palmbach et al., 2020; Tuor
et al., 2021)
- 3.1] Externalities of data o : .
[3] Misaligned ghar]ing, re-use and misaligned solved Incentives of FL (Kang et al., 2019; Yu et al., 2020)
incentives, and incentives
limitations of
current [3.2] Limitations of current solved * FL as a business model (Balta et al., 2021; Manoj et al.,
business business models and data 2022; Q. Yang et al., 2019)
models and markets T v
markets ; ; -
[3.3] The risks of mandatory partially | * Evaluation of samples (Ziller et al., 2021)
access to data solved
[3.4] Uncertainties about data solved « Data ownership is explicit (Y. Liu et al., 2020; Shae & Tsai,
ownership 2018)
* Model ownership is explicit on technical level (X. Liu et al.,
2021)

security and privacy techniques (Mothukuri et al., 2021).
We like to point out two core approaches differential
privacy (Agarwal et al., 2018) and secure aggregation
(Bonawitz et al., 2017). While differential privacy
secures the system from being reverse-engineered,
secure aggregation secures the system by ciphering
the communication channel between the clients and
the server. Moreover, concerning the importance of
personal information, hierarchical FL settings (Abad
et al., 2020) enable FL to be applied on multiple levels.
A country could thus give citizens or companies control
over their data while still profiting from Al being trained
by international projects.

The violation of privacy and property rights [1.2]
is, according to OECD (2019), based on contractual
agreements. The violation of these agreements can
lead to fines. Moreover, sharing data prematurely can
reduce the chance of creating intellectual property. FL

offers a technological pathway for entities to comply
with these contractual agreements (L. Li et al., 2020;
Q. Li et al., 2021), thus preventing them from violating
contractual clauses and being exposed to ensuing fines
or the premature revelation of intellectual property.

Regarding mitigating the difficulty of applying risk
management approaches [1.3], we currently see limited
potential in FL to solve this challenge.

From a legal perspective, cross-border data sharing
[1.4] can be complicated due to regulations like the
General Data Protection Regulation (2018). FL allows
the training of Al without the need to share data across
borders. Q. Yang et al. (2019) proposed the training
of federated models between Chinese and American
companies. Similarly, D. Yang et al. (2021) presented
an FL system using data from China, Japan and Italy to
predict SARS-CoV-2 from chest computed tomography
images. However, Truong et al. (2021) point out
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that due to to the exchange of model weights and the
resulting threat of backward engineering, FL, without
any security and privacy techniques is not conform with
General Data Protection Regulation (2018) in Europe.
Therefore, FL. can only be utilised with privacy and
security preserving techniques when utilising data from
multiple countries.

[2] Trust and empowerment for the effective re-use
of data across society

FL cannot help to create more engagement in open data
communities [2.1] as it reduces the need to share data.
However, we can see that the shared model training
creates a community aspect. To our knowledge, this has
not yet been researched.

We found that FL cannot solve problems related
to data infrastructure or skills [2.2]. Generally, the
technique requires a more complicated setup (T. Li et al.,
2020). FL profits from dividing the computational cost
across multiple clients. Yet, the cost of communication
is high in FL, as clients need to communicate
continuously. This cost is practically non-existent in
normal ML (McMahan et al., 2017). The reduction of
costs associated with FL is currently under research, and
several solutions have been proposed (T. Li et al., 2020).
Further, due to the increased complexity and novelty of
FL, tool kits like TensorFlow Federatedbasedon
McMabhan et al. (2017) and PySy ft (Ziller et al., 2021)
have not seen wide adoption compared to other ML
frameworks. Nonetheless, we see possibilities for less
skilled countries to profit as they prefer to use federated

models rather than training models themselves.
The lack of data standardisation [2.3] reflects

two core challenges of FL: system and statistical
heterogeneity. Solutions to this issue exist already.
System heterogeneity is described as different hardware
being used among clients, leading to a slower training
process. For example, Mitra et al. (2021) propose
re-using parts of the model during the training
process, such as gradients of the learned network
or the specification of concrete learning rates for
individual clients depending on the hardware. Statistical
heterogeneity refers to different data features being
stored or features having non-identical distributions
across clients. In this case, vertical FL (Q. Yang et al.,
2019) can be used, which allows for the training of
models with different feature spaces. Moreover, it is
possible to apply transfer FL, meaning that a model is
retrained for a different learning task, benefiting from
the knowledge of the previously learned task. Y. Chen
et al. (2020) employ this technique by first training a
model for activity recognition for smartwatches, which
is then transferred to the task of predicting Parkinson’s
disease.

The OECD notes that poor data quality [2.4] will
lead to poor analytics. While FL cannot improve the
data quality of clients, entities with poor data quality
can profit from the federated model. Examples can be
found within the medical field of genomics or mental
health, where large amounts of noisy data can be found
(Passerat-Palmbach et al., 2020). In this case clients
with poor data can profit from the federated model
and the contribution made by other clients with better
quality data. Still, the clients with poor data quality will
decrease the overall model quality. A solution to this
challenge is proposed by Tuor et al. (2021), each client
evaluates their data set with a benchmark model trained
on high quality data. For bad quality data the model will
be incapable of making a prediction, generating a high
loss value. These data points will not be further utilised
for training.

[3] Misaligned incentives, and limitations of current
business models and markets

A central problem within data sharing is misaligned
incentives [3.1] between information-rich and
information-poor countries. The problem of
incentivising information-rich clients to participate
in FL has been well researched (Kang et al., 2019; Yu
et al., 2020). These methods typically offer a reward
for participating within the federated system. Hence,
an entity could earn depending on how much value was
brought to the federated model.

Implementing FL could significantly reduce the
need for data markets [3.2], as data can be kept
by the owner. Moreover, according to the OECD,
the ex-ante evaluation of the economic potential of
data is challenging. However, given the previously
shown incentive schemes of FL, it is possible to track
participation in an FL project. Q. Yang et al. (2019)
estimate that FL will evolve into a business model where
participants in an FL project can profit from the value
they contribute to the model. FL thus allows participants
to pursue joint business activities (Balta et al., 2021).
An example of such a joint business activity is given by
Manoj et al. (2022) training a model for predicting the
yield of crop. This model can be utilised by multiple
stakeholders, e.g., farmers for revenue estimates, banks
and insurances for mitigating risks and governments for
setting export prices.

In a federated setting, mandatory data access [3.3]
can be kept to a minimum. For example, the PySyft
package (Ziller et al., 2021) within Python allows for
viewing a limited number of samples of each client’s
data to optimise the federated model. Accessing all
available data points is, in theory, not necessary and,
due to the number of data points available, not always
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feasible while training Al models.

Finally, the OECD notes a loss of data ownership
[3.4] as an emerging challenge of sharing data. With FL,
the ownership of a data point remains unaffected as it is
not shared across multiple sources. For example, Shae
and Tsai (2018) propose storing medical information
on a blockchain for training federated models. Thus,
the ownership of data cannot be falsified. In a
similar manner, Y. Liu et al. (2020) proposed a traffic
flow prediction model utilising data from government
organisations, smart devices, private persons as well
as private companies like Uber or Didi. For each
of these entities, the data ownership is unambiguous.
Moreover, it is possible to verify the ownership
over a trained federated model by implementing a
watermarking technique, thus, the contribution and
resulting ownership of clients is recorded through
the watermark (X. Liu et al., 2021). However, the
watermarking technique solely clarifies ownership on a
technical and not legal level. To our knowledge the legal
ownership of federated models remains unsolved.

5. Discussion

This study aimed to address the research gap
regarding how FL can be used in international eGOV3.0
use cases where data sharing is complicated or
unfeasible. Previous research has shown that data
sharing is limited due to being disincentive (Olson,
1965), unethical (Isaak & Hanna, 2018; Pingitore et al.,
2017), legally uncertain (Ward & Sipior, 2010) or
impractical due to technical challenges (C. P. Chen
& Zhang, 2014; D. Chen & Zhao, 2012; Johnson,
2016; Mikhaylov et al., 2018). Since McMahan et al.
(2017) first proposed FL, a vast number of publications
have appeared in the field, including applications in
health, banking and smart cities. However, research
in the area of eGOV3.0 is limited. While Guberovié
et al. (2022) created a framework specifying component
requirements for government FL projects and Balta
et al. (2021) analysed the accountability of FL in
government, we analysed how FL can solve the
problem of intergovernmental data sharing. We did
so by conducting a structured literature review, which
served the purpose of analysing how FL can solve
challenges identified by OECD (2019). In doing so,
we were able to answer the given RQ: How can
federated learning address the problem of data sharing
in intergovernmental collaboration?

First, FL can help to deal with legal (Ward & Sipior,
2010) and ethical (Isaak & Hanna, 2018; Pingitore
et al., 2017) issues around data sharing. We provided
evidence regarding how the sub-challenges [1.1], [1.2],

[1.4] and [3.4] identified by the OECD can be solved.
FL significantly reduces the need for data sharing
agreements to build AI (L. Li et al,, 2020; Q. Li
et al., 2021), which also applies to cross-border data
sharing (Truong et al., 2021; D. Yang et al., 2021;
Q. Yang et al., 2019). A further consequence is that
data ownership cannot be falsified, as the data is stored
at the owners’ selected location. Moreover, FL, mainly
through differential privacy (Agarwal et al., 2018) and
secure aggregation (Bonawitz et al., 2017), allows for
secure model training and keeping data private. FL,
thus provides a trusted technology that is ideal for
intergovernmental use cases.

Second, we showed how technological constraints
in data sharing (C. P. Chen & Zhang, 2014; D. Chen
& Zhao, 2012; Johnson, 2016; Mikhaylov et al., 2018)
can be overcome using FL, especially issues regarding
the sub-challenges of standardisation of data [2.3] and
data quality [2.4]. Mitra et al. (2021) show methods
that allow federated models to be trained in system
heterogeneous settings. This is beneficial for FL in
intergovernmental settings as countries, companies and
citizens can partake in FL projects without the need for
special hardware. Vertical FL (Q. Yang et al., 2019) and
transfer FL (Y. Chen et al., 2020) allow the training of
Al models on non-standardised data sets, and they can
even leverage data that was not recorded for the task
they have been employed to solve. Intergovernmental
collaboration can thus profit from data stored by all
types of entities and further re-use data effectively.
Additionally, data from both information-poor and
information-rich countries can be utilised to contribute
to FL projects. Information-poor countries are not
limited to their own data sources anymore and can
contribute and profit from the federated model. Still,
while federated learning shows potential and has been
implemented on a scientific basis till now applications
of FL in an intergovernmental context in real-world
scenarios are not known to us. This could be the case
due to technological challenges solely being solved in
the literature but not in real-world scenarios.

Last, FL can evolve into a business model (Balta
et al.,, 2021; Q. Yang et al., 2019), which gives
entities an incentive to take part in intergovernmental
projects. This mitigates disincentives in data sharing
caused by “free riding” and the problem of inefficiency
due to collective action (Olson, 1965). Consequently,
we demonstrated how sub-challenges [3.1] and [3.2]
could be solved through FL. With incentive mechanisms
developed for FL (Kang et al., 2019; Yu et al., 2020),
both information-rich and information-poor entities can
be motivated to participate in an FL project by offering
a reward. For example, an intergovernmental climate
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model could be possible where different stakeholders,
e.g. countries, companies or single individuals could
earn money or CO; credits based on the revenue or
value that an intergovernmental FL project generates.
Still, large contributors would earn the most, but also,
less funded entities can profit fairly. We consider
the incentives to partake in FL to be superior to the
incentives for partaking in data sharing. When using FL,
the ownership of the data [3.4] remains intact for each
FL project an entity might participate in. In contrast,
for standard data sharing, as soon as data is distributed,
it becomes unclear who the real owner is. Therefore,
“free riding” as described in the collective action theory
(Olson, 1965) and the resulting inefficiency can be
mitigated on a technical level in theory.

However, not all problems related to data sharing
can be solved through FL. Sub-challenges [2.2] and
[3.3] are only partially solved, while sub-challenges
[1.3] and [2.1] are not solved. There are two key
problems. First, implementing FL infrastructure is more
complicated, with higher communication costs. Even
with a larger adoption, this will cause challenges in
eGOV3.0. Second, although ownership of FL is actively
researched from a technological point of view (X. Liu
et al., 2021), we see problems on the organisational
level, in which the geolocation and the controlling
entity of the server aggregating the model will play
a central role. The entity controlling the federated
model could cut off countries in an intergovernmental
collaboration project without a democratic process.
Especially from a political realism perspective, it is
unlikely that nations which do not trust each other will
participate in a joint FL project. Future research could
consider governments’ willingness to participate in
projects that benefit various multinational stakeholders.
Within this analysis, the difference between incentives
of information-rich and information-poor countries is
likely to play a key role.

6. Conclusion

This study conducts a structured literature review
to show how FL can function as a solution to various
challenges related to intergovernmental data sharing.
FL enables the training of models in a decentralised
manner and can thus reduce incentive, legal, ethical and
practical challenges in intergovernmental data sharing.
Nevertheless, secondary problems of a technical and
organisational nature arise.

The contribution of this study is threefold. First,
we present a state-of-the-art Al method to overcome the
problem of intergovernmental data sharing. This serves
as a basis for FL research in international eGOV3.0,

which we hope will influence both governments and
citizens. Second, we contribute to the existing literature
on FL, providing a structured review on how FL should
be utilised in eGOV3.0, focusing on the aspect of
data sharing. We hope this will enhance the research
output of real-life use cases in and outside the eGOV3.0
space. Third, we show a new possibility of how to
mitigate inefficiency created by the collective action
theory (Olson, 1965).

Moreover, our study has the limitation of solely
focusing on the challenges of data sharing provided
by the OECD (2019). We estimate that challenges
described by other authorities will be similar, but
adding challenges from authorities of different cultural
or economic origins would create an even more holistic
and diverse picture.

Considering the opportunities and challenges
highlighted in this study, we find substantial potential
for the information systems and related research
communities. We suggest creating federated systems
on proprietary, potentially unbalanced data from
multi-governmental stakeholders. Dedicated qualitative
research could be done, drawing insights from
workshops or stakeholder interviews to further
investigate the potential of FL in eGOV3.0. Moreover,
at the organisational level, it is necessary to determine
the owner of the server that creates the aggregated
model. Finally, the higher infrastructure costs and skill
levels of users in FL need to be considered in further
research.
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