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#### Abstract

We show that an isotropic random field on $S U(2)$ is not necessarily isotropic as a random field on $S^{3}$, although the two spaces can be identified. The ambiguity is due to the fact that the notion of isotropy on a group and on a sphere are different, the latter being much stronger. We show that any isotropic random field on $S^{3}$ is necessarily a superposition of uncorrelated random harmonic homogeneous polynomials, such that the one of degree $d$ is necessarily a superposition of uncorrelated random spin weighted functions of every possible spin weight in the range $\left\{-\frac{d}{2}, \ldots, \frac{d}{2}\right\}$, each of which is isotropic in the sense of $S U(2)$. Moreover, for a random field of fixed degree, each spin weight appears with the same magnitude, in a sense to be specified.

In addition we will give an overview of the theory of spin weighted functions and Wigner $D$-matrices, with the purpose of gathering together many different points of view and adding ours. As a byproduct of this survey we will prove some new properties of the Wigner matrices and a formula relating the operators $\partial \bar{\delta}$ and the horizontal Laplacian of the Hopf fibration $S^{3} \rightarrow S^{2}$, in the sense of [4].


## 1. Introduction

In this paper we compare the theory of random spin weighted functions on the sphere $S^{2}$, with that of random fields on the hypersphere $S^{3}$. We will see the two theories in the same light, but we will clarify the distinction between the corresponding notions of isotropy.

A function with spin weight $s \in \frac{1}{2} \mathbb{Z}$ on $S^{2}$ is a section of the spin $s$ bundle (see $[8,18]$ ). In the convention ${ }^{1}$ of this paper this is defined to be the complex line bundle of degree $2 s$ over the sphere $S^{2}$ and denoted by $\mathcal{T}^{\otimes s} \rightarrow S^{2}$, see Section 2.4. These objects have received a lot of attention in the last years (see $[1,2,15]$ ), due to their application in the statistical analysis of cosmological and astrophysical data (see [1]), in particular related to the Cosmic Microwave Background (see [15]).

A convenient way to treat such objects is the so-called "pull-back approach" (this is the point of view adopted in $[2,8]$ ), which consists in the identification of the vector space of (smooth, continuous, square integrable, etc..) sections of $\mathcal{T}^{\otimes s}$ with a subspace of complex valued functions on $S^{3}$, or on $S O(3)$ if $s \in \mathbb{Z}$, see Theorem 2.22 (Pull-back Correspondence). The reason why this is possible is that under the natural maps $S^{3} \simeq$

[^0]${ }^{2} S U(2) \rightarrow S O(3) \rightarrow S^{2}$, the pull-back of $\mathcal{T}^{\otimes s}$ becomes a trivial bundle $\mathbb{C}:=\mathbb{C} \times S U(2)$ on $S U(2)$. If $s \in \mathbb{Z}$, then the pull-back bundle is already trivial on $S O(3)^{3}$ :


Under this point of view, a random spin $s$ function $\sigma_{X}: S^{2} \rightarrow \mathcal{T}^{\otimes s}$ is thought as a complex random field $X: S^{3} \rightarrow \mathbb{C}$ on the hypersphere $S^{3} \simeq S U(2) \subset \mathbb{C}^{2}$, with a prescribed behavior under multiplication by a phase:

$$
X\left(z \cdot e^{i t}\right)=X(z) e^{-i s t}
$$

In this case, we say that $X$ has right spin $=-s$. The minus sign is explained by the fact that the function $X$ represents the collection of all the coordinate expressions for the section $\sigma_{X}$, thus it has to be interpreted as a dual object, see Remark 2.17.

As in most models, we don't want the sphere $S^{2}$ to have special points or directions. Consequently, the random fields that we care about are only those that reflect such isotropy. In more rigorous terms, this means that we will study the random spin weighted functions that are invariant under the automorphisms of the bundle $\mathcal{T}^{\otimes s} \rightarrow S^{2}$ induced by orientation preserving rotations, i.e. elements of the group $S O(3)$. We will explain in Section 2.4 how this notion of change of variables, from the point of view of random fields on $S U(2) \simeq S^{3}$, translates to invariance in law under the composition with left multiplication by any element. This condition is usually called isotropy in the context of random fields on groups (compare with [16]). On the other hand, a random field $X: S^{3} \rightarrow \mathbb{C}$ on a sphere is said to be isotropic if it is invariant in law under composition with any orientation-preserving isometry of $S^{3}$, i.e. any element of $S O(4)$. This latter notion is clearly stronger than the previous, indeed the round metric on $S^{3}$ is in fact a bi-invariant metric on the group $S U(2)$ and any orientation-preserving isometry of $S^{3}$ is a composition of a left and a right multiplication by two elements of the group (see [9,19]).

One of the purposes of this paper is to compare the two above notions of isotropy, which we will call left-invariance and bi-invariance (we will give the precise definition in Section 5). In addition we will consider also right-invariant random fields, so that $X$ is bi-invariant if and only if it is both left and right invariant. The significance of such comparison is that the study of bi-invariant (isotropic for $S^{3}$ ) random fields is strictly related to the study of random waves on $S^{3}$. Given a compact Riemannian manifold $M$, we will say that a random field $X: M \rightarrow \mathbb{C}$ is a monochromatic random wave of frequency $\lambda \in \mathbb{R}$ if $X$ satisfies, almost surely, the Helmholtz equation for the eigenvalue $-\lambda^{2}$ :

$$
\Delta_{M} X=-\lambda^{2} X
$$

[^1]with $\Delta_{M}$ being the Laplace-Beltrami operator. ${ }^{4}$ For reasons that we will explain later (see Section 2) in this paper we will take on $S^{3}$ the round metric of a sphere of radius 2, so that for each $\ell \in \frac{1}{2} \mathbb{N}$, the eigenfunctions are all those complex valued functions whose real and imaginary parts are the restriction of real homogeneous harmonic polynomials on $\mathbb{R}^{4}$, where the ones of degree $2 \ell$ are relative to the eigenvalue $-\ell(\ell+1)$, for all $\ell \in \frac{1}{2} \mathbb{N}^{5}$.

It is well known that any square integrable random field $X: S^{3} \rightarrow \mathbb{C}$ admits a spectral representation as a sum

$$
\begin{equation*}
X=\sum_{\ell, i} a_{i}^{\ell} \phi_{i}^{\ell} \tag{1.1}
\end{equation*}
$$

for some complex random variables $a_{i}^{\ell}$, where $\phi_{i}^{\ell}$ is an orthonormal basis of eigenfunctions of degree $2 \ell$. Then, $X$ is bi-invariant (i.e. isotropic on $S^{3}$ ) if and only if the fields $X^{\ell}$ are jointly bi-invariant, meaning that the joint law of the whole family $\left(X^{\ell}\right)_{\ell}$ is invariant under the transformations of the form: $\left(X^{\ell}\right)_{\ell} \sim\left(\theta^{*} X^{\ell}\right)_{\ell}$ for all $\theta \in S O(4)$, and in this case they are automatically pairwise uncorrelated. From the point of view of the group $S U(2)$, a similar statement is known under the name of Stochastic Peter-Weyl theorem (for which we refer to [16, Proposition 5.4] and [16, Theorem 5.5]. See also [16, Section 2.5 ] or [12, Section 4.7] for the standard Peter-Weyl theorem.). It says that there is a decomposition

$$
\begin{equation*}
X=\sum_{\ell, m, s} b_{m, s}^{\ell} D_{m, s}^{\ell} \tag{1.2}
\end{equation*}
$$

for a suitable collection of complex random variables $b_{m, s}^{\ell}$, where $D_{m, s}^{\ell}: S U(2) \rightarrow \mathbb{C}$ are the coefficients (indexed as in equation (1.3), below) of the $\ell^{t h}$ Wigner matrix $D^{\ell}: S U(2) \rightarrow U(2 \ell+1)$. Again, the field $X$ is left-invariant if and only if the collection of fields $X^{\ell}=\sum_{m, s} b_{m, s}^{\ell} D_{m, s}^{\ell}$ are jointly left-invariant, meaning that the joint law of the whole family $\left(X^{\ell}\right)_{\ell}$ is invariant under the transformations of the form: $\left(X^{\ell}\right)_{\ell} \sim\left(L_{g}^{*} X^{\ell}\right)_{\ell}$ for all $g \in S U(2)$, and again in this case they are automatically uncorrelated.

A key observation is that the two decompositions above are essentially the same, due to the fact that, when seen on $S^{3} \simeq S U(2)$, the functions

$$
\begin{equation*}
\phi_{m, s}^{\ell}=\frac{\sqrt{2 \ell+1}}{4 \pi} D_{m, s}^{\ell}, \quad \forall \ell \in \frac{1}{2} \mathbb{N} \text { and } m, s \in\{-\ell,-\ell+1, \ldots, \ell\} \tag{1.3}
\end{equation*}
$$

are the hyperspherical harmonics of degree $2 \ell$, thus they form an orthonormal ${ }^{6}$ basis of eigenfunctions of the Laplacian on $S^{3}$. Although this is a well known fact (see [13], for instance), we will report a simple proof for completeness, see Proposition 3.5. An important feature of such basis is that $\phi_{m, s}^{\ell}$ is a function with pure left spin $-m$ and pure right spin $-s$, see Definition 2.26.

Remark 1.1. With a different normalization, as $L^{2}$ sections of $\mathcal{T}^{\otimes s}$, and via the pull-back correspondence, one defines the so-called spin weighted spherical harmonics $Y_{m, s}^{\ell}: S^{2} \rightarrow$ $\mathcal{T}^{\otimes s}$, see Remark 3.6. In particular the functions $Y_{m, 0}^{\ell}: S^{2} \rightarrow \mathbb{C}$ are the standard spherical harmonics ${ }^{7}$.

[^2]The decompositions (1.1) and (1.2) imply that any "isotropic" random field is a sum of uncorrelated "isotropic" random waves of frequency $\sqrt{\ell(\ell+1)}$ :

$$
X=\sum_{\ell \in \frac{1}{2} \mathbb{N}} X^{\ell}, \quad X^{\ell}=\sum_{m, s=-\ell}^{\ell} a_{m, s}^{\ell} \phi_{m, s}^{\ell}
$$

for all $\ell \in \frac{1}{2} \mathbb{N}$. Here, the $a_{m, s}^{\ell}:=a_{i}^{\ell}$ are the complex random variables defined by Equation (1.1), with respect to the basis given in (1.3) indexed by $i=(m, s)$. This is true for both notions of isotropy: in the sense of $S^{3}$ (bi-invariance) and in the sense of $S U(2)$ (left-invariance).
Theorem 1.2. The field $X$ is left, right or bi invariant if and only if the fields $X^{\ell}$ are jointly left, right or bi invariant, respectively. Moreover, in this case the fields $X^{\ell}$ are pairwise uncorrelated.

Proof. For left and right invariance, this is a direct application of [16, Proposition 5.4]. The statement for bi-invariance then follows from the fact that being bi-invariant is equivalent to being at the same time left and right invariant, see Section 5 .

To see the true difference between these notions of invariance we have to consider a further decomposition, into the spaces of functions spanned by the coefficients of each column of the Wigner matrices.
Theorem 1.3. If $X: S^{3} \rightarrow \mathbb{C}$ is an almost surely square integrable random field, then it can be decomposed as a sum of random fields $X_{\bullet, s}^{\ell}$, for all $\ell \in \frac{1}{2} \mathbb{N}$ and $s \in\{-\ell,-\ell+$ $1, \ldots, \ell\}$, such that the series

$$
X=\sum_{\ell \in \frac{1}{2} \mathbb{N}} \sum_{s=-\ell}^{\ell} X_{\bullet, s}^{\ell}, \quad X_{\bullet, s}^{\ell}=\sum_{s=-\ell}^{\ell} a_{m, s}^{\ell} \phi_{m, s}^{\ell},
$$

converges almost surely in $L^{2}\left(S^{3}\right)$. Each of the fields $X_{\bullet, s}^{\ell}$ is a random harmonic polynomial of degree $2 \ell$, i.e. an eigenfunction of $\Delta_{2 S^{3}}$ with eigenvalue $\ell(\ell+1)$ and, at the same time, the pull-back of a section of $\mathcal{T}^{\otimes s}$, i.e. a random spin weighted function on $S^{2}$, with spin weight s.

Proof. This is actually a deterministic statement about $L^{2}(S U(2))$. The first part about the decomposition into $X_{\bullet, s}^{\ell}$ follows from Proposition 3.2. The fact that the each $X_{\bullet, s}^{\ell}$ is harmonic is proved by Theorem 3.5. Finally, the last sentence is due to the Pull-back Correspondence: Theorem 2.22.

To measure the relative magnitude of the component with spin $s$, in the decomposition we introduce a probability $\mathbb{E} R S[X]$ on $\frac{1}{2} \mathbb{Z}$, see Section 5:

$$
\mathbb{E} R S[X](\{s\}):=\sum_{\ell \in \frac{1}{2} \mathbb{N}} \mathbb{E}\left\{\frac{\left\|X_{\bullet, s}^{\ell}\right\|^{2}}{\|X\|^{2}}\right\}, 8
$$

where $\|\cdot\|$ is the Hilbert norm of $L^{2}\left(S^{3}\right)$. In particular, given $s \in \frac{1}{2} \mathbb{Z}$, such probability charges the singleton $\{s\}$ if and only if $\sum_{\ell} X_{\bullet, s}^{\ell} \neq 0$. We stress the fact that $\mathbb{E} R S[X]$ does not depend only on the marginal probabilities of the variables $a_{m, s}^{\ell}$, but takes into account their joint probability due to the normalization factor $\|X\|^{-2}$.

The first main result of this paper states that the random fields of type $X_{\bullet, s}^{\ell}$ are the true building blocks of left-invariant random fields.

[^3]Theorem 1.4. The field $X$ is left-invariant if and only if the fields $X_{\bullet, s}^{\ell}$ are jointly left-invariant. The fields $X_{\bullet, s}^{\ell}$ and $X_{\bullet, s^{\prime}}^{\ell^{\prime}}$ are uncorrelated whenever $\ell \neq \ell^{\prime}$ or $s^{\prime} \notin\{s,-s\}$ and their correlation structure has to satisfy certain relations, stated in Theorem 5.7. Moreover, for any probability $\mu$ on $\{-\ell, \ldots, \ell\}$, there exists a left-invariant random field $X=X^{\ell}$ of degree $2 \ell$ such that $\mu=\mathbb{E} R S[X]$.

Proof. The first part of the theorem and the correlation structure is the content of Theorem 5.7. The last statement on the possibility of realizing any probability $\mu$ is proved by Theorem 5.13.

Remark 1.5. The field $X$ realizing the probability $\mu$ in the theorem above is not at all unique. In fact, it can always be constructed in a such a way that $\|X\|^{2}=C$ almost surely, see the proof of Theorem 5.13. Non-uniqueness then follows from the fact that there exist left-invariant random fields $Y$ of degree $2 \ell$, so that the latter construction produces a field $X \neq Y$ (in law) with $\mathbb{E} R S[X]=\mu=\mathbb{E} R S[Y]$.

On the other hand, the condition of being bi-invariant is stronger and requires an equal presence of all spin weights.

Theorem 1.6. Any bi-invariant square integrable random field $X=X^{\ell}: S^{3} \rightarrow \mathbb{C}$ of degree $2 \ell \in \mathbb{N}$ is a superposition of random spin weighted functions $X_{\bullet, s}^{\ell}$ of every spin weight $s \in\{-\ell,-\ell+1, \ldots, \ell\}$, whose correlation structure has to satisfy the relations of Theorem 5.9. Moreover, each spin weight appears with the same magnitude, meaning that $\mathbb{E} R S[X]$ has to be uniform.

Proof. Theorem 5.9 gives the first part and 5.15 shows that $\mathbb{E} R S[X]$ is uniform.
Remark 1.7. In both the situations of Theorems 1.3 and 1.6 it is possible to have correlation of the components with opposite spin weight $X_{\bullet, s}^{\ell}$ and $X_{\bullet,-s}^{\ell}$. For instance, it happens when $X^{\ell}$ is as in Example 5.5, because of Theorem 1.11. This reflects the possible correlation of the real and imaginary part of $X$. In the bi-invariant case, such correlation it is determined by the number

$$
\begin{equation*}
\mathbb{E}\left\{\left\langle\overline{X^{\ell}}, X^{\ell}\right\rangle_{L^{2}(S U(2))}\right\} \in \mathbb{C} \tag{1.4}
\end{equation*}
$$

see Theorem 5.9. For instance, if $X$ is circularly symmetric, then the number (1.4) vanishes and thus all of the random spin weighted functions in the decomposition of $X$ given by Theorem 1.6 are uncorrelated.

In particular, a bi-invariant random field of fixed degree $X^{\ell}$ cannot be further decomposed into simpler bi-invariant fields, contrary to what happens in the left-invariant case. The explanation of this phenomenon is to be found in the decomposition of the space $L^{2}(S U(2))$ into irreducible components for the action of $S O(4)$ in comparison to that of $S U(2)$, see Proposition 3.2.

Remark 1.8. From this we see that, if not constantly equal to the zero section, an isotropic random spin function $S^{2} \rightarrow \mathcal{T}^{\otimes s}$ is never isotropic as a random field in the sense of $S^{3}$, because it has a fixed spin.

We will actually prove stronger statements than the above, see Theorem 5.11 and Theorem 5.14. In particular, the latter implies that any bi-invariant monochromatic random wave $X=X^{\ell}$ of frequency $\sqrt{\ell(\ell+1)}$ is necessarily supported on the whole eigenspace of $\Delta_{2 S^{3}}$ relative to the eigenvalue $\ell(\ell+1)$. More precisely, $X^{\ell}$ is a superposition of monochromatic random waves with pure left and right spin, such that any two of them are uncorrelated unless both their right and left spin are opposite. Moreover, each pair
of right and left spin $(m, s) \in\{-\ell,-\ell+1 \ldots \ell\}^{2}$ appears with the same magnitude, see Theorem 5.14.

## $\sim \bullet \sim$

A second purpose of this paper is to give an overview of the theory of spin weighted functions and of the special properties of the Wigner functions, trying to gather together various different points of view. This is the content of Sections 2 and 3.

Traditionally, the Wigner functions $D_{m, s}^{\ell}: S^{3} \rightarrow \mathbb{C}$ (see Section 3), are indexed by $(\ell, m, s) \in \Lambda$, where

$$
\begin{equation*}
\Lambda:=\left\{(\ell, m, s) \in \frac{1}{2} \mathbb{Z}^{3}: \ell \pm m, \ell \pm s \in \mathbb{N}\right\} . \tag{1.5}
\end{equation*}
$$

As mentioned above, the Wigner functions are an orthogonal basis of $L^{2}\left(S^{3}\right)$ that enjoys many special properties. The most important for us is that for any fixed $\ell$ they are, at the same time, a basis of an eigenspace of $\Delta_{S U(2)}$ (see equation (1.3)), and the coefficients of an irreducible unitary matrix representation $D^{\ell}=\left(D_{m, s}^{\ell}\right)_{m, s}$ of $S U(2)$, see [16, Theorem 3.14]. At the same time, $D_{m, s}^{\ell}$ is a function with pure left and right spin (see Definition 2.8) and an eigenfunctions of the spin Laplacian, i.e. the operator $\partial \bar{\varnothing}$ constructed from the spin raising and spin lowering operators (see [8]), thus by normalizing them in the space $L^{2}\left(S^{2}, \mathcal{T}^{\otimes s}\right)$ one gets the so-called spin weighted spherical harmonics $Y_{m, s}^{\ell}$. In fact, we will show that the following formula holds when $S U(2)$ is endowed with the metric of the sphere of radius 2 :

$$
\begin{equation*}
\Delta_{S U(2)}=\check{ } \overline{\bar{व}}+\frac{d^{2}}{d \psi^{2}}-i \frac{d}{d \psi} \tag{1.6}
\end{equation*}
$$

By Theorem 1.3, the law of a square integrable random field $X: S^{3} \rightarrow \mathbb{C}$ is characterized by the family of random variables $a_{m, s}^{\ell} \in \mathbb{C}$, called spectral or Fourier coefficients. In Section 5 we will study the correlation structure of these random variables in the cases of left, right and bi invariance, resulting in Theorems 5.7, 5.8 and 5.9. Theorems 1.3, 1.4 and 1.6 are proved as a consequence of this study. Moreover, we show the following by combining the latter theorems with the results of [1].

Corollary 1.9. Assume that the coefficients $a_{m, s}^{\ell}$ of a square integrable random field $X: S^{3} \rightarrow \mathbb{C}$ are independent and circularly symmetric. Then, $X$ is bi-invariant if and only if it is complex Gaussian and the variance of $a_{m, s}^{\ell}$ depends only on $\ell$.

Proof. See Section 5.2.
The interest of Corollary 1.9 is in the fact that it characterizes the fields $X$ that are a superposition of independent isotropic Gaussian monochromatic random waves in terms of conditions that, apparently, have nothing to do with Gaussianity. Notice that the theorem implies the independence of the real and imaginary parts of $a_{m, s}^{\ell}$.

Many authors already devoted their attention to the study of isotropic random fields (i.e. left-invariant in the language of the present paper) in terms of the collection of spectral coefficients, see for instance $[1-3,16]$ and proved equivalent statements to Theorem 5.7. The analogous result, Theorem 5.8, for right-invariance is obtained by the repeating the same arguments changing the roles of $s$ and $m$ and Theorem 5.9 for the case of bi-invariance is obtained by combining the previous two. We will nevertheless show how to obtain such characterization by studying the problem from the more abstract point of view of collections of random vectors $V_{i} \in \mathbb{C}^{2 \ell_{i}+1}$ that are jointly invariant in law under the action of the collection of matrices $D^{\ell}$. We call such notion $D$-invariance and study it in details in Section 4. This is convenient in that it allows, essentially, to study left
and right-invariance at the same time, thanks to Lemma 5.4. In this context, we observe the following.

Theorem 1.10. A collection $\mathcal{V}=\left(V_{i}\right)_{i \in I}$ of random vectors $V_{i} \in \mathbb{C}^{2 \ell_{i}+1}$ is (strongly) D-invariant if and only if

$$
\left(V_{i}\right)_{i \in I} \stackrel{l a w}{=}\left(D^{\ell}(\gamma) V_{i}\right)_{i \in I}
$$

where $\gamma \in S U(2)$ is a uniformly distributed random element, independent of $\mathcal{V}$.
Proof. See Theorem 4.5 in Section 4.
The above result holds also for a weaker notion of $D$-invariance, that will be specified in Section 4. This allows to obtain a characterization of the correlation structure of any $D$-invariant random vector, see Theorem 4.7. From this, we deduce Theorems 5.7, 5.8 and 5.9. In fact, thanks to Theorem 1.10, the problem is reduced to the computation of the correlation structure of the collection of random matrices $D^{\ell}(\gamma)$.

Theorem 1.11. The correlation structure of the collection of random matrices $\left(D^{\ell}(\gamma)\right)_{\ell \in \frac{1}{2} \mathbb{N}}$ is described by the following identities.

$$
\begin{gather*}
\mathbb{E}\left\{D_{m, s}^{\ell}(\gamma)\left(\overline{D_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}(\gamma)}\right)\right\}=\frac{\delta_{\ell, \ell^{\prime}} \delta_{s, s^{\prime}} \delta_{m, m^{\prime}}}{2 \ell+1}  \tag{1.7}\\
\mathbb{E}\left\{D_{m, s}^{\ell}(\gamma) D_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}(\gamma)\right\}=\frac{\delta_{\ell, \ell^{\prime}} \delta_{-s, s^{\prime}} \delta_{-m, m^{\prime}}(-1)^{2 \ell-m+s}}{2 \ell+1} \tag{1.8}
\end{gather*}
$$

Proof. See Section 3.3.
We point out that the first set of identities (1.7) is a reformulation of Schur's orthogonality relations and these identities are valid for any irreducible unitary matrix representation $D^{\ell}$, while the second set (1.8) derives from special properties of the Wigner functions, thus they are due also to the choice of basis in which the representation is written.

In the Section 2.4, we review the theory of spin weighted functions, starting from the definition of the spin weight given by Newman and Penrose in their seminal paper [18]. We put a special focus on the Riemannian aspects of the pull-back correspondence, showing that under the hypothesis that the $S U(2) \cong 2 S^{3}$ is considered as a sphere of radius 2 , there are Riemannian coverings

$$
S U(2) \rightarrow \frac{1}{|s|} S\left(\mathcal{T}^{\otimes s}\right)=\left\{v \in \mathcal{T}^{\otimes s}:\|v\|=\frac{1}{s}\right\}
$$

for every $s \in \frac{1}{2} \mathbb{Z} \backslash\{0\}$. Thanks to this, we can compare the spin Laplacian $\delta \bar{\delta}$ with the decomposition of the Laplace-Beltrami operator into a vertical and a horizontal parts described in [4], finding that the horizontal Laplacian relative to the Riemannian submersion $2 S^{3} \cong S U(2) \rightarrow S^{2}$ is the operator

$$
\begin{equation*}
\Delta_{h}=\mathrm{\partial} \bar{\varnothing}-i \frac{d}{d \psi} \tag{1.9}
\end{equation*}
$$

Notice that $\Delta_{h}$ preserves the spaces of spin weighted functions, indeed it was proved by Kuwabara in [13] that the operator $\Delta_{h}=\Delta_{S U(2)}-\frac{d^{2}}{d \psi^{2}}$ is in fact the Bochner Laplacian acting on smooth sections of $\mathcal{T}^{\otimes s}$ and relative to the Chern connection.

Remark 1.12. In particular, $\partial \bar{\delta} \neq \Delta_{h}$ is not the Bochner Laplacian of the Chern connection.

With Proposition 2.3, we will show that taking the sphere of radius 2 is not really a choice, in that the factor 2 is built in the structure of the Hopf fibration $S^{3} \rightarrow S^{2}$, which is a Riemannian submersion if and only if the radius of the first sphere is the double of that of the second. This is not a novelty, but it explains why in the decomposition of the Laplacians, given in (1.6), there are no factors, whereas in the literature, similar equations are written with a factor $\frac{1}{4}$ in front of $\Delta_{S^{3}}=4 \Delta_{2 S^{3}}$, see [13, equation (5.4)].

In Section 3 we turn our attention to Wigner functions, giving an overview of their properties. In preparing this survey, we noticed a few results in this context, that we weren't able to find in the literature. One is Theorem 1.11 above and the other is a description of the maps

$$
\begin{equation*}
D_{\bullet, s}^{\ell}: S U(2) \rightarrow S^{4 \ell+1} \tag{1.10}
\end{equation*}
$$

given by the columns of the Wigner matrices (analogous things can be said about the rows). Let $\ell \in \frac{1}{2} \mathbb{N}$ and let us identify $\mathbb{C}^{2 \ell+1}$ with the complex vector space generated by vectors $e_{s}$ indexed by $s \in\{-\ell,-\ell+1, \ldots, \ell\}$. Then the map $D_{\bullet, s}^{\ell}$ parametrizes the orbit of the element $e_{s}$ of the canonical basis of $\mathbb{C}^{2 \ell+1}$, under the unitary action $D^{\ell}: S U(2) \rightarrow U(2 \ell+1)$. By studying these maps we deduce properties of all the orbits $O^{\ell}(v)=\left\{D^{\ell}(g) v: g \in S U(2)\right\}$ of the action. We prove the following facts.

Theorem 1.13. The following holds.
(1) The map (1.10) induces an embedding $\frac{1}{|s|} S\left(\mathcal{T}^{\otimes s}\right) \simeq O^{\ell}\left(e_{s}\right) \subset S^{4 \ell+1}$ for all $s \in$ $\{-\ell, \ldots \ell\} \backslash\{0\}$.
(2) For $s=0$ there are two cases: if $\ell \in 2 \mathbb{N}$, then $O^{\ell}\left(e_{0}\right) \simeq S^{1}$; while $O^{\ell}\left(e_{0}\right) \simeq S^{2}$ otherwise.
(3) For almost every $v \in \mathbb{C}^{2 \ell+1}$, the orbit $O^{\ell}(v)$ is diffeomorphic to $S U(2)$ when $\ell \notin \mathbb{N}$ and to $S O(3)$ when $\ell \in \mathbb{N} \backslash\{0\}$.
(4) Let $v \in \mathbb{C}^{2 \ell+1}$ be any vector and let $n$ be the dimension of its orbit $O^{\ell}(v)$. If $A \subset$ $O^{\ell}(v)$ is a measurable subset of positive $n$-dimensional volume, then $\operatorname{span}(A)=$ $\mathbb{C}^{2 \ell+1}$.

Proof. The first three statements are the content of Theorem 3.13, while the fourth and last one is Theorem 3.12.
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## 2. Spin Bundles

2.1. Preliminary definitions and notations. We will make use of some basic notions in Riemannian Geometry, for which we refer to the book [14]. Given two Riemannian manifolds, we will use the symbol $\simeq$ for diffeomorphisms and the symbol $\cong$ for isometries.

The space of quaternions $\mathbb{H}$ will be represented as the following space of matrices:

$$
\mathbb{H}=\left\{h(\alpha, \beta): \left.=\left(\begin{array}{cc}
\alpha & -\bar{\beta} \\
\beta & \bar{\alpha}
\end{array}\right) \right\rvert\, \alpha, \beta \in \mathbb{C}\right\} \simeq \mathbb{C}^{2} \simeq\left\{x^{0}+y^{0} \underline{i}+x^{1} \underline{j}+y^{1} \underline{k} \mid x^{i}, y^{i} \in \mathbb{R}\right\} \simeq \mathbb{R}^{4}
$$

so that its algebraic generators $\underline{i}, \underline{j}, \underline{k}$ are defined by the following identity

$$
x^{0}+y^{0} \underline{i}+x^{1} \underline{j}+y^{1} \underline{k}=\left(x^{0}+y^{0} \underline{i}\right)+\left(x^{1}+y^{1} \underline{i}\right) \underline{j}=\alpha+\beta \underline{j} .
$$

For reasons that will become clear later (see Remark 2.1), we will need to put the enlarged metric $\langle\cdot, \cdot\rangle_{\boldsymbol{H}}=4\langle\cdot, \cdot\rangle_{\mathbb{C}^{2}}$ on $\mathbb{H}$, i.e. the metric defined by the scalar product:

$$
\left\langle h_{1}, h_{2}\right\rangle_{\mathbb{H}}:=2 \Re \operatorname{tr}\left({\overline{h_{1}}}^{T} \cdot h_{2}\right)=\operatorname{tr}\left({\overline{h_{1}}}^{T} \cdot h_{2}+{\overline{h_{2}}}^{T} \cdot h_{1}\right) .
$$

With such representation, we obtain $S U(2)=\left\{g \in \mathbb{C}^{2 \times 2}: \bar{g}^{T} g=\mathbb{1}\right.$, $\left.\operatorname{det}(g)=1\right\}$ as the subgroup of length 2 quaternions, i.e. the sphere of radius 2 in $\left(\mathbb{H},\langle\cdot, \cdot\rangle_{\boldsymbol{H}}\right)$ :

$$
\begin{aligned}
S U(2) & =\left\{h(\alpha, \beta):=\left(\begin{array}{cc}
\alpha & -\bar{\beta} \\
\beta & \bar{\alpha}
\end{array}\right)\left|\alpha, \beta \in \mathbb{C},|\alpha|^{2}+|\beta|^{2}=1\right\}\right. \\
& =\left\{h \in \mathbb{H}:\|h\|_{\mathbb{C}^{2}}=1\right\}=\left\{h \in \mathbb{H}:\|h\|_{\boldsymbol{H}}=2\right\} \\
& \cong 2 S^{3} .
\end{aligned}
$$

Remark 2.1. The reason for taking the sphere of radius 2 is that this is the only way to make the Hopf fibration a Riemannian submersion onto the standard round sphere $S^{2}$, see Proposition 2.3.

As it is well known, the Lie group $S U(2)$ is isomorphic to $\operatorname{Spin}(3)$, the universal covering Lie group of $S O(3)$ :

$$
\begin{aligned}
S O(3)=\left\{R \in \mathbb{R}^{3 \times 3}: R^{T} R\right. & =\mathbb{1}\}=\left\{R=(u, v, p) \text { positive orthonormal basis of } \mathbb{R}^{3}\right\} \simeq \\
& \simeq\left\{(v, p) \in T S^{2}:|v|=1\right\} \simeq \mathbb{R P}^{3}
\end{aligned}
$$

Of course, $S O(3)$ is also identified with the group of all Riemannian isometries of the round sphere $S^{2} \cong \mathbb{C P}^{1}=\mathbb{C} \cup\{\infty\}$. Points in the Riemann sphere $\mathbb{C P}^{1}$ will be denoted as

$$
\left[z_{0}: z_{1}\right]=\frac{z_{0}}{z_{1}}=\zeta=\frac{1}{\eta} \in \mathbb{C P}^{1}
$$

where $\left(z_{0}, z_{1}\right) \in \mathbb{C}^{2} \backslash\{0\}, \zeta, \eta \in \mathbb{C} \cup\{\infty\}$. In particular,

$$
[1: 0]=\frac{1}{0}=\infty \quad \text { and } \quad[0: 1]=\frac{0}{1}=0
$$

As a Riemannian manifold, the Riemann sphere $\mathbb{C P}^{1}$, with the Fubini-Study metric is isometric ${ }^{9}$ to the standard round sphere $S^{2}=\left\{p \in \mathbb{R}^{3}:|p|=1\right\}$ via the bijection $\Phi: S^{2} \rightarrow \mathbb{C P}^{1}$ defined by the stereographic projections from the north $\left(e_{3} \mapsto \infty\right)$ pole, to the equatorial plane:

$$
S^{2} \ni p(\varphi, \theta)=\left(\begin{array}{l}
x  \tag{2.1}\\
y \\
t
\end{array}\right){ }^{10}=\left(\begin{array}{c}
\cos (\varphi) \sin (\theta) \\
\sin (\varphi) \sin (\theta) \\
\cos (\theta)
\end{array}\right) \mapsto \quad \begin{aligned}
& \zeta=\frac{x+i y}{1-t}=\cot \left(\frac{\theta}{2}\right) e^{i \varphi} \\
& \eta=\frac{x-i y}{1+t}=\tan \left(\frac{\theta}{2}\right) e^{-i \varphi}
\end{aligned} \in \mathbb{C P}^{1}
$$

Notice that

$$
\Phi\left(e_{1}\right)=1 ; \quad \Phi\left(e_{2}\right)=i ; \quad \Phi\left(e_{3}\right)=\infty ; \quad \Phi\left(-e_{3}\right)=0
$$

Remark 2.2. As usual, the orientation of $S^{2}$ is defined by considering $e_{1}, e_{2}$ to be a positive frame in $T_{e_{3}} S^{2}$, i.e. taking the point of view of a polar bear who's looking down at the north pole below him. The stereographic projection defined in (2.1) defines the

[^4]opposite orientation, the one for which the same frame $\left\{e_{1}, e_{2}\right\}$ is a positive basis of $T_{-e_{3}} S^{2}$. Indeed, for points $\Phi(x, y, t)=\zeta$ near $\Phi\left(-e_{3}\right)=0 \in \mathbb{C}$ we have
$$
\zeta=x+i y+O\left(|\zeta|^{2}\right)
$$

In other words, $S^{2}$ is oriented from the point of view of a hamster who's looking down while running (or not) inside a hollow sphere. The hamster and the polar bear measure the same angle between a given pair of tangent vectors, but with opposite sign. In this paper we want $S^{2}$ to have the polar bear orientation and a coherent complex structure, meaning that for any non-zero tangent vector $v \in T_{p} S^{2}$, the basis ( $v, i v$ ) should be positively oriented. At the same time we choose to use the stereographic projection in the form defined in (2.1), because this is the most frequent form in the literature, see [8]. For this reason, we regard $\Phi$ as an antiholomorphic map. In other words, we have a biholomorpism:

$$
\Phi: S^{2} \rightarrow \overline{\mathbb{C P}}
$$

where $\overline{\mathbb{C P}^{1}}$ is the complex manifold $\left(\mathbb{C P}^{1},-J\right)$, where $J$ denotes the standard complex structure on $\mathbb{C P}^{1}$.
2.2. Riemannian submersions. To have a clear view of the double covering map $S U(2) \rightarrow S O(3)$, let us fix an isometric action of $S U(2)$ on $\mathbb{C P}^{1}$. Since $\mathbb{C P}^{1}$ is the space of all complex lines $\ell \subset \mathbb{C}^{2}$ and $\mathbb{H}$ acts on $\mathbb{C}^{2}$ via $\mathbb{C}$-linear automorphisms, there is an obvious action of $h \in \mathbb{H}$ on $\mathbb{C P}^{1}$, defined by $\ell \mapsto h(\ell)$. In terms of our chosen coordinates, the action of $h=h(\alpha, \beta)$ is expressed by a Möebius transformation:

$$
M(h)=M(\alpha, \beta): \frac{z_{0}}{z_{1}} \mapsto \frac{\alpha z_{0}-\bar{\beta} z_{1}}{\beta z_{0}+\bar{\alpha} z_{1}}
$$

A standard exercise (left to the reader) is to prove that such diffeomorphism is an isometry precisely when $|\alpha|^{2}+|\beta|^{2}=1$. Therefore, the above expression determines uniquely a homomorphism $M: S U(2) \rightarrow S O(3)$. Since its kernel is $\left\{ \pm \mathbb{1}_{2}\right\}$ and $S U(2) \cong S^{3}$ is simply connected, the map $M$ is the universal cover of $S O(3)$, hence it is equivalent to $\operatorname{Spin}(3) \rightarrow S O(3)$.

The action of $S O(3)$ on the sphere is transitive, so that, choosing to view the sphere as the orbit of the point $\infty \in \mathbb{C P}^{1}$, we get two compatible principal circle bundles over $S^{2}$ :

where $S U(2) \rightarrow S^{2}$ is the map $g \mapsto M(g) \infty$, corresponding, via $\Phi$, to the Hopf fibration $S^{3}=\left\{(\alpha, \beta) \in \mathbb{C}^{2}:|\alpha|^{2}+|\beta|^{2}=1\right\} \rightarrow \mathbb{C P}^{1}:$

$$
\begin{equation*}
h(\alpha, \beta) \mapsto \zeta=\frac{\alpha}{\beta} \tag{2.3}
\end{equation*}
$$

while $S O(3) \rightarrow S^{2}$ is given by the action on the north pole $e_{3}=\Phi^{-1}(\infty)$, i.e. the map $R \mapsto R e_{3}$.

Let the space $\mathbb{R}^{N^{2}}$ be identified with the space $\mathbb{R}^{N \times N}$ of square matrices of order $N$. Then it is easy to see that the Euclidean metric can be written as

$$
g_{\mathbb{R}^{N^{2}}}\langle A, B\rangle:=\operatorname{tr}\left(A^{T} B\right)
$$

This metric is invariant under left and right multiplication by any matrix $g=g^{-T} \in$ $S O(N)$, in that the trace is invariant under conjugation:

$$
\operatorname{tr}\left(\left(g_{1} A g_{2}\right)^{T}\left(g_{1} B g_{2}\right)\right)=\operatorname{tr}\left(g_{2}^{-1} A^{T} B g_{2}\right)=\operatorname{tr}\left(A^{T} B\right)
$$

From this, it follows that its restriction to any subgroup $G \subset S O(N)$ is a bi-invariant metric. In particular, the metric induced by the inclusions $S O(3) \subset \mathbb{R}^{9}$ and $S U(2) \subset$ $S O(4) \subset \mathbb{R}^{16}$ are bi-invariant. We also get an inclusion $\mathbb{R}^{8}=\mathbb{C}^{2 \times 2} \subset \mathbb{R}^{4 \times 4}$ by identifying $\mathbb{C}$-linear endomorphisms of $\mathbb{C}^{2}$ with the set of $\mathbb{R}$-linear endomorphisms of $\mathbb{R}^{4}$ that satisfy the Cauchy-Riemann equations. Since this inclusion has a diagonal form, the induced metric on $\mathbb{R}^{8}$ is doubled: $g_{\mathbb{R}^{16}}=2 g_{\mathbb{R}^{8}}$. The same happens with the inclusion $\mathbb{R}^{4} \simeq \mathbb{H} \subset$ $\mathbb{C}^{2 \times 2}$, so that

$$
g_{\mathbb{R}^{16}}=2 g_{\mathbb{R}^{8}}=4 g_{\mathbb{R}^{4}} .
$$

From this we see that the metric induced on $S U(2)$ by the inclusion in $S O(4) \subset \mathbb{R}^{16}$ corresponds to the round metric of a sphere of radius 2 . It turns out that such metric is the only one for which the Hopf fibration $\cdot \infty: S U(2) \rightarrow S^{2}$ is a Riemannian submersion.

Proposition 2.3. Assume that $\mathbb{C P}^{1}$ is given the round metric of radius $r$, namely $\mathbb{C P}^{1} \cong$ $r S^{2}$. There is a unique choice of bi-invariant Riemannian metrics on $S U(2)$ and $S O(3)$ such that all the labeled maps $\left(: 2, M, \cdot \infty, \cdot e_{3}, \Phi^{-1}\right)$ in the diagram (2.2) are Riemannian submersions. Such choice is $2 r S^{3} \cong S U(2) \subset\left(\mathbb{C}^{2}, 4 r^{2} g_{\mathbb{R}^{4}}\right)$ and $S O(3) \subset\left(\mathbb{R}^{3 \times 3}, \frac{r^{2}}{2} g_{\mathbb{R}^{9}}\right)$. In particular the lengths of the fibers are $4 \pi r$ and $2 \pi r$.

Proof. The metric on $S O(3)$ defined by the inclusion $S O(3) \subset \mathbb{R}^{3 \times 3}$ (with its standard metric) is bi-invariant. Choosing an orthonormal basis of $T_{1} S O(3)$ we get an identification of the Lie algebra $T_{1} S O(3) \cong \mathbb{R}^{3}$, such that the adjoint action of $S O(3)$ on $T_{1} S O(3)$ is isometric and, moreover, it is given by the identity: $S O(3) \rightarrow S O\left(\mathbb{R}^{3}\right)$. Any bi-invariant metric on $S O(3)$ is thus defined by a metric on $\mathbb{R}^{3}$ which is invariant by the action of $S O(3)$, but there is only one such metric, up to a constant factor. The map $S U(2) \rightarrow S O(3)$ is a Riemannian submersion if and only if it is a local isometry. This implies that the metric on $S O(3)$ defines uniquely the metric on $S U(2)$ and vice versa. Moreover, the lifted metric on $S U(2)$ is bi-invariant and the same argument implies that it is the only bi-invariant metric on $S U(2)$, up to a constant factor. Since the round metric, obtained from the inclusion $S U(2) \subset \mathbb{R}^{4}$ is bi-invariant, it follows that there is a unique choice, corresponding to $S U(2) \cong a S^{3}$ for some $a$ that can be determined by a computation of the volumes. Indeed, since the map $S U(2) \rightarrow \mathbb{C P}^{1}$ is a Riemannian submersion, by using the coarea formula we deduce that

$$
2 \pi^{2} a^{3}=\operatorname{vol}\left(a S^{3}\right)=(2 \pi a) \cdot\left(4 \pi r^{2}\right)
$$

from which we obtain $a=2 r$. Here, we are also using the fact that the fibers of the Hopf fibration $S U(2) \cong a S^{3} \rightarrow \mathbb{C P}^{1}$ are geodesic circles and thus have length $2 \pi a$. Finally, we get the normalization of the metric on $S O(3)$ by observing that the fibers of the map $\cdot e_{3}: S O(3) \rightarrow S^{2}$ must have length $2 r \pi$, given that the leftmost vertical map in the diagram (2.2) is a Riemannian submersion. Thus the following tangent vector $v$ must have length $r$, being a generator with "period" $2 \pi$ of the fiber over $e_{3} \in S^{2}$ :

$$
v=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \in T_{\mathbb{1}} S O(3) \subset \mathbb{R}^{9}
$$

A similar reasoning can be applied to define the orientation of $S U(2)$ and $S O(3)$, by observing that taking a point $p \in S^{2}$, the fiber of over $p$ of both projections can be canonically embedded as a small loop around $p$ and thus defines an orientation for $S^{2}$.

Proposition 2.4. There is a unique choice of orientations on $S U(2)$ and $S O(3)$ such that all the vertical maps are, locally, orientation preserving and such that the horizontal sequences define the standard polar bear orientation on $S^{2}$.

In the following, we will always consider $S U(2), S O(3)$ and $S^{2}$ with the orientation provided by the above proposition, which we will keep referring to as the polar bear orientation.
2.3. Euler angles. All the matrices $h(\alpha, \beta) \in S U(2)$ can be written in terms of Euler angles, via the following surjective parametrization:

$$
\alpha=\cos \left(\frac{\theta}{2}\right) e^{i \frac{\varphi}{2}} e^{i \frac{\psi}{2}} ; \quad \beta=\sin \left(\frac{\theta}{2}\right) e^{-i \frac{\varphi}{2}} e^{i \frac{\psi}{2}},
$$

with $\varphi \in[0,2 \pi], \theta \in[0, \pi]$ and $\psi \in[-2 \pi, 2 \pi]$. Notice that then $\varphi, \theta$ are precisely the polar coordinates of the point $p(\varphi, \theta)=g(\varphi, \theta, \psi) \infty=R(\varphi, \theta, \psi) e_{3}$ (see the identities (2.1)).

$$
\begin{align*}
g(\varphi, \theta, \psi) & :=\left(\begin{array}{cc}
e^{i \frac{\varphi}{2}} & 0 \\
0 & e^{-i \frac{\varphi}{2}}
\end{array}\right)\left(\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right) & -\sin \left(\frac{\theta}{2}\right) \\
\sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right)
\end{array}\right)\left(\begin{array}{cc}
e^{i \frac{\psi}{2}} & 0 \\
0 & e^{-i \frac{\psi}{2}}
\end{array}\right)  \tag{2.4}\\
& =: g_{3}(\varphi) g_{2}(\theta) g_{3}(\psi)
\end{align*}
$$

Remark 2.5. Such notation for the Euler angle in $S U(2)$ is different to that of [16, Sec 3.2]. More precisely, one is obtained from the other after the transformation

$$
\beta \mapsto-\bar{\beta} \quad \text { i.e. } \quad \theta \mapsto-\theta .
$$

We made this change in order to have an elegant formula (2.3) for the Hopf fibration $S U(2) \rightarrow \mathbb{C P}^{1}$. Nevertheless, the convention Euler angles $\varphi, \theta, \psi$ for $S O(3)$ is the same as in the book [16], namely the so-called $z y z$ convention.

The image of $g_{3}(\psi)$ and $g_{2}(\theta)$ under the quotient $S U(2) \rightarrow S O(3)$ are the matrices of the standard rotations around $e_{3}$ and $e_{2}$ :

## Proposition 2.6.

$g_{3}(\psi) \mapsto R_{3}(\psi)=\left(\begin{array}{ccc}\cos (\psi) & -\sin (\psi) & 0 \\ \sin (\psi) & \cos (\psi) & 0 \\ 0 & 0 & 1\end{array}\right) ; \quad g_{2}(\theta) \mapsto R_{2}(\theta)=\left(\begin{array}{ccc}\cos (\theta) & 0 & \sin (\theta) \\ 0 & 1 & 0 \\ -\sin (\theta) & 0 & \cos (\theta)\end{array}\right)$.
Therefore

$$
g(\varphi, \theta, \psi) \mapsto R(\varphi, \theta, \psi):=R_{3}(\varphi) R_{2}(\theta) R_{3}(\psi)
$$

Proof. It is sufficient to check that $g_{2}\left(\frac{\pi}{2}\right) \infty=1$ and $g_{2}(\theta) i=i$. Moreover, $g_{3}(\psi) \infty=\infty$ and $g_{3}\left(\frac{\pi}{2}\right) 1=i$.

To get a surjective parametrization of $S O(3)$, it is sufficient to take all matrices of the form $R(\varphi, \theta, \psi)$, with $\varphi \in[0,2 \pi], \theta \in[0 . \pi], \psi \in[0,2 \pi]$. Indeed $R(\varphi, \theta, \psi)=R(\varphi, \theta, \psi+$ $2 \pi)$, while $g(\varphi, \theta, \psi)=-g(\varphi, \theta, \psi+2 \pi)$.

Remark 2.7. The principal bundle structure in (2.2) is the one defined by the right multiplication by matrices of the form $g_{3}(\psi)$ and $R_{3}(\psi)$. From this point of view, the leftmost vertical map in the diagram corresponds to the double covering

$$
\mathbb{R} / 4 \pi \mathbb{Z} \rightarrow \mathbb{R} / 2 \pi \mathbb{Z}
$$

2.4. Definition of the Spin-weighted functions. Newman and Penrose define the spin weight as follows [18]: a quantity $u$ defined on $\mathbb{S}^{2}$ has spin weight $s$ if, whenever a tangent vector $\rho$ at any point $x$ on the sphere transforms under coordinate change by $\rho^{\prime}=e^{i \psi} \rho$, then the quantity at this point $x$ transforms by $u^{\prime}=e^{i s \psi} u$.

In [8] the authors introduce the mathematical model for spin weighted functions, viewing them as sections of complex line bundles on $S^{2}$. Similar approaches have been taken in $[2,15]$. From the statement of Newman and Penrose, it is immediately clear that a function on $S^{2}$ with spin weight equal to 1 should be a section of the bundle $\mathcal{T}^{\otimes 1}:=T S^{2}$ endowed with its standard complex structure. Moreover, it is also clear that a spin $s$ function is a section of $\mathcal{T}^{\otimes s}=\mathcal{T}^{\otimes 1} \otimes_{\mathbb{C}} \cdots \otimes_{\mathbb{C}} \mathcal{T}^{\otimes 1}$ (s times), because the transition functions of the latter bundle are, by definition, the $s^{\text {th }}$ power of those of $\mathcal{T}^{\otimes 1}$. This is true for all $s \geq 0$. When $s \leq 0$ we can argue in the same way, after noticing that the transition functions for $\mathcal{T}^{\otimes-1}$ are the inverse of those of $\mathcal{T}{ }^{\otimes 1}$, thus $\mathcal{T}^{\otimes-1}=\left(T S^{2}\right)^{*}$ is the dual (i.e. the inverse in the group of all line bundles) of $T S^{2}$.
Definition 2.8. Let $s \geq 0$, we define the bundles:

$$
\begin{aligned}
\mathcal{T}^{\otimes s} & :=\left(T S^{2}\right)^{\otimes s}=T S^{2} \otimes_{\mathbb{C}} \cdots \otimes_{\mathbb{C}} T S^{2}, \quad s \text { times } \\
\mathcal{T}^{\otimes-s} & :=\left(T S^{2}\right)^{\otimes-s}=\left(\left(T S^{2}\right)^{*}\right)^{\otimes s}=\left(T S^{2}\right)^{*} \otimes_{\mathbb{C}} \cdots \otimes_{\mathbb{C}}\left(T S^{2}\right)^{*}, \quad s \text { times }
\end{aligned}
$$

Remark 2.9. Complex line bundles on the sphere are classified by their Chern class $c_{1}$, that is an element of the second cohomology group: $c_{1} \in H^{2}\left(S^{2}, \mathbb{Z}\right) \cong \mathbb{Z}$, or equivalently by their Euler characteristic $\chi$, when thought as real oriented rank 2 vector bundles. They are related by the cap product $c_{1} \frown\left[S^{2}\right]=\chi$, see $[10,11]$. In fact, it is well known that in general the set of isomorphism classes of smooth complex line bundles form an abelian group in which the opposite element of $L$ is $L^{*}$. In the case of the sphere (or any compact oriented surface), the group is isomorphic to $\mathbb{Z}$ and the isomorphism is given exactly by the Euler characteristic.

From Remark 2.9 we see that Definition 2.8 can be extended to all (and not more) $s \in \frac{1}{2} \mathbb{Z}= \pm \frac{1}{2}, \pm 1, \pm \frac{3}{2}, \ldots$
Definition 2.10. For any $s \in \frac{1}{2} \mathbb{Z}$, we define the spin $s$ bundle $\mathcal{T}^{\otimes s}$ to be the complex line bundle on $S^{2}$ having Euler characteristic

$$
\chi\left(\mathcal{T}^{\otimes s}\right)=2 s
$$

In terms of the Riemann sphere $\mathbb{C P}^{1}$, we have that the holomorphic line bundle $\mathcal{O}(2 s) \rightarrow \mathbb{C P}^{1}$ has Euler characteristic $\chi(\mathcal{O}(2 s))=2 s$. Therefore the spin $s$ bundle $\mathcal{T}^{\otimes s}$ must be isomorphic to the smooth complex line bundle underlying $\Phi^{*} \mathcal{O}(-2 s)$ because $\Phi$ reverses the orientation, or, equivalently, to $\Phi^{*} \overline{\mathcal{O}(2 s)}$. The latter carries a canonical structure of holomorphic ${ }^{11}$ line bundle over the complex manifold $S^{2}$. Moreover, since there are no other holomorphic vector bundles over $\mathbb{C P}{ }^{1}$, the Euler characteristic uniquely determines also a holomorphic structure on $\mathcal{T}^{\otimes s}$.

Technically speaking, Definition 2.10 defines the spin $s$ line bundle only up to isomorphisms, both in the category of smooth complex line bundle and in that of the holomorphic ones. In the rest of the paper we will keep the same notation $\mathcal{T}^{\otimes s}$ to denote a very precise holomorphic line bundle.
Definition 2.11. We define the holomorphic line bundle $\mathcal{T}^{\otimes s} \rightarrow S^{2}$ to the pull-back via the stereographic projection $\Phi: S^{2} \rightarrow \overline{\mathbb{C P}^{1}}$ of the holomorphic line bundle $\overline{\mathcal{O}(2 s)} \rightarrow \overline{\mathbb{C P}^{1}}$ :

$$
\mathcal{T}^{\otimes s}:=\Phi^{*} \overline{\mathcal{O}(2 s)}, \quad \forall s \in \frac{1}{2} \mathbb{Z}
$$

[^5]Proposition 2.12. Let $s \in \frac{1}{2} \mathbb{N}$, then the spin $s$ bundle is the $2 s$ tensor power of the spin $\frac{1}{2}$ bundle.

$$
\begin{aligned}
\mathcal{T}^{\otimes s} & =\left(\mathcal{T}^{\otimes \frac{1}{2}}\right)^{\otimes 2 s} \\
\mathcal{T}^{\otimes-s} & =\left(\mathcal{T}^{\otimes \frac{1}{2}}\right)^{\otimes(-2 s)}=\left(\left(\mathcal{T}^{\otimes \frac{1}{2}}\right)^{*}\right)^{\otimes 2 s}=\left(\mathcal{T}^{\otimes-\frac{1}{2}}\right)^{\otimes 2 s} .
\end{aligned}
$$

2.5. $S U(2)$ is the radius 2 sphere bundle of $\mathcal{T}^{\otimes \frac{1}{2}}$.

Definition 2.13. Let $L \rightarrow M$ be a complex line bundle, endowed with an Hermitian norm $\|\cdot\|$. Then its radius $r>0$ sphere bundle is the circle bundle $r S(L) \rightarrow M$

$$
r S(L):=\{v \in L:\|v\|=r\} .
$$

Remark 2.14. If $L$ is a holomorphic line bundle over a Kähler Riemann surface, then the total space $r S(L)$ inherits a Riemannian metric, via the Chern connection of $L$, which makes $S(L) \rightarrow M$ a Riemannian submersion.

The complex line bundle $\mathcal{O}(-1) \rightarrow \mathbb{C P}^{1}$ is defined as

$$
\mathcal{O}(-1)=\left\{(\ell, h) \in \mathbb{C P}^{1} \times \mathbb{C}^{2}: h \in \ell\right\} \xrightarrow{\pi_{1}} \mathbb{C P}^{1}
$$

Since the fiber over $\ell \in \mathbb{C P}^{1}$ is $\ell \subset \mathbb{C}^{2}$, the bundle $\mathcal{O}(-1)$ is called the tautological bundle. Notice also that by restricting to the complement of the zero section $\mathbb{C P}^{1} \times\{0\} \subset \mathcal{O}(-1)$, we get a tautological diffeomorphism

$$
\begin{align*}
& \tau: \mathbb{H} \backslash\{0\} \stackrel{\simeq}{\longrightarrow} \mathcal{O}(-1) \backslash \mathbb{C P}^{1} \times\{0\} \\
& h=h(\alpha, \beta) \mapsto \tau_{h}:=\left(\frac{\alpha}{\beta},\binom{\alpha}{\beta}\right) . \tag{2.5}
\end{align*}
$$

In particular, this map transports the metric $g_{\text {ㅂ }}$ into an Hermitian bundle metric on $\mathcal{O}(-1)$, such that the restriction of $\tau$ to $S U(2)=2 S^{3} \subset \mathbb{H}$, is an isomorphism of principal $2 S^{1}$ bundles. Thus, we deduce that according to the polar bear orientation on $S U(2)$, the map $\tau$ descends to an orientation preserving isometry of the total spaces:

$$
\tau: S U(2) \rightarrow 2 S(\mathcal{O}(-1))=\{(\ell, h) \in \mathcal{O}(-1):|h|=2\}
$$

Forgetting about the holomorphic structure, we have that $\overline{\mathcal{O}(-1)} \cong \mathcal{O}(1)$ as smooth complex hermitian line bundles over $\mathbb{C P}^{1}$, so that $S U(2)=2 S(\mathcal{O}(-1))$ and $2 S(\overline{\mathcal{O}(1)})$ are isomorphic as oriented Riemannian manifolds, and the same for $2 S(\overline{\mathcal{O}(1)})$ and $2 S\left(\phi^{*} \overline{\mathcal{O}(-1)}\right)$. Remembering Definition 2.11, we proved the following fact.

Proposition 2.15. There is an isomorphism of oriented Riemannian circle bundles

$$
S U(2) \cong 2 S\left(\mathcal{T}^{\otimes \frac{1}{2}}\right) \rightarrow S^{2}
$$

where the projection map $S U(2) \rightarrow S^{2}$ is given by the action on the north pole $e_{3}=$ $\Phi^{-1}(\infty) \in S^{2}$, as in the diagram (2.2).

Remark 2.16. The total space of $\mathcal{O}(-1)$ is, by definition, the Kähler manifold obtained as the blow-up of $\mathbb{C}^{2}$ at the point 0 . It can be seen that then, in the category of smooth manifolds, $\mathcal{O}(-1)$ is diffeomorphic to $\mathbb{C P}^{2} \backslash\{p t\}$.
2.6. Spin weighted functions. Let $p \in \mathbb{C P}{ }^{1}$ and $v \in \mathcal{T}_{p}^{\otimes \frac{1}{2}} \backslash\{0\}$, then the fiber over $p$ of $\mathcal{T}^{\otimes s}$ is

$$
\mathcal{T}_{p}^{\otimes s}=\left\{\sum_{i} v_{1}^{i} \otimes \cdots \otimes v_{2 s}^{i}, \text { s.t. } v_{j}^{i} \in \mathcal{T}_{p}^{\otimes \frac{1}{2}}\right\}=\{z \cdot v \otimes \cdots \otimes v: z \in \mathbb{C}\}
$$

When $v$ changes: $v^{\prime}=w v$, the vector $v^{\otimes 2 s}=v \otimes \cdots \otimes v$ changes accordingly to:

$$
\left(v^{\prime}\right)^{\otimes 2 s}=w^{2 s} v^{\otimes 2 s}
$$

When $s<0$, the above description still makes sense, if $v^{\otimes(-2 s)} \in \mathcal{T}^{\otimes-\frac{1}{2}}$ is defined as the linear form $\mathcal{T}^{\otimes s} \rightarrow \mathbb{C}$ such that $\left\langle v^{\otimes(-1)}, v\right\rangle=1$, with respect to the duality pairing $\mathcal{T}^{\otimes-s}=\mathcal{T}^{\otimes s^{*}}$.

Remark 2.17. Notice that the coordinates of an element $\tau=z v^{\otimes 2 s}=z^{\prime}\left(v^{\prime}\right)^{\otimes 2 s} \in \mathcal{T}^{\otimes s}$ have spin weight $=-s$ :

$$
z^{\prime}=w^{-2 s} z
$$

indeed "the coordinates of vectors are covectors, hence they belong to the dual bundle". Remark 2.18. In the book [16, p. 287] we see that the transition functions for the bundle $\mathcal{T}^{\otimes s}$ are

$$
\begin{equation*}
f_{R_{2}}(x)=\exp \left(i s \psi_{R_{2} R_{1}}\right) f_{R_{1}}(x) \tag{2.6}
\end{equation*}
$$

where $\psi_{R_{1} R_{2}}$ is the angle between $\frac{\partial}{\partial \varphi_{R_{1}}}$ and $\frac{\partial}{\partial \varphi_{R_{2}}}$, measured in the usual way, from the outside of the sphere, see Remark 2.2.

$$
\frac{\partial}{\partial \varphi_{R_{2}}}=e^{-i \psi_{R_{2} R_{1}}} \frac{\partial}{\partial \varphi_{R_{1}}}
$$

Therefore the rule (2.6) is equivalent to the transition rule for $\left(T S^{2}\right)^{\otimes s}=\mathcal{T}^{\otimes s}$, for any $s \in \mathbb{N}$ :

$$
f_{R_{2}}(x)\left(\frac{\partial}{\partial \varphi_{R_{2}}}\right)^{\otimes s}=f_{R_{1}}(x)\left(\frac{\partial}{\partial \varphi_{R_{1}}}\right)^{\otimes s}
$$

Definition 2.19. We define a Hermitian bundle metric on $\mathcal{T}^{\otimes s}$ such that for any $g \in$ $S U(2)$ we have

$$
\left\|\left(\tau_{g}\right)^{\otimes 2 s}\right\|=\frac{1}{|s|}
$$

for any $s \in \frac{1}{2} \mathbb{Z} \backslash\{0\}$, where $\tau: S U(2) \rightarrow \mathcal{T}^{\otimes \frac{1}{2}}$ is defined as in (2.5).
In this way, the map $\tau^{\otimes 2 s}$ is a $2|s|$-fold covering of the radius $\frac{1}{|s|}$ circle bundle of $\mathcal{T}^{\otimes s}$.

$$
\begin{equation*}
\tau^{\otimes 2 s}: S U(2) \rightarrow \frac{1}{|s|} S\left(\mathcal{T}^{\otimes s}\right)=\left\{v \in \mathcal{T}^{\otimes s}:\|v\|=\frac{1}{|s|}\right\} \tag{2.7}
\end{equation*}
$$

The above map is a principal bundle with respect to the right action of the cyclic subgroup of order $2|s|$ generated by the element $g_{3}\left(\frac{2 \pi}{s}\right) \in S U(2)$, which is the finite group

$$
\begin{aligned}
\sqrt[2 s]{1} & :=\left\{h \in \mathbb{H}: h^{2 s}=1\right\} \\
& =\left\{g_{3}\left(\frac{2 \pi}{s}\right), g_{3}\left(\frac{2 \pi}{s} 2\right), \ldots, g_{3}\left(\frac{2 \pi}{s}(2|s|-1)\right), g_{3}\left(\frac{2 \pi}{s} 2|s|\right)\right\} \cong \mathbb{Z}_{2|s|}
\end{aligned}
$$

By declaring the map (2.7) to be a Riemannian covering (i.e. a covering that is also a Riemannian submersion), we can define a metric on the total space of $\frac{1}{|s|} S\left(\mathcal{T}^{\otimes s}\right)$. We define the resulting Riemannian manifold as

$$
S U(2)^{\otimes 2 s}:=S U(2) / \sqrt[2 s]{1} \cong \frac{1}{|s|} S\left(\mathcal{T}^{\otimes s}\right)
$$

Remark 2.20. As Riemannian manifolds, there is no difference between $S U(2)^{\otimes 2 s}$ and $S U(2)^{\otimes-2 s}$, but they have opposite orientations, since they are the total spaces of a pair of circle bundles over $S^{2}$ that are dual to each other.

Remark 2.21. By definition, $S U(2)^{\otimes 2 s} \rightarrow \mathbb{C P}^{1}$ is a Riemannian circle bundle having fibers of length $\frac{2 \pi}{|s|}$. In particular $S U(2)^{\otimes 2} \cong S O(3)$.

We can in fact extend the commutative diagram in (2.2) to every $s \in \frac{1}{2} \mathbb{Z} \backslash\{0\}$ :


Let $\sigma: S^{2} \rightarrow \mathcal{T}^{\otimes s}$ be a section. Then, obviously, for any point $p \in S^{2}$ and $v \in \mathcal{T}^{\otimes \frac{1}{2}}$, we have

$$
\sigma(p)=z_{\sigma}(p, v) v^{\otimes 2 s}
$$

for some $z_{\sigma}(p, v) \in \mathbb{C}$. A convenient way to understand this $z_{\sigma}(p, v)$ is to observe that for any such $p, v$ there exists a unique $g \in S U(2)$ such that $g \cdot \infty=p$ and $\tau_{g}=v$. It follows that the section $\sigma: S^{2} \rightarrow \mathcal{T}^{\otimes s}$ is uniquely determined by a function $F_{\sigma}: S U(2) \rightarrow \mathbb{C}$ such that

$$
\begin{equation*}
\sigma(g \cdot \infty)=F_{\sigma}(g)\left(\tau_{g}\right)^{\otimes 2 s} \tag{2.8}
\end{equation*}
$$

It is easy to see that a function $F: S U(2) \rightarrow \mathbb{C}$ is associated with a section $\sigma$ of $\mathcal{T}^{\otimes s}$ if and only if

$$
\begin{equation*}
F\left(g \cdot g_{3}(\psi)\right)=F(g) e^{-i s \psi} \tag{2.9}
\end{equation*}
$$

for any $\psi \in \mathbb{R}$. Thus, we have the following well known characterization of spin weighted functions, see $[2,7]$.

Theorem 2.22 (Pull-back Correspondence). Sections of $\mathcal{T}^{\otimes s}$ are in bijections with functions $F: S U(2) \rightarrow \mathbb{C}$ that satisfy the rule (2.9), via the identity (2.8).
Definition 2.23. We say that $F_{\sigma}$ is the pull-back of $\sigma$ (see [2]) and that $F$ has right spin $=-s$.
Remark 2.24. This change of sign in the spin weight is explained by the fact that $F_{\sigma}(g)$ is actually a function that expresses the coordinates (see Remark 2.17) of $\sigma$ in the trivialization of the bundle $\mathcal{T}^{\otimes s}$ determined by $g$.

Corollary 2.25. Sections of $\mathcal{T}^{\otimes s}$ are (particular) functions on $S U(2)^{\otimes 2 s}$.
Definition 2.26. We denote the set of all smooth functions on $S U(2)$ with right spin $=s \in \frac{1}{2} \mathbb{Z}$ as $\mathcal{R}(s)$.

$$
\mathcal{R}(s):=\left\{F \in \mathcal{C}^{\infty}(S U(2)): F\left(g \cdot g_{3}(\psi)\right)=F(g) e^{i s \psi}\right\}
$$

Similarly, the set of functions with left spin $=m \in \frac{1}{2} \mathbb{Z}$ is

$$
\mathcal{L}(m):=\left\{F \in \mathcal{C}^{\infty}(S U(2)): F\left(g_{3}(\psi) \cdot g\right)=e^{i m \psi} F(g)\right\}
$$

We say that a function $F: S U(2) \rightarrow \mathbb{C}$ has pure left spin or pure right spin if it belongs to some of the spaces $\mathcal{L}(m)$ or $\mathcal{R}(s)$, for some $m, s$. We say that $F$ has pure spin if it has both pure left spin and pure right spin.

Theorem 2.22 says that

$$
\mathcal{R}(-s)=\mathcal{C}^{\infty}\left(S^{2} \mid \mathcal{T}^{\otimes s}\right)
$$

Remark 2.27. In terms of the coordinates $\alpha, \beta$, the left and right multiplication by $g_{3}(\psi)$ are given by the following identities:

$$
h(\alpha, \beta) \cdot g_{3}(\psi)=h\left(\alpha e^{i \frac{\psi}{2}}, \beta e^{i \frac{\psi}{2}}\right) ; \quad g_{3}(\psi) \cdot h(\alpha, \beta)=h\left(\alpha e^{i \frac{\psi}{2}}, \beta e^{-i \frac{\psi}{2}}\right)
$$

## 3. Wigner functions

For any $\ell \in \frac{1}{2} \mathbb{N}$, consider the vector space $\mathcal{H}_{\ell}=\mathbb{C}\left[z_{0}, z_{1}\right]_{(2 \ell)}$ as a subspace of $L^{2}(S U(2))$ of complex dimension $2 \ell+1$. The resulting Hilbert product on $\mathcal{H}_{\ell}$ corresponds (up to a constant factor) with the Bombieri-Weyl product, for which an orthonormal basis is given by the rescaled monomials: for any $z=h\left(z_{0}, z_{1}\right) \in S U(2)$,

$$
\psi_{m}^{\ell}(z):=\binom{2 \ell}{\ell+m}^{\frac{1}{2}} z_{0}^{\ell+m} z_{1}^{\ell-m}, \quad m=-\ell, \ell+1, \ldots, \ell \in \frac{1}{2} \mathbb{Z} .
$$

Then we define the extended Wigner function $\hat{D}_{m, s}^{\ell}: \mathbb{H} \rightarrow \mathbb{C}$ on any matrix $h=h(\alpha, \beta) \in$ H by

$$
\sum_{m=-\ell}^{\ell} \psi_{m}^{\ell}(z) \hat{D}_{m, s}^{\ell}(h)=\psi_{s}^{\ell}\left(h^{-1}\left(\begin{array}{cc}
z_{0} & -\overline{z_{1}}  \tag{3.1}\\
z_{1} & \overline{z_{0}}
\end{array}\right)\right)=\left(\bar{\alpha} z_{0}+\bar{\beta} z_{1}\right)^{\ell+s}\left(-\beta z_{0}+\alpha z_{1}\right)^{\ell-s}\binom{2 \ell}{\ell-s}^{\frac{1}{2}}
$$

The (standard) Wigner function is the restriction to $S U(2)$ :

$$
\begin{gathered}
\left.\hat{D}_{m, s}^{\ell}\right|_{S U(2)}=D_{m, s}^{\ell}: S U(2) \rightarrow \mathbb{C} \\
D^{\ell}: S U(2) \rightarrow U(2 \ell+1) ; \quad D^{\ell}(g)=\left(D_{m, s}^{\ell}(g)\right)_{-\ell, \leq m, s \leq \ell}
\end{gathered}
$$

We will also be interested in the columns and rows of $D^{\ell}$, which we will denote as follows.

$$
D_{\bullet, s}^{\ell}, D_{m, \bullet}^{\ell}: S U(2) \rightarrow S^{2 \ell} \subset \mathbb{C}^{2 \ell+1}
$$

Moreover, we define the spaces

$$
\begin{aligned}
& \mathscr{D}_{\bullet, s}^{\ell}:= \operatorname{span}_{\mathbb{C}}\left\{D_{m, s}^{\ell}: m=-\ell, \ldots, \ell\right\} \subset \mathcal{C}^{\infty}(S U(2), \mathbb{C}) ; \\
& \mathscr{D}_{m, \bullet}^{\ell}:=\operatorname{span}_{\mathbb{C}}\left\{D_{m, s}^{\ell}: s=-\ell, \ldots, \ell\right\} \subset \mathcal{C}^{\infty}(S U(2), \mathbb{C}) ; \\
& \mathscr{D}^{\ell}:=\mathscr{D}_{\bullet,-\ell}^{\ell}+\cdots+\mathscr{D}_{\bullet, \ell}^{\ell} \subset \mathcal{C}^{\infty}(S U(2), \mathbb{C}) .
\end{aligned}
$$

3.1. Irreducible representations. Let us consider the pull-back action of $\Theta \in S O(4)$ on $L^{2}(S U(2))$, defined by: $F \mapsto \Theta^{-*} F:=\left(\Theta^{-1}\right)^{*} F=F \circ\left(\Theta^{-1}\right)$. Since $S O(4)=$ $\left\{L_{g_{1}} \circ R_{g_{2}}: g_{1}, g_{2} \in S U(2)\right\}$, we can lift it to an action of $S U(2) \times S U(2)^{12}$. We will use the convention of left actions: the pair $\left(g_{1}, g_{2}\right) \in S U(2) \times S U(2)$ acts on a function $F \in L^{2}(S U(2))$ as $\Theta=L_{g_{1}} \circ R_{g_{2}}^{-1}$, that is:

$$
\left(g_{1}, g_{2}\right) \cdot F=L_{g_{1}}^{-*} \circ R_{g_{2}}^{*} F(z)=F\left(g_{1}^{-1} z g_{2}\right)
$$

[^6]In particular, we have the two different actions of $S U(2) \times 1$ and $1 \times S U(2)$ on $L^{2}(S U(2))$ corresponding to the pull-back of left and right multiplications. We will refer to them as left and right pull-back actions. Moreover, by identifying the subgroup $K:=\left\{g_{3}(\psi): \psi \in\right.$ $[0,4 \pi]\} \subset S U(2)$ with $U(1)$, we see that the pull-back actions restrict to a unitary action of $U(1) \times U(1)$. Clearly, the left and right spin are related to this action, indeed $\mathcal{L}(m) \cap \mathcal{R}(s)$ are invariant subspaces.

The space $\mathcal{H}_{\ell} \subset L^{2}(S U(2))$ is $S U(2) \times 1$ invariant $^{13}$. By definition, the Wigner matrices are the matrices that correspond to such unitary representation of $S U(2)$.

Proposition 3.1. Any unitary irreducible representation of $S U(2)$, is equivalent to one and only one of the Wigner matrices $D^{\ell}: S U(2) \rightarrow U(2 \ell+1)$ for some $\ell \in \frac{1}{2} \mathbb{N}$. In the sense of representation theory this means that the dual of $S U(2)$ is the set

$$
S \hat{U}(2)=\left\{\left(D^{\ell}, \mathbb{C}^{2 \ell+1}\right)\right\}_{\ell \in \frac{1}{2} \mathbb{N}} .^{14}
$$

Proof. See [16, Theorem 3.14].
By the Peter-Weyl theorem [16], the space $L^{2}(S U(2))$ splits as an orthogonal sum of the spaces of matrix coefficients $\mathscr{D}^{\ell}$, which are irreducible spaces for the whole pull-back action, i.e. the action of $S O(4)$. The Peter-Weyl theorem asserts that, in fact, each of the spaces $\mathscr{D}^{\ell}$ splits again into the spaces of columns coefficients $\mathscr{D}_{\bullet}^{\ell}, s$, which are irreducible for the left pull-back action of $S U(2) \times 1$ and give equivalent unitary representations. Finally, the space $\mathscr{D}_{\bullet, s}^{\ell}$ is $U(1) \times 1$ invariant and thus it splits again into irreducible subspaces for such circle action. Since $U(1)$ is abelian, its irreducible representations are forced to be 1-dimensional, thus we conclude that there exists an orthonormal basis of $\mathscr{D}_{\bullet, s}^{\ell}$ consisting of functions with pure left spin. Notice that the monomials are special as a basis of $\mathcal{H}_{\ell}$, in that $\psi_{m}^{\ell} \in \mathcal{L}(m)$. The consequence of this choice of basis is that the coefficients of the corresponding matrix representation have pure right spin, and precisely $D_{m, s}^{\ell} \in \mathcal{R}(-s):$
$\sum_{m} \psi_{m}^{\ell}(z) D_{m, s}^{\ell}\left(g \cdot g_{3}(\psi)\right)=\psi_{s}^{\ell}\left(g_{3}(\psi)^{-1} g^{-1} z\right)=e^{-i s \psi} \psi_{s}^{\ell}\left(g^{-1} z\right)=\sum_{m} \psi_{m}^{\ell}(z) D_{m, s}^{\ell}(g) e^{-i s \psi}$.
Then, from unitarity $D(g)_{m, s}^{\ell}=\overline{D_{s, m}^{\ell}\left(g^{-1}\right)}$, we deduce that $D_{m, s}^{\ell} \in \mathcal{L}(-m) \cap \mathcal{R}(-s)$, hence the orthonormal basis of pure spin functions for $\mathscr{D}_{\bullet, s}^{\ell}$ is indeed given by the Wigner functions $D_{m, s}^{\ell}$. Moreover, by Schur's orthogonality relations (see [16]), we deduce that, with respect to the metric $S U(2)=2 S^{3}$, we have

$$
\left\|D_{m, s}^{\ell}\right\|_{L^{2}(S U(2))}^{2}=\frac{\operatorname{vol}(S U(2))}{2 \ell+1}=\frac{16 \pi^{2}}{2 \ell+1}
$$

The first part of Theorem 1.3 follows from the next proposition.
Proposition 3.2. We have the following orthogonal decompositions of $L^{2}(S U(2))$.

(1) The space $\mathscr{D}^{\ell}$ is irreducible for $S O(4)$;
(2) The space $\mathscr{D}_{\bullet, s}^{\ell}$ is irreducible for the action of $S U(2) \times U(1)$;
(3) The space $\mathscr{D}_{m, \bullet}^{\ell}$ is irreducible for the action of $U(1) \times S U(2)$;

[^7](4) $D_{m, s}^{\ell} \in \mathcal{L}(-m) \cap \mathcal{R}(-s)$ has left spin $=-m$ and right spin $=-s$.

Remark 3.3. In the literature, one might find different conventions for the definitions of $D_{m, s}^{\ell}$. Anyway, the above decomposition characterizes the functions $D_{m, s}^{\ell}$ up to multiplication by a phase. The additional requirement that $D_{m, s}^{\ell}\left(g_{2}(\theta)\right) \in \mathbb{R}$, which is true in the case of this paper, determines them uniquely up to a sign.

We report an additional property of the functions $D_{m, s}^{\ell}$. The Proposition below is not new, see [20, Equation (2)].

Proposition 3.4. For any $m, s, \ell$ and $g \in S U(2)$, we have

$$
\overline{D_{m, s}^{\ell}(g)}=D_{m, s}^{\ell}(\bar{g})=D_{-m,-s}^{\ell}(g)(-1)^{2 \ell+m-s} .
$$

Proof. For the first identity, observe that $\overline{\psi_{s}^{\ell}(z)}=\psi_{s}^{\ell}(\bar{z})$, so that by taking the conjugate in (3.1) we have

$$
\sum_{m} \psi_{m}^{\ell}(\bar{z}) \overline{D_{m, s}^{\ell}(g)}=\psi_{s}^{\ell}\left(\bar{g}^{-1} \bar{z}\right)=\sum_{m} \psi_{m}^{\ell}(\bar{z}) D_{m, s}^{\ell}(\bar{g}) e^{-i s \psi}
$$

To prove the second identity, we use the fact that for all $z=h\left(z_{0}, z_{1}\right) \in \mathbb{H}$, we have

$$
\psi_{s}^{\ell}\left(g_{2}(\pi)^{-1} z\right)=\left(z_{1}\right)^{\ell+s}\left(-z_{0}\right)^{\ell-s}\binom{2 \ell}{\ell+s}^{\frac{1}{2}}=(-1)^{\ell-s} \psi_{-s}^{\ell}(z)
$$

Thus, $D_{m, s}^{\ell}\left(g_{2}(\pi)\right)=\delta_{-m, s}(-1)^{\ell+m}$. From this, by using the representation of $g \in S U(2)$ via Euler angles, as in (2.4), $g=g_{3}(\phi) g_{2}(\theta) g_{3}(\psi)$ and the fact that $D_{m, s}^{\ell}$ have pure left and right spin, we obtain

$$
\begin{gathered}
D_{m, s}^{\ell}(\bar{g})=e^{i m \phi} D_{m, s}^{\ell}\left(g_{2}(\pi+\theta-\pi)\right) e^{i s \psi}=e^{i m \phi} \sum_{a, b} D_{m, a}^{\ell}\left(g_{2}(\pi)\right) D_{a, b}^{\ell}\left(g_{2}(\theta)\right) D_{b, s}^{\ell}\left(g_{2}(-\pi)\right) e^{i s \psi}=\ldots \\
\cdots=e^{i m \phi} \sum_{a, b} \delta_{-m, a}(-1)^{\ell+m} D_{a, b}^{\ell}\left(g_{2}(\theta)\right) \delta_{s,-b}(-1)^{(\ell-s)} e^{i s \psi}=\ldots \\
\cdots=(-1)^{2 \ell+m-s} e^{i m \phi} D_{-m,-s}^{\ell}\left(g_{2}(\theta)\right) e^{i s \psi}=(-1)^{2 \ell+m-s} D_{-m,-s}^{\ell}(g)
\end{gathered}
$$

3.2. Laplacians. The above decomposition of $L^{2}(S U(2))$ can be also seen as a consequence of the decomposition of the Laplacian into a vertical and a horizontal part, in the sense of [4]. Indeed the map

$$
\cdot \infty: S U(2) \rightarrow S^{2}
$$

is a Riemannian submersion with totally geodesic fibers (its fibers are big circles in $2 S^{3}$ ) and therefore the Laplace-Beltrami operator can be written as a sum of two commuting self-adjoint operators:

$$
\begin{equation*}
\Delta_{S U(2)}=\Delta_{h}+\Delta_{v} \tag{3.2}
\end{equation*}
$$

Following [4], the vertical Laplacian $\Delta_{v}$ is defined as the Laplace-Beltrami operator of the fibers of $\cdot \infty$. In our conventions, it corresponds to second derivative with respect to the Euler angle $\psi$ :

$$
\Delta_{v} F(g):=\left.\frac{d^{2}}{d \psi^{2}}\right|_{\psi=0} F\left(g \cdot g_{3}(\psi)\right)
$$

while $\Delta_{h}$ is defined by the identity (3.2). Clearly, functions with pure right spin are eigenfunctions of $\Delta_{v}$, indeed

$$
\operatorname{ker}\left(\Delta_{v}+s^{2}\right)=\mathcal{R}(s)+\mathcal{R}(-s)
$$

What's most remarkable about the decomposition (3.2) is that $\Delta_{h}$ and $\Delta_{v}$ commute (this is proved in [4, Theorem 1.5]). This implies that there exists an orthogonal decomposition of $L^{2}(S U(2))$ into common eigenspaces of $\Delta_{S U(2)}, \Delta_{v}$ and $\Delta_{h}$ (it is sufficient to find a Hilbert basis of common eigenfunctions for $\Delta_{S U(2)}$ and $\Delta_{v}$, that is [4, Proposition 1.3]).

By the following observation, we conclude that such common eigenspaces are exactly the spaces of column coefficients of the Wigner matrices.
Proposition 3.5. Both components of the function $\hat{D}_{m, s}^{\ell}: \mathbb{H}=\mathbb{R}^{4} \rightarrow \mathbb{R}^{2}=\mathbb{C}$ are homogenous real harmonic polynomials ${ }^{15}$ of degree $2 \ell$. Therefore, under the normalization

$$
\phi_{m, s}^{\ell}:=\frac{\sqrt{2 \ell+1}}{4 \pi} D_{m, s}^{\ell}
$$

the collection $\phi_{m, s}^{\ell}$, for all $\ell, m, s \in \frac{1}{2} \mathbb{N}$ with $-\ell \leq m, s \leq \ell$, form an orthonormal basis of $L^{2}(S U(2))$ of spherical harmonics on $S U(2)=2 S^{3}$, i.e. eigenfunctions of $\Delta_{S U(2)}$, with eigenvalue $-\frac{1}{2} \ell(2 \ell+2)$.

This, combined with Proposition 3.2, completes the proof of Theorem 1.3.
Remark 3.6. To obtain the so-called spin weighted spherical harmonics $Y_{m, s}^{\ell}$ one has to normalize $D_{m, s}^{\ell}$ as a section of $\mathcal{T}^{\otimes s}$, in which case the $L^{2}$ norm is given by integrating on the sphere $S^{2}$. Thus they are obtained by multiplying $\phi_{m, s}^{\ell}$ by the square root of the length of the fiber of $S U(2) \rightarrow S^{2}$, which is $4 \pi$ :

$$
Y_{m, s}^{\ell}=\sqrt{\frac{2 \ell+1}{4 \pi}} D_{m, s}^{\ell}
$$

Here, $D_{m, s}^{\ell}$ is interpreted as a spin $s$ function on $S^{2}$, i.e. a section of $\mathcal{T}^{\otimes s} \rightarrow S^{2}$ via the Pull-back Correspondence, see Theorem 2.22 .
Proof. It is clear by the definitions (3.1) that the Wigner function $D_{m, s}^{\ell}$ is a homogeneous polynomials with complex coefficients of degree $2 \ell$ in the variables $\alpha, \bar{\alpha}, \beta, \bar{\beta}$. It follows that its real and imaginary parts are real homogeneous polynomials of degree $2 \ell$ in the real coordinates of $\mathbb{H}=\mathbb{R}^{4}$. The Laplacian of $\mathbb{H}=\mathbb{C}^{2}$, with the metric $\langle\cdot, \cdot\rangle_{\boldsymbol{H}}=4\langle\cdot, \cdot\rangle_{\mathbb{R}^{4}}$ is the operator

$$
\Delta_{H}=\frac{1}{4} \Delta_{\mathbb{R}^{4}}=\frac{1}{4} \frac{\partial}{\partial \alpha} \frac{\partial}{\partial \bar{\alpha}}+\frac{1}{4} \frac{\partial}{\partial \beta} \frac{\partial}{\partial \bar{\beta}}: \mathcal{C}^{\infty}(\mathbb{H}, \mathbb{C}) \rightarrow \mathcal{C}^{\infty}(\mathbb{H}, \mathbb{C}) \cdot{ }^{16}
$$

By noticing that $\psi_{m}^{\ell}(z)$ is holomorphic, i.e. it can be written as a polynomial in $z_{0}$ and $z_{1}$, where $z=h\left(z_{1}, z_{2}\right)$, we can conclude by proving the following Lemma.
Lemma 3.7. If $F(z)=f\left(z_{0}, z_{1}\right)$ is holomorphic, then the function $\phi_{z}: \mathbb{H} \rightarrow \mathbb{C}$, such that $(\alpha, \beta) \mapsto F\left(h(\alpha, \beta)^{-1} z\right) \in \mathbb{C}$, is harmonic for every $z \in \mathbb{H}$, that is $\Delta_{\mathbb{H}} \phi_{z}=0$.

Let $z=h\left(z_{0}, z_{1}\right)$ and $h=h(\alpha, \beta)$, so that

$$
\begin{aligned}
\phi_{z}(\alpha, \beta) & =F\left(h(\alpha, \beta)^{-1} h\left(z_{0}, z_{1}\right)\right)= \\
& =F\left(\left(\begin{array}{cc}
\bar{\alpha} & -\beta \\
\bar{\beta} & \alpha
\end{array}\right)\left(\begin{array}{cc}
z_{0} & -\overline{z_{1}} \\
z_{1} & \overline{z_{0}}
\end{array}\right)\right)=f\left(\bar{\alpha} z_{0}-\beta z_{1}, \bar{\beta} z_{0}+\alpha z_{1}\right)
\end{aligned}
$$

[^8]Then

$$
\begin{aligned}
& 4 \Delta_{\text {Н }} \phi_{z}(\alpha, \beta)= \\
& =\frac{\partial}{\partial \alpha} \frac{\partial}{\partial \bar{\alpha}}+\frac{\partial}{\partial \beta} \frac{\partial}{\partial \bar{\beta}} f\left(\bar{\alpha} z_{0}-\beta z_{1}, \bar{\beta} z_{0}+\alpha z_{1}\right)= \\
& = \\
& \left.=z_{0} z_{1}\left(\frac{\partial f}{\partial z_{0}}\right)\left(\bar{\alpha} z_{0}-\beta z_{1}, \bar{\beta} z_{0}+\alpha z_{1}\right)\right)+\frac{\partial}{\partial \beta}\left(z_{0}\left(\frac{\partial f}{\partial z_{1}}\right)\left(\bar{\alpha} z_{0}-\beta z_{1}, \bar{\beta} z_{0}+\alpha z_{1}\right)\right) \\
& =\left(\bar{\alpha} z_{0}-\beta z_{1}, \bar{\beta} z_{0}+\alpha z_{1}\right)-z_{0} z_{1}\left(\frac{\partial^{2} f}{\partial z_{1} \partial z_{0}}\right)\left(\bar{\alpha} z_{0}-\beta z_{1}, \bar{\beta} z_{0}+\alpha z_{1}\right)=0 .
\end{aligned}
$$

Corollary 3.8. The spaces $\mathscr{D}_{\bullet, s}^{\ell}$ are common eigenspaces of $\Delta_{S U(2)}, \Delta_{v}$ and $\Delta_{h}$ with eigenvalue:

$$
\begin{aligned}
\left.\Delta_{S U(2)}\right|_{\mathscr{D} \ell, s} & =-\frac{1}{2} \ell(2 \ell+2) \\
\left.\Delta_{v}\right|_{\mathscr{D} \ell, s} ^{\ell} & =-s^{2} \\
\left.\Delta_{h}\right|_{\mathscr{D} \ell, s} & =-\frac{1}{2} \ell(2 \ell+2)+s^{2}=-(\ell-s)(\ell+s+1)-s
\end{aligned}
$$

In terms of the Laplacian defined in terms of the spin raising and spin lowering operators, it was proved in by Newman and Penrose [18] (see also [7, 8, 16]) that the Wigner functions are eigenfunctions of the self-adjoint operator $\delta \overline{\bar{\delta}}: \mathcal{R}(-s) \rightarrow \mathcal{R}(-s)$ :

$$
\partial \bar{\delta} D_{m, s}^{\ell}=-(\ell-s)(\ell+s+1) D_{m, s}^{\ell}
$$

Notice also that $\mathcal{R}(-s)=\operatorname{ker}\left(\frac{d}{d \psi}+i s\right)$. Thus, we obtain the formulas (1.6) and (1.9):

$$
\Delta_{S U(2)}=\check{ } \overline{\bar{\varnothing}}+\frac{d^{2}}{d \psi^{2}}-i \frac{d}{d \psi} ; \quad \Delta_{h}=\precsim \bar{\varnothing}-i \frac{d}{d \psi}
$$

3.3. Random Wigner matrices. In this section we will think the group $S U(2)$ as a probability space, with the volume measure $\mu$ of $2 S^{3}$ normalized to 1 . Using the notation of random elements, we will write $\gamma$ for a random element of $S U(2)$ such that for every measurable subset $A \subset S U(2)$ and measurable function $F: S U(2) \rightarrow \mathbb{R}$,

$$
\mathbb{P}\{\gamma \in A\}=\frac{\operatorname{vol}(A)}{\operatorname{vol}(S U(2))} ; \quad \mathbb{E}\{F(\gamma)\}=\frac{1}{\operatorname{vol}(S U(2))} \int_{S U(2)} F(g) d \mu(g)
$$

In other words, $\gamma$ is a random variable with values in $S U(2)$ whose law is the Haar probability measure of $S U(2)$. This is just a convenient notation.

Let $\langle v, w\rangle=\bar{v}^{T} w$ be the Hermitian product of $\mathbb{C}^{2 \ell+1}$, then the real part $\Re\langle w, v\rangle$ is the standard Euclidean product, under the identification $\mathbb{C}^{2 \ell+1}=\mathbb{R}^{2(2 \ell+1)}$. The unitarity of the representation $D^{\ell}$ means that the matrices $D^{\ell}(g)$ act on $\mathbb{C}^{2 \ell+1}$ as unitary operators. Thus, in particular, they preserves all spheres $r S^{4 \ell+1}$.

By means of the homomorphism map $D^{\ell}: S U(2) \rightarrow U(2 \ell+1)$, we get a collection of random matrices $D^{\ell}(\gamma)$, for all $\ell \in \frac{1}{2} \mathbb{N}$ such that

$$
\left(D^{\ell}(\gamma)\right)_{\ell \in \frac{1}{2} \mathbb{N}} \stackrel{\text { law }}{=}\left(D^{\ell}(g) D^{\ell}(\gamma)\right)_{\ell \in \frac{1}{2} \mathbb{N}}
$$

and for each $v \in S^{4 \ell+1}$, there is a collection of random vectors in $S\left(\mathbb{C}^{2 \ell+1}\right)=S^{4 \ell+1}$, for all $\ell \in \frac{1}{2} \mathbb{N}$.
Definition 3.9. $\gamma_{v}^{\ell}:=D^{\ell}(\gamma) v$ for every $v \in S^{4 \ell+1}$.

The random vector $\gamma_{v}$ is supported on the orbit of $v$ under the action of $S U(2)$, that is the set

$$
O^{\ell}(v):=\left\{D^{\ell}(g) v \in \mathbb{C}^{2 d+1}: g \in S U(2)\right\},
$$

and its law is invariant by the unitary transformations of the form $D^{\ell}(g)$, for every $g \in S U(2)$. By the theory of smooth group actions (see [12]), $O^{\ell}(v)$ is a smooth embedded submanifold of $S^{4 \ell+1}$ and the canonical map

$$
\begin{equation*}
D^{\ell}(\cdot) v: S U(2) \rightarrow S U(2) / H^{\ell}(v) \cong O^{\ell}(v) \tag{3.3}
\end{equation*}
$$

is a principal bundle, whose structure group $H^{\ell}(v):=\left\{g \in S U(2): D^{\ell}(g) v=v\right\}$ is the isotropy subgroup of $v$. Notice that this implies that the law of $\gamma_{v}$ is equivalent to that of $D^{\ell}(g) \gamma_{v}$ for any $g \in S U(2)$, therefore it coincides with the normalized Riemannian volume measure of $O^{\ell}(v) \subset S^{4 \ell+1}$.

Proposition 3.10. The random vectors $\gamma_{v}$ are centered: $\mathbb{E}\left\{\gamma_{v}\right\}=0$ for all $\ell \neq 0$, while $\gamma_{v}=v$ is constant if $\ell=0$. Their correlation is characterized by the following identities. For every $v, w \in \mathbb{C}^{2 \ell+1}$ and $v^{\prime}, w^{\prime} \in \mathbb{C}^{2 \ell^{\prime}+1}$, we have

$$
\begin{equation*}
\bar{w}^{T} K^{\ell}\left(v, v^{\prime}\right) w:=\mathbb{E}\left\{\overline{\left\langle\gamma_{v}, w\right\rangle}\left\langle\gamma_{v^{\prime}}, w^{\prime}\right\rangle\right\}=\delta_{\ell, \ell^{\prime}} \frac{\overline{\left\langle v, v^{\prime}\right\rangle}\left\langle w, w^{\prime}\right\rangle}{2 \ell+1} . \tag{3.4}
\end{equation*}
$$

Proof. Clearly, the vector $e=\mathbb{E}\left\{\gamma_{v}\right\}$ generates an invariant subspace of $\mathbb{C}^{2 \ell+1}$, thus $e=0$, because of the irreducibility of $D^{\ell}$, except in the case $\ell=0$, where $D^{0}(g)=1$. The identities (3.4) are just a reformulation of the Schur's orthogonality relations, see [16]. We repeat the proof here, since this result will be of fundamental importance for the rest of the paper. Let us define $K\left(v, v^{\prime}\right): \mathbb{C}^{2 \ell^{\prime}+1} \rightarrow \mathbb{C}^{2 \ell+1}$ to be the (complex) linear operator

$$
K\left(v, v^{\prime}\right)(w)=\mathbb{E}\left\{\gamma_{v}\left(\overline{\gamma_{v^{\prime}}}\right)^{T}\right\} w
$$

Then $K\left(v, v^{\prime}\right)$ intertwines the two unitary representations $D^{\ell}$ and $D^{\ell^{\prime}}$ :

$$
\begin{gathered}
K\left(v, v^{\prime}\right)\left(D^{\ell^{\prime}}(g) w\right)=\mathbb{E}\left\{\gamma_{v}\left(\left(\overline{\gamma_{v^{\prime}}}\right)^{T} D^{\ell^{\prime}}(g) w\right)\right\}=\ldots \\
\cdots=\mathbb{E}\left\{\gamma_{v}\left(w^{T} D^{\ell^{\prime}}(g)^{T} \overline{\gamma_{v^{\prime}}}\right)\right\}=\mathbb{E}\left\{\gamma_{v} w^{T} \overline{D^{\ell^{\prime}}\left(g^{-1}\right)} \overline{\gamma_{v^{\prime}}}\right\}=\ldots
\end{gathered}
$$

and using the $D$-invariance of the collection $\gamma_{v}$, we have

$$
\cdots=\mathbb{E}\left\{D^{\ell}(g) \gamma_{v} w^{T} \overline{D^{\ell^{\prime}}\left(g^{-1}\right) D^{\ell^{\prime}}(g) \gamma_{v^{\prime}}}\right\}=D^{\ell}(g) \mathbb{E}\left\{\gamma_{v}\left(\overline{\gamma_{v^{\prime}}}\right)^{T}\right\} w=D^{\ell}(g) K\left(v, v^{\prime}\right) w
$$

By Schur's lemma (see [16]), the operator $K\left(v, v^{\prime}\right)$ is certainly equal to 0 if $\ell \neq \ell^{\prime}$, because it intertwines two non equivalent irreducible representations. If $\ell=\ell^{\prime}$ and $i=0$, then $K\left(v, v^{\prime}\right)$ is an endomorphism of $\mathbb{C}^{2 \ell+1}$, thus it has an eigenvalue. By Schur's lemma (or rather, its proof) again, the relative eigenspace is invariant, hence it must be the whole space, so that we conclude that there exists $\lambda \in \mathbb{C}$ such that

$$
K\left(v, v^{\prime}\right)=\lambda \mathbb{1} .
$$

Now, $\lambda$ can be computed, by taking the trace.

$$
\lambda(2 \ell+1)=\operatorname{tr}\left(K\left(v, v^{\prime}\right)\right)=\mathbb{E}\left\{\operatorname{tr}\left(\gamma_{v}\left(\overline{\gamma_{v^{\prime}}}\right)^{T}\right)\right\}=\mathbb{E}\left\{\operatorname{tr}\left(\left(\overline{\gamma_{v^{\prime}}}\right)^{T} \gamma_{v}\right)\right\}=\mathbb{E}\left\{\left\langle\gamma_{v^{\prime}}, \gamma_{v}\right\rangle\right\}=\left\langle v^{\prime}, v\right\rangle
$$

We are now ready to give the proof of Theorem 1.11.

Proof of Theorem 1.11. The first identities (1.7) follows directly from Theorem 3.10, when $w=e_{m}, v=e_{s} \in \mathbb{C}^{2 \ell+1}$ and $w^{\prime}=e_{m^{\prime}}, v^{\prime}=e_{s^{\prime}} \in \mathbb{C}^{2 \ell^{\prime}+1}$ are the vectors of the canonical basis. The second identities (1.8) are deduced from the first, via Proposition 3.4

$$
\mathbb{E}\left\{D_{m, s}^{\ell}(\gamma) D_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}(\gamma)\right\}=\mathbb{E}\left\{D_{m, s}^{\ell}(\gamma)\left(\overline{D_{-m^{\prime},-s^{\prime}}^{\ell^{\prime}}(\gamma)}\right)\right\}(-1)^{2 \ell+m^{\prime}-s^{\prime}}
$$

Remark 3.11. Notice that each of the random functions $D_{m, s}^{\ell}(\gamma)$ is circularly symmetric, for all $(m, s) \neq(0,0)$, while $D_{0,0}^{\ell}(\gamma) \in \mathbb{R}$. However, this is not true for the law of the whole collection of random variables $\left(D_{m, s}^{\ell}(\gamma)\right)_{\ell, m, s}$, otherwise the left hand side in the second equation (1.8) would be always $=0$.
3.4. Orbits. The irreducibility of the representation $D^{\ell}: S U(2) \rightarrow U(2 \ell+1)$, can be equivalently expressed by saying that for each $v \in S^{4 \ell+1}$ the orbit $O_{v}^{\ell}$ spans the whole space (it is a consequence of Theorem 3.10):

$$
\operatorname{span}\left(O_{v}^{\ell}\right)=\mathbb{C}^{2 \ell+1}
$$

In fact, a consequence of Proposition 3.5 is that the same property holds for any non negligible subset of $O_{v}^{\ell}$.

Theorem 3.12. Let $A \subset O^{\ell}(v)$ be a measurable subset such that $\operatorname{vol}(A) \neq 0$, then $\operatorname{span}(A)=\mathbb{C}^{2 \ell+1}$.

Proof. Let $w, v \in \mathbb{C}^{2 \ell+1}$, we will show that if $\operatorname{span}(A)$ is contained in $w^{\perp}$, then $\mathbb{P}\left\{\gamma_{v} \in\right.$ $A\}=0$. Let $f: S U(2) \rightarrow \mathbb{R}$ be the function $f: g \mapsto \Re\left(\bar{w}^{T} D^{\ell}(g) v\right) \in \mathbb{R}$. By Theorem 3.5, $f$ is an eigenfunction of $\Delta_{S U(2)}$, therefore its nodal set $f^{-1}(0)$ has Hausdorff dimension $n-1$ (see [6]). Thus we conclude:

$$
\mathbb{P}\left\{\gamma_{v} \in A\right\} \leq \mathbb{P}\left\{\gamma_{v} \in w^{\perp}\right\}=\operatorname{vol}\left(f^{-1}(0)\right)=0
$$

Despite Theorem 3.12, it could be that the homeomorphism type and even the dimension of the orbits $O^{\ell}(v)$ are different for different choices of $v \in S^{4 \ell+1}$. This is what happens for the columns of the matrix $D^{\ell}$, which parametrize the orbits of the canonical basis, i.e. the vectors $e_{s}, s=-\ell, \ldots \ell$ :

$$
\gamma_{e_{s}}=D_{\bullet, s}^{\ell}(\gamma) .
$$

These orbits are special, in that they correspond to the orbits of the monomial basis, under the identification $\mathbb{C}^{2 \ell+1} \cong \mathcal{H}_{\ell}$.

Theorem 3.13. The following holds.
(1) The map (3.3) induces an embedding $S U(2)^{\otimes 2 s} \simeq O^{\ell}\left(e_{s}\right) \subset S^{4 \ell+1}$ for all $s \in$ $\{-\ell, \ldots \ell\} \backslash\{0\}$.
(2) For $s=0$ there are two cases: if $\ell \in 2 \mathbb{N}$, then $S^{1} \simeq O^{\ell}\left(e_{0}\right)$; while $S^{2} \simeq O^{\ell}\left(e_{0}\right)$ otherwise.
(3) The above map descends to a smooth map of the sphere $S^{2}$ in $\mathbb{C P}^{2 \ell}$, which is an embedding, except in the case $\ell \in 2 \mathbb{N}$ and $s=0$.
(4) For almost every $v \in S^{4 \ell+1}$, the orbit $O^{\ell}(v)$ is diffeomorphic to $S U(2)$ when $\ell \notin \mathbb{N}$ and to $S O(3)$ when $\ell \in \mathbb{N} \backslash\{0\}$.

Proof. To prove (1) and (2) it is sufficient to compute the isotropy group of $e_{s}$. Let us take $\mathbb{C}^{2 \ell+1}=\mathcal{H}_{\ell}$, with $e_{s}$ corresponding to the monomial $\psi_{s}^{\ell}$. Then the isotropy group of $e_{s}$ is the set of matrices $h(\alpha, \beta) \in S U(2)$ such that

$$
\begin{equation*}
\left(\bar{\alpha} z_{0}+\bar{\beta} z_{1}\right)^{\ell+s}\left(-\beta z_{0}+\alpha z_{1}\right)^{\ell-s}=z_{0}^{\ell+s} z_{1}^{\ell-s} \tag{3.5}
\end{equation*}
$$

By evaluating the above identity of polynomials at the points $\left(z_{0}, z_{1}\right)=(1,0),(0,1)$, we see that either $\alpha=0$ or $\beta=0$. Now, observe that with $\alpha=0$ (and consequently, $|\beta|=1$ ), the equation (3.5) becomes

$$
(-1)^{\ell-s}(\beta)^{-2 s} z_{1}^{\ell+s} z_{0}^{\ell-s}=z_{0}^{\ell+s} z_{1}^{\ell-s} .
$$

This admits solutions only if $s=0$ and $\ell \in 2 \mathbb{N}$. In the case $\beta=0$, the equation to solve is

$$
\alpha^{-2 s}=1
$$

whose set of solution is, by definition, the subgroup $\sqrt[2 s]{1} \subset S U(2)$. In synthesis we just proved that for all $s \in\{-\ell, \ldots, \ell\} \backslash\{0\}$, the istropy subgroup of $e_{s}$ is

$$
H^{\ell}\left(e_{s}\right)=\sqrt[2 s]{1}
$$

while, for $s=0$, we have two cases:

$$
\begin{gathered}
H^{\ell}\left(e_{0}\right)=\left\{h\left(e^{i \frac{\psi}{2}}, 0\right): \psi \in[0,4 \pi]\right\}, \text { if } \ell \notin 2 \mathbb{N} \\
H^{\ell}\left(e_{0}\right)=\left\{h\left(e^{i \frac{\varphi+\psi}{2}}, e^{i \frac{-\varphi+\psi}{2}}\right): \varphi \in[0,2 \pi], \psi \in[0,4 \pi]\right\}, \text { if } \ell \in 2 \mathbb{N} .
\end{gathered}
$$

Point (3) follows from the fact that $D_{\bullet, s}^{\ell}: S U(2) \rightarrow S^{4 \ell+1}$ is a spin $s$ function, hence it maps the fibers of the circle bundle $S U(2)^{\otimes s} \rightarrow S^{2}$ to fibers of the Hopf fibrations $S^{4 \ell+1} \rightarrow \mathbb{C P}^{2 \ell}$.

Point (4) is a consequence of the so-called Principal Orbit Theorem. In one of its stronger forms, proved in [17], it says that union of orbits that are not maximal, both in the senses maximal dimension and minimal isotropy group, form a subset of codimension 2. Since being an embedding is an open condition, for any point $v$ close enough to $e_{\frac{1}{2}} \in S^{4 \ell+1}$ the orbit is $O^{\ell}(v) \simeq S U(2)$, therefore it is has typical orbit type of the action. In the case $\ell \in \mathbb{N}$ then $s \in \mathbb{N}$ as well and thus every map $D_{\bullet, s}^{\ell}$ descends to a map $S U(2)^{\otimes 2}=S O(3) \rightarrow S^{4 \ell+1}$, so that we can repeat the previous argument, but for $e_{1}$.

## 4. D-invariance

In this section we study collection of vectors in $\mathbb{C}^{2 \ell+1}$ that are invariant under the action of Wigner matrices, with the purpose of applying our results to the spectral coefficients $a_{m, s}^{\ell}$ of the decomposition as in Theorem 1.3. To this end, let us introduce some terminology.

Definition 4.1. We say that a collection of random vectors $\left(v_{i}\right)_{i \in I}$ with $v_{i} \in \mathbb{C}^{2 \ell_{i}+1}$ is strongly $D$-invariant if their joint law is equivalent to that of the collection $\left(D^{\ell_{i}}(g) v_{i}\right)_{i \in I}$ for any $g \in S U(2)$.

Definition 4.2. Two random vectors $V, V^{\prime} \in \mathbb{C}^{N}$ are said to be 2 -weakly equivalent if they have the same expectation: $\mathbb{E}\{V\}=\mathbb{E}\left\{V^{\prime}\right\}$ and the same self-correlation matrices: $\mathbb{E}\left\{V \bar{V}^{T}\right\}=\mathbb{E}\left\{V^{\prime}{\overline{V^{\prime}}}^{T}\right\}$ and $\mathbb{E}\left\{V V^{T}\right\}=\mathbb{E}\left\{V^{\prime}\left(V^{\prime}\right)^{T}\right\}$. In this case, we will write

$$
V \sim_{2-\mathrm{w}} V^{\prime}
$$

Definition 4.3. We say that a collection $\left(V_{i}\right)_{i \in I}$ of random vectors $V_{i} \in \mathbb{C}^{2 \ell_{i}+1}$ is 2 weakly $D$-invariant if for any $i, j$ and $g \in S U(2)$, we have

$$
\left(V_{i}, V_{j}\right) \sim_{2-\mathrm{w}}\left(D^{\ell_{i}}(g) V_{i}, D^{\ell_{j}}(g) V_{j}\right)
$$

Given any collection $\mathcal{V}=\left(V_{i}\right)_{i \in I}$ of random vectors $V_{i} \in \mathbb{C}^{2 \ell_{i}+1}$, there is an easy way to construct a strongly $D$-invariant one, simply by multiplying it by an independent random matrix $D^{\ell}(\gamma)$.

Remark 4.4. The collection $\mathcal{V}=\left(D^{\ell}(\gamma) V_{i}\right)_{i \in I}$ obtained in such way is always strongly $D$-invariant.

In fact, it is almost tautological that any $D$-invariant collections is essentially of this form, since such operation can be seen as a projection on the space of strongly $D$-invariant probability measures. We will not enter into the details of this point of view, but we will give a concrete statement, to be precise.

Theorem 4.5. A collection $\mathcal{V}=\left(V_{i}\right)_{i \in I}$ of random vectors $V_{i} \in \mathbb{C}^{2 \ell_{i}+1}$ is strongly or 2-weakly D-invariant, respectively, if and only if

$$
\left(V_{i}\right)_{i \in I} \stackrel{\text { law }}{=}\left(D^{\ell}(\gamma) V_{i}\right)_{i \in I} \quad \text { or } \quad\left(V_{i}\right)_{i \in I} \sim_{2-w}\left(D^{\ell}(\gamma) V_{i}\right)_{i \in I}
$$

where $\gamma \in S U(2)$ is a random element independent from $\mathcal{V}$, in the sense of Section 3.3.
Proof. The if part of the statement simply follows from Remark 4.4, hence it is sufficient to show the only if statement. Let us start from the case of strong $D$-invariance. Let $F_{i}: \mathbb{C}^{2 \ell_{i}+1} \rightarrow \mathbb{R}$, for all $i \in I$, be any collection of measurable functions. Then, the strong $D$-invariance yields

$$
\begin{equation*}
\mathbb{E}\left\{F_{i}\left(V_{i}\right)\right\}=\mathbb{E}\left\{F_{i}\left(D^{\ell}(\gamma) V_{i}\right)\right\} \tag{4.1}
\end{equation*}
$$

Therefore the joint distribution of the two collections $\left(V_{i}\right)_{i \in I}$ and $\left(D^{\ell}(\gamma) V_{i}\right)_{i \in I}$ are the same. In the case of a 2-weak $D$-invariant collection, we observe that equation (4.1) holds for all functions $F_{i}$ that are real polynomials of degree at most 2 , which implies that the expectations and the correlation matrices of the two collections $\left(V_{i}\right)_{i \in I}$ and $\left(D^{\ell}(\gamma) V_{i}\right)_{i \in I}$ coincide.

Definition 4.6. For all $\ell \in \frac{1}{2} \mathbb{N}$, we define the matrix $\varepsilon(\ell) \in \mathbb{C}^{(2 \ell+1) \times(2 \ell+1)}$ as follows

$$
\varepsilon(\ell)_{m, m^{\prime}}=\delta_{-m, m^{\prime}}(-1)^{\ell-m}, \quad \text { that is } \quad \varepsilon(\ell)=\left(\begin{array}{ccccc}
\vdots & \vdots & \vdots & \vdots & \\
0 & 0 & 0 & -1 & \\
0 & 0 & 1 & 0 & \ldots \\
0 & -1 & 0 & 0 & \ldots \\
1 & 0 & 0 & 0 & \ldots
\end{array}\right)
$$

where the coordinates are indexed by $m=-\ell,-\ell+1, \ldots, \ell$, so that $\ell-m$ takes all integer values between 0 and $2 \ell+1$.

Theorem 4.7. Let $\mathcal{V}=\left(V_{i}\right)_{i \in I}$ be a 2-weakly invariant collection of random vectors $V_{i} \in \mathbb{C}^{2 \ell_{i}+1}$. Then $\mathbb{E}\left\{V_{i}\right\}=0$, whenever $\ell_{i} \neq 0$ and the correlation structure satisfies the following identities, for all $i, j \in I$.

$$
\begin{align*}
& \mathbb{E}\left\{V_{i}\left(\overline{V_{j}}\right)^{T}\right\}=\frac{\delta_{\ell_{i}, \ell_{j}}}{2 \ell_{i}+1} \mathbb{1}_{\left(2 \ell_{i}+1\right)}\left(\mathbb{E}\left\{\overline{\left\langle V_{i}, V_{j}\right\rangle}\right\}\right) ; \\
& \mathbb{E}\left\{V_{i}\left(V_{j}\right)^{T}\right\}=\frac{\delta_{\ell_{i}, \ell_{j}}}{2 \ell_{i}+1} \varepsilon\left(\ell_{i}\right)\left(\sum_{k=-\ell_{i}}^{\ell_{i}}(-1)^{\ell_{i}+k} \mathbb{E}\left\{\left\langle e_{k}, V_{i}\right\rangle\left\langle e_{-k}, V_{j}\right\rangle\right\}\right) . \tag{4.2}
\end{align*}
$$

In particular, $V_{i}$ and $V_{j}$ are uncorrelated if $\ell \neq \ell^{\prime}$. Moreover, the $m^{\text {th }}$ component of $V_{i}$ is correlated only with the $m^{\text {th }}$ and the $(-m)^{\text {th }}$ components of $V_{j}$ and the correlation depends only on the parity of $\ell-m$. Finally, the variance of each components of $V_{i}$ depends only on $\ell_{i}$.
Proof. Let us denote $V_{i}=V$ and $V_{j}=V^{\prime}$. By Theorem 4.5 we have

$$
\mathbb{E}\left\{V_{i}\left(\overline{V_{j}}\right)^{T}\right\}=\mathbb{E}\left\{D^{\ell}(\gamma) V_{i}\left(\overline{D^{\ell}(\gamma) V_{j}}\right)^{T}\right\}=\mathbb{E}\left\{\gamma_{V}\left(\overline{\gamma_{V^{\prime}}}\right)^{T}\right\}=\ldots
$$

The last expectation is with respect to the independent pair of random variables $\gamma$ and ( $V, V^{\prime}$ ). By taking first the one in $\gamma$ (i.e. using Fubini's theorem), Proposition 3.10 yields

$$
\left.\cdots=\delta_{\ell, \ell^{\prime}} \mathbb{E}\left\{K^{\ell}\left(V, V^{\prime}\right)\right)^{T}\right\}=\delta_{\ell, \ell^{\prime}} \mathbb{E}\left\{\frac{\overline{\left\langle V, V^{\prime}\right\rangle}}{2 \ell+1} \mathbb{1}_{(2 \ell+1)}\right\}
$$

This proves the first of the identities (4.2). To prove the second identity, we use again Theorem 4.5:
$\mathbb{E}\left\{\left\langle e_{m}, V_{i}\right\rangle\left\langle e_{-m^{\prime}}, V_{j}\right\rangle\right\}=\mathbb{E}\left\{\left(D_{m, \bullet}^{\ell}(\gamma)\right)^{T} V\left(D_{m^{\prime}, \bullet}^{\ell^{\prime}}(\gamma)\right)^{T} V^{\prime}\right\}=\mathbb{E}\left\{V^{T} D_{m, \bullet}^{\ell}(\gamma)\left(D_{m^{\prime}, \bullet}^{\ell^{\prime}}(\gamma)\right)^{T} V^{\prime}\right\}=\ldots$
Now, we use the same trick as before and apply the second formula of Theorem 1.11:

$$
\begin{gathered}
\cdots=\mathbb{E}\left\{V^{T}\left(D_{m, \bullet}^{\ell}(\gamma)\left(D_{m^{\prime}, \bullet}^{\ell^{\prime}}(\gamma)\right)^{T}\right) V^{\prime}\right\}=\sum_{k, k^{\prime}} \mathbb{E}\left\{\left\langle e_{k}, V\right\rangle\left(D_{m, k}^{\ell}(\gamma) D_{m^{\prime}, k^{\prime}}^{\ell^{\prime}}(\gamma)\right)\left\langle e_{k^{\prime}}, V^{\prime}\right\rangle\right\}=\ldots \\
\cdots=\sum_{k, k^{\prime}} \mathbb{E}\left\{\left\langle e_{k}, V\right\rangle\left(\frac{\delta_{\ell, \ell^{\prime}} \delta_{-m, m^{\prime}} \delta_{-k, k^{\prime}}(-1)^{2 \ell-m+k}}{2 \ell+1}\right)\left\langle e_{k^{\prime}}, V^{\prime}\right\rangle\right\}=\ldots \\
\cdots=\sum_{k} \mathbb{E}\left\{\left\langle e_{k}, V\right\rangle\left(\frac{\delta_{\ell, \ell^{\prime}} \delta_{-m, m^{\prime}}(-1)^{\ell-m}(-1)^{\ell+k}}{2 \ell+1}\right)\left\langle e_{-k}, V^{\prime}\right\rangle\right\} .
\end{gathered}
$$

## 5. Random spin weighted functions

A random function between two topological space $M, N$ is a measurable function

$$
\Omega \times M \rightarrow N
$$

where $(\Omega, \mathscr{S}, \mathbb{P})$ is a probability space and $M, N$ are endowed with their Borel $\sigma$-algebras. If $X$ is a random function, it is always possible to identify $\Omega$ with the set $N^{M}$ of all functions $\omega: M \rightarrow N$, so that $X(\omega, g)=\omega(g)$, and $\mathcal{S}$ with a $\sigma$-algebra on $N^{M}$ having the property that the evaluation map $N^{M} \times M \ni(\omega, g) \mapsto \omega(g) \in N$ is measurable $\mathcal{S} \otimes \mathcal{B}(M) \rightarrow \mathcal{B}(N)$. This enables us to use a shortened notation $X: M \rightarrow N$. Given a subset $A \subset N^{M}$, we say that $X \in A$ almost surely, if there exists a measurable set $S \subset N^{M}$ such that $A \subset S$ and $\mathbb{P}\{X \in S\}=1$.

A random spin weighted function with spin weight $s$, here called also random spin $s$ function for short, $X_{s}$ is a random section of the $\mathcal{T}^{\otimes s}$ bundle, i.e. a random function

$$
X_{s}: S^{2} \rightarrow \mathcal{T}^{\otimes s}
$$

that is almost surely a section of the bundle $\mathcal{T}^{\otimes s} \rightarrow S^{2}$. By Theorem $2.22, X_{s}$ can be equivalently defined as a (complex) random field, i.e. a random function with values in $\mathbb{C}$

$$
X_{s}: S U(2) \rightarrow \mathbb{C},
$$

such that $X_{s} \in \mathcal{R}(-s)$ almost surely.

We will focus on random fields that are isotropic. This word can be misleading in the case of $S U(2)$, because it can have two different meanings in the common language:

- A random field $X: G \rightarrow \mathbb{C}$ on a group $G$ is said to be isotropic when it is invariant in law under the left pull-back action:

$$
\begin{equation*}
X\left(g^{-1}(\cdot)\right) \stackrel{\text { law }}{=} X(\cdot), \quad \forall g \in G \tag{5.1}
\end{equation*}
$$

- A random function on the sphere $X: S^{3} \rightarrow \mathbb{C}$ is said to be isotropic if it is invariant in law under the pull-back action by elements of the group $S O(4)$ of (orientation preserving) isometries of the sphere: $X(\phi(\cdot)) \sim X(\cdot)$. In the case of $S U(2) \cong 2 S^{3}$, this is equivalent to invariance under both the left and the right pull-back actions:

$$
\begin{equation*}
X\left(g^{-1}(\cdot) g^{\prime}\right) \stackrel{\text { law }}{=} X(\cdot), \quad \forall g, g^{\prime} \in S U(2) \tag{5.2}
\end{equation*}
$$

We see that since $S U(2)$ is both a group and a sphere, the word isotropic can be misleading, therefore we will not use it.

Definition 5.1. Let $X: S U(2) \rightarrow \mathbb{C}$ be any random function. We say that $X$ is left invariant if it satisfies condition (5.1) and right-invariant if it satisfies the analogous condition for the right pull-back action. We say that $X$ is bi-invariant if it satisfies condition (5.2), i.e. if it is both left and right-invariant.

The analogous notions of $n$-weak invariance and invariance for a collection of random fields are considered here as stated in [16, Definition 5.2]. In particular, we will be interested in the weakest among those notions of invariance, which takes into account just the correlation of pairs of variables. We recall it here, for the reader's convenience.
Definition 5.2. A collection of random fields $X^{\ell}: S U(2) \rightarrow \mathbb{C}$, for $\ell \in L$ is said to be 2-weakly (left, right or bi)-invariant if $\mathbb{E}\left|X^{\ell}(g)\right|^{2}<\infty$ for every $\ell \in L$ and $g \in S U(2)$ and if the fields $X^{\ell}$ and $X^{\ell} \circ \phi$ have the same joint moments of order up to 2:

$$
\begin{gathered}
\mathbb{E}\left\{X^{\ell} \circ \phi(g)\right\}=\mathbb{E}\left\{X^{\ell}(g)\right\} \quad \text { and } \\
\left.\mathbb{E}\left\{c^{i}\left(X^{\ell_{1}} \circ \phi\left(g_{1}\right)\right) c^{j}\left(X^{\ell_{2}} \circ \phi\left(g_{2}\right)\right)\right\}=\mathbb{E}\left\{c^{i}\left(X^{\ell_{1}}\left(g_{1}\right)\right) c^{j}\left(X^{\ell_{2}}\left(g_{2}\right)\right)\right)\right\},
\end{gathered}
$$

for every $\ell_{1}, \ell_{2} \in L$, every $i, j \in\{0,1\}$, every $g_{1}, g_{2} \in S U(2)$ and for every $\phi: S U(2) \rightarrow$ $S U(2)$ isometry of type $L_{g}, R_{g}$ or $L_{g} \circ R_{g^{\prime}}$. Here $c: \mathbb{C} \rightarrow \mathbb{C}$ is the complex conjugation $c(z)=\bar{z}$.

By the Stochastic Peter-Weyl theorem [16, Theorem 5.5] and [16, Proposition 5.4], any 2 -weakly left-invariant field is automatically in $L^{2}$ almost surely:

$$
\exists \Omega_{0} \subset \Omega \text { s.t. } \mathbb{P}\left\{\Omega_{0}\right\}=1 \text { and } X(\omega, \cdot) \in L^{2} \text { for every } \omega \in \Omega_{0}
$$

In particular, it can be written in terms of the Hilbert basis (1.3) for some collection of random variables $a_{m, s}^{\ell} \in \mathbb{C}$ :

$$
\begin{equation*}
X(g)=\sum_{\ell, m, s} a_{m, s}^{\ell} \phi_{m, s}^{\ell}(g) \tag{5.3}
\end{equation*}
$$

By Theorem 1.3, the series (5.3) converges almost surely in $L^{2}(S U(2))$ and almost surely pointwise in $\mathbb{C}$, for every $g \in S U(2)$. Let

$$
X^{\ell}:=\sum_{m, s} a_{m, s}^{\ell} \phi_{m, s}^{\ell}: S U(2) \rightarrow \mathbb{C}^{(2 \ell+1) \times(2 \ell+1)}
$$

be the projections of $X$ onto the subspaces $\mathscr{D}^{\ell}$ of matrix coefficients. It follows that if the field $X$ is (2-weakly) left, right or bi invariant, then the collection of fields $X^{\ell}$, for $s \in \frac{1}{2} \mathbb{Z}$ is (2-weakly) left, right or bi invariant as well and viceversa, see [16, Proposition 5.4].

Remarkably, again by [16, Proposition 5.4], the fields $X^{\ell}$ are uncorrelated for different $\ell \in \frac{1}{2} \mathbb{N}$, therefore Theorem 1.2. A further decomposition gives

$$
X_{\bullet, s}^{\ell}:=\sum_{m} a_{m, s}^{\ell} \phi_{m, s}^{\ell} ; \quad X_{m, \bullet}^{\ell}:=\sum_{s} a_{m, s}^{\ell} \phi_{m, s}^{\ell}
$$

The fields $X_{\bullet, s}^{\ell}, X_{m, \bullet}^{\ell}: S U(2) \rightarrow \mathbb{C}^{2 \ell+1}$ are, respectively, the projections of $X$ onto the subspaces $\mathscr{D}_{\bullet, s}^{\ell}$ and $\mathscr{D}_{m, \bullet}^{\ell}$. It follows that if the field $X$ is (2-weakly) left-invariant, then the collection of fields $X_{\bullet, s}^{\ell}$, for $s \in \frac{1}{2} \mathbb{Z}$ is (2-weakly) left-invariant as well. However, the fields $X_{\bullet, s}^{\ell}, X_{\bullet, s^{\prime}}^{\ell}$ need not to be uncorrelated.

Example 5.3. If $X=\sum_{m} a_{m, s}^{\ell} \phi_{m, s}^{\ell}$ is left-invariant, then $X^{\prime}=\sum_{m} a_{m, s}^{\ell}\left(\phi_{m, s}^{\ell}+\phi_{m, s^{\prime}}^{\ell}\right)$ is again left-invariant. In the second case, the corresponding fields $X_{\bullet, s}^{\ell}$ and $X_{\bullet, s^{\prime}}^{\ell}$ are clearly correlated.

The same discussion can be repeated for right-invariance. Notice that the law of $X$ can be thought as the law of the collections of random vectors

$$
a_{\bullet, s}^{\ell}=\left(\begin{array}{c}
a_{-\ell, s}^{\ell} \\
\vdots \\
a_{\ell, s}^{\ell}
\end{array}\right) \in \mathbb{C}^{2 \ell+1} \quad \text { or } \quad a_{m, \bullet}^{\ell}=\left(\begin{array}{c}
a_{m,-\ell}^{\ell} \\
\vdots \\
a_{m, \ell}^{\ell}
\end{array}\right) \in \mathbb{C}^{2 \ell+1}
$$

with $\ell \in \frac{1}{2} \mathbb{N}, m, s=-\ell, \ldots, \ell$, corresponding respectively to the laws of $X_{\bullet, s}^{\ell}$ and $X_{s, \bullet}^{\ell}$. This observation allows us to adopt the point of view of the Section 4 above. The following theorem is similar to [16, Lemma 6.3].

Lemma 5.4. Let $\gamma \in S U(2)$ be a random element distributed with the Haar measure. A square integrable random field $X$ is, respectively, 2-weakly or strongly left-invariant, if and only if the collection of random vectors $\overline{a_{\bullet}^{\ell}, s}$, with $\ell \in \frac{1}{2}$ and $s \in\{-\ell, \ldots, \ell\}$ is 2-weakly or strongly $D$-invariant:

$$
\left(\overline{a_{\bullet, s}^{\ell}}\right)_{\ell, s} \sim_{2-w} \text { or } \stackrel{\text { law }}{=}\left(D^{\ell}(\gamma) \overline{a_{\bullet, s}}\right)_{\ell, s}
$$

Similarly, if $X$ is 2-weakly or strongly right-invariant, then the collection of random vectors $\left(a_{m, \bullet}^{\ell}\right)_{\ell, m}$ is 2 -weakly or strongly $D$-invariant:

$$
\left(a_{m, \bullet}^{\ell}\right)_{\ell, m} \sim_{2-w} \text { or } \stackrel{l a w}{=}\left(D^{\ell}(\gamma) a_{m, \bullet}^{\ell}\right)_{\ell, m} .
$$

Proof. We have for any $g, z \in S U(2)$ :

$$
X_{\bullet, s}^{\ell}\left(g^{-1} z\right)=\left(a_{\bullet, s}^{\ell}\right)^{T} \phi_{\bullet, s}^{\ell}\left(g^{-1} z\right)=\left(a_{\bullet, s}^{\ell}\right)^{T} D^{\ell}\left(g^{-1}\right) \phi_{\bullet, s}^{\ell}(z)=\left(\overline{D^{\ell}(g)} a_{\bullet, s}^{\ell}\right)^{T} \phi_{\bullet, s}^{\ell} .
$$

Similarly, from the point of view of the right pull back action:

$$
X_{m, \bullet}^{\ell}(z g)=\left(\phi_{m, \bullet}^{\ell}(z)\right)^{T} a_{m, \bullet}^{\ell}(z g)=\left(\phi_{m, \bullet}^{\ell}(z)\right)^{T} D^{\ell}(g) a_{m, \bullet}^{\ell} \bullet(z)
$$

because $\phi_{m, \bullet}^{\ell}$ is the $m^{t h}$ row of the matrix $\phi^{\ell}$. We conclude the proof by an application of Theorem 4.5.

Example 5.5. We leave to the reader to check that, in particular, if $a_{m, s}^{\ell}=D_{s, m}^{\ell}(\gamma)=$ $\overline{D_{m, s}^{\ell}\left(\gamma^{-1}\right)}$, then the field $X_{\bullet, s}^{\ell}$ is strongly left-invariant, $X_{m, \bullet}^{\ell}$ is strongly right-invariant and $X^{\ell}$ is strongly bi-invariant.

We immediately get the following Corollary.

Corollary 5.6. Let $\gamma \in S U(2)$ be a random element distributed with the Haar measure. A square integrable random field $X$ is, respectively, 2-weakly or strongly left-invariant, if and only if

$$
X(\cdot) \sim_{2-w} \text { or } \stackrel{\text { law }}{=} X(\gamma(\cdot))
$$

It is, respectively, 2-weakly or strongly right-invariant, if and only if

$$
X(\cdot) \sim_{2-w} \text { or } \stackrel{l a w}{=} X((\cdot) \gamma)
$$

Moreover, this proves the first part of Theorem 1.4.
Theorem 5.7. Let $X: S U(2) \rightarrow \mathbb{C}$ be a 2 -weakly left-invariant random field. Then $\mathbb{E}\left\{a_{m, s}^{\ell}\right\}=0$ whenever $\ell \neq 0$. Moreover, the random variables $a_{m, s}^{\ell}$ have the following correlation structure:

$$
\mathbb{E}\left\{\overline{\left(a_{m, s}^{\ell}\right)} a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right\}=\delta_{m, m^{\prime}} \frac{\delta_{\ell, \ell^{\prime}}}{2 \ell+1} \mathbb{E}\left\{\left\langle X_{\bullet, s}^{\ell}, X_{\bullet, s^{\prime}}^{\ell}\right\rangle_{L^{2}(S U(2))}\right\}
$$

In particular, the variance of $a_{m, s}^{\ell}$ does not depend on $m$. Furthermore:

$$
\begin{equation*}
\mathbb{E}\left\{a_{m, s}^{\ell}\left(a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right)\right\}=\delta_{-m, m^{\prime}}(-1)^{\ell-m} \frac{\delta_{\ell, \ell^{\prime}}}{2 \ell+1}\left(\sum_{k=-\ell}^{\ell}(-1)^{\ell+k} \mathbb{E}\left\{a_{k, s}^{\ell}\left(a_{-k, s^{\prime}}^{\ell}\right)\right\}\right) \tag{5.4}
\end{equation*}
$$

Proof. A combination of Lemma 5.4 and Theorem 4.7 gives the thesis.
By repeating the same arguments, we obtain an analogous statement for right-invariant random fields.

Theorem 5.8. Let $X: S U(2) \rightarrow \mathbb{C}$ be a 2 -weakly right-invariant random field. Then $\mathbb{E}\left\{a_{m, s}^{\ell}\right\}=0$ whenever $\ell \neq 0$. Moreover, the random variables $a_{m, s}^{\ell}$ have the following correlation structure:

$$
\mathbb{E}\left\{\overline{\left(a_{m, s}^{\ell}\right)} a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right\}=\delta_{s, s^{\prime}} \frac{\delta_{\ell, \ell^{\prime}}}{2 \ell+1} \mathbb{E}\left\{\left\langle X_{m, \bullet}^{\ell}, X_{m^{\prime}, \bullet}^{\ell}\right\rangle_{L^{2}(S U(2))}\right\}
$$

In particular, the variance of $a_{m, s}^{\ell}$ does not depend on $s$. Furthermore:

$$
\begin{equation*}
\mathbb{E}\left\{a_{m, s}^{\ell}\left(a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right)\right\}=\delta_{-s, s^{\prime}}(-1)^{\ell-s} \frac{\delta_{\ell, \ell^{\prime}}}{2 \ell+1}\left(\sum_{k=-\ell}^{\ell}(-1)^{\ell+k} \mathbb{E}\left\{a_{m, k}^{\ell}\left(a_{m^{\prime},-k}^{\ell}\right)\right\}\right) \tag{5.5}
\end{equation*}
$$

Theorem 5.9. Let $X: S U(2) \rightarrow \mathbb{C}$ be a 2-weakly bi-invariant random field. Then $\mathbb{E}\left\{a_{m, s}^{\ell}\right\}=0$ whenever $\ell \neq 0$. Moreover, the random variables $a_{m, s}^{\ell}$ have the following correlation structure:

$$
\begin{equation*}
\mathbb{E}\left\{\overline{\left(a_{m, s}^{\ell}\right)} a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right\}=\delta_{m, m^{\prime}} \frac{\delta_{\ell, \ell^{\prime}}}{(2 \ell+1)^{2}} \delta_{s, s^{\prime}} \mathbb{E}\left\{\left\|X^{\ell}\right\|_{L^{2}(S U(2))}^{2}\right\} \tag{5.6}
\end{equation*}
$$

In particular, the variance of $a_{m, s}^{\ell}$ depends only $\ell$. Furthermore:

$$
\mathbb{E}\left\{a_{m, s}^{\ell}\left(a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right)\right\}=\delta_{-m, m^{\prime}} \frac{\delta_{\ell, \ell^{\prime}}}{(2 \ell+1)^{2}} \delta_{-s, s^{\prime}}(-1)^{\ell-m}(-1)^{\ell-s} \mathbb{E}\left\{\left\langle\overline{X^{\ell}}, X^{\ell}\right\rangle_{L^{2}(S U(2))}\right\} i^{2 \ell}
$$

Proof. Equation (5.6) follows by the fact that $X$ is both left and right invariant, thus both Theorem 5.7 and Theorem 5.8 hold. To prove the second equation, let us observe that, because of (5.4) and (5.5), we have that there exists a constant $C \in \mathbb{C}$ such that:

$$
\mathbb{E}\left\{a_{m, s}^{\ell} a_{-m,-s}^{\ell}\right\}=C(-1)^{\ell-m}(-1)^{\ell-s}
$$

We find the value of $C$ with the following computation.

$$
\mathbb{E}\left\{\left\langle\overline{X^{\ell}}, X^{\ell}\right\rangle\right\}=\mathbb{E}\left\{\left\langle\sum_{m, s} \overline{a_{m, s}^{\ell} \phi_{m, s}^{\ell}}, \sum_{m^{\prime}, s^{\prime}} \overline{a_{m^{\prime}, s^{\prime}}^{\ell} \phi_{m^{\prime}, s^{\prime}}^{\ell}}\right\rangle\right\}=\ldots
$$

Using Proposition 3.4 this is

$$
\begin{gathered}
\cdots=\sum_{m, m^{\prime}, s, s^{\prime}} \mathbb{E}\left\{\left\langle\overline{a_{m, s}^{\ell}} \phi_{-m,-s}^{\ell}(-1)^{2 \ell+m-s}, a_{m^{\prime}, s^{\prime}}^{\ell} \phi_{m^{\prime}, s^{\prime}}^{\ell}\right\rangle\right\}=\ldots \\
\cdots=\sum_{m, s}(-1)^{2 \ell+m-s} \mathbb{E}\left\{a_{m, s}^{\ell} a_{-m,-s}^{\ell}\right\}=\ldots \\
\cdots=\sum_{m, s}(-1)^{2 \ell+m-s} C(-1)^{\ell-m}(-1)^{\ell-s}=C(2 \ell+1)^{2} i^{2 \ell}
\end{gathered}
$$

5.1. Spectral probability. We use the Hilbert basis formed by the normalized Wigner functions, i.e. the spherical harmonics $\phi_{m, s}^{\ell}$, to define a notion of spin for every $f \in$ $L^{2}(S U(2))$.
Definition 5.10. Let $F \in L^{2}(S U(2))$, and let $\|F\|$ denote its $L^{2}(S U(2))$ norm. There exist coefficients $a_{m, s}^{\ell} \in \mathbb{C}$ such that

$$
F=\sum_{\ell, m, s} a_{m, s}^{\ell} \phi_{s, m}^{\ell}
$$

We define the spectral probability of $F$ to be the probability measure $\Sigma[F]$ on the space $\Lambda=\{(\ell, m, s)\}$ (defined in (1.5)) such that

$$
\Sigma[F](\{(\ell, m, s)\}):=\frac{\left|a_{m, s}^{\ell}\right|^{2}}{\|F\|^{2}}
$$

Similarly, we define the left spin and the right spin of $F$ as the probability measures on $\frac{1}{2} \mathbb{Z}$ such that for every singleton $m, s \in \frac{1}{2} \mathbb{Z}$, we have

$$
\begin{equation*}
L S[F](\{m\}):=\frac{\sum_{\ell, s}\left|a_{m, s}^{\ell}\right|^{2}}{\|F\|^{2}} \quad \text { and } \quad R S[F](\{s\}):=\frac{\sum_{\ell, m}\left|a_{m, s}^{\ell}\right|^{2}}{\|F\|^{2}} \tag{5.7}
\end{equation*}
$$

Moreover, we call bi spin of $F$, the probability on $\frac{1}{2} \mathbb{Z} \times \frac{1}{2} \mathbb{Z}$ defined for every singleton $(m, s)$ as

$$
B S[F](\{(m, s)\}):=\sum_{\ell \in \frac{1}{2} \mathbb{N}} \frac{\left|a_{m, s}^{\ell}\right|^{2}}{\|F\|^{2}}
$$

In particular, a function $F$ has pure right spin $=-s$, and thus it is section of $\mathcal{T}^{\otimes s}$, if and only if $R S[F]$ is the delta measure on $s$ (and similarly in the case of pure left spin).

Let us consider a square integrable random field, i.e. a random function $X: S U(2) \rightarrow$ $\mathbb{C}$, such that $X \in L^{2}(S U(2))$ almost surely, so that

$$
X=\sum_{\ell, m, s} a_{m, s}^{\ell} \phi_{m, s}^{\ell}
$$

Then we define another associated spectral probability on $\Lambda$ :

$$
\Sigma \mathbb{E}[X](\{\ell, m, s\})=\frac{\mathbb{E}\left|a_{m, s}^{\ell}\right|^{2}}{\mathbb{E}\|X\|^{2}}
$$

This has to be compared with the expectation of the random probability $\Sigma[X]$, that is

$$
\mathbb{E} \Sigma[X](\{\ell, m, s\})=\mathbb{E}\left(\frac{\left|a_{m, s}^{\ell}\right|^{2}}{\|X\|^{2}}\right)
$$

Similarly, we define $L S \mathbb{E}[X], R S \mathbb{E}[X]$, and $B S \mathbb{E}[X]$. Thus, we have 2 probability measures on $\Lambda$, that are associated to the random field $X$ and that give a sense of the distribution of the left and right spin of $X$ and of its homogeneous components, i.e of the relative magnitude of the random variables $a_{m, s}^{\ell}$

In general, the probabilities $\Sigma \mathbb{E}[X]$ and $\mathbb{E} \Sigma[X]$ might be different, in that the first takes into account only the correlation structure of the variables $a_{m, s}^{\ell}$, i.e. it depends on the field $X$ up to 2 -weak equivalence. In fact, even less, it just depends on the marginal distributions of the coefficients. For this reason, we will call $\Sigma \mathbb{E}[X]$, the weak spectral probability of $X$. On the other hand, the expected spectral probability $\mathbb{E} \Sigma[X]$ depends on higher moments and on the joint distribution, thus it should be considered as a more descriptive data, thus we call it strong spectral probability of $X$.

Theorem 5.11. Let $X$ be 2-weakly left-invariant random field. Then, the weak spectral measure $\Sigma \mathbb{E}[X]$ is uniform on the sets

$$
\begin{equation*}
\{\ell\} \times\{-\ell, \ldots, \ell\} \times\{s\} \tag{5.8}
\end{equation*}
$$

for all $\ell \in \frac{1}{2} \mathbb{N}$. If $X$ is strongly left-invariant, then the same is true for the strong spectral measure $\mathbb{E} \Sigma[X]$. The analogous statement is true when $X$ is right-invariant, in which case the measure is uniform on the sets of the form

$$
\{\ell\} \times\{m\} \times\{-\ell, \ldots, \ell\}
$$

Proof. From Theorem 5.7 we see that the variance of $a_{m, s}^{\ell}$ does not depend on $m$, when $X$ is 2-weakly left-invariant, which means exactly that $\Sigma \mathbb{E}[X](\ell, m, s)$ is uniform on sets of the form (5.8) In case $X$ is strongly left-invariant, we have that the field

$$
Y=\frac{1}{\|X\|} X
$$

is again strongly left-invariant. Therefore we can apply the first part of the theorem to it, but in this case

$$
L S \mathbb{E}[Y]=\mathbb{E} L S[Y]=\mathbb{E} L S[X]
$$

Corollary 5.12. Let $X=\sum_{\ell, s} X_{\bullet, s}^{\ell}$ be 2-weakly left-invariant random field. Then for all $\ell \in \frac{1}{2} \mathbb{N}$ and $s \in\{-\ell, \ldots \ell\}$, the measure $L S \mathbb{E}\left[X_{\bullet, s}^{\ell}\right]$ is the uniform probability on $\{-\ell, \ldots, \ell\}$. If $X$ is strongly left-invariant, then also $\mathbb{E} L S\left[X_{\bullet, s}^{\ell}\right]=L S \mathbb{E}\left[X_{\bullet, s}^{\ell}\right]$ is uniform. The analogous statement is true when $X$ right-invariant.

Theorem 5.13. Any probability measure $\mu$ on $\{-\ell, \ldots, \ell\}$ can be realized as $\mu=\mathbb{E} R S\left[X^{\ell}\right]$, with $X^{\ell}$ being a strongly left-invariant random field.

Proof. Let $\gamma_{-\ell}, \ldots, \gamma_{\ell} \in S U(2)$ be independent uniform random elements of $S U(2)$. Define

$$
X(g):=\sum_{s} \mu(\{s\})^{\frac{1}{2}} \phi_{s, s}^{\ell}(\gamma \cdot g)=\sum_{s} \mu(\{s\})^{\frac{1}{2}}\left(D_{s, \bullet}^{\ell}(\gamma)\right)^{T} \phi_{\bullet, s}^{\ell}(g) .
$$

$X$ is strongly left-invariant by construction. Moreover, the coefficients are $a_{m, s}^{\ell}=$ $\mu(\{s\})^{\frac{1}{2}} D_{s, m}^{\ell}(\gamma)$, so that the random vectors $a_{\bullet, s}^{\ell}$ are orthogonal almost surely and have constant length, due to the unitarity of $D^{\ell}(g)$, for any $g \in S U(2)$. It follows that
$\|X\|_{L^{2}(S U(2))}^{2}=C$ is constant almost surely. Therefore, the strong and weak right spin measures are equal to $\mu$ :

$$
\mathbb{E} R S[X](\{s\})=\sum_{m} \mathbb{E}\left(\mu(\{s\})\left|D_{s, m}^{\ell}(\gamma)\right|^{2}\right)=\mu(\{s\})
$$

This concludes the proof of Theorem 1.4. The following result implies Theorem 1.6.
Theorem 5.14. Let $X$ be a 2-weakly bi-invariant random field. Then the weak spectral probability $\Sigma \mathbb{E}[X]$ is uniform on all sets of the form

$$
\{\ell\} \times\{-\ell, \ldots, \ell\} \times\{-\ell, \ldots, \ell\} .
$$

If $X$ is strongly left-invariant, then the same is true for the strong spectral probability $\mathbb{E} \Sigma[X]$.

Proof. Follows from Theorem 5.9 and the same argument used in the proof of the previous theorem.

Corollary 5.15. Let $X=\sum_{\ell} X^{\ell}$ be a 2-weakly bi-invariant random field. Then for all $\ell \in \frac{1}{2} \mathbb{N}$ and $m, s \in\{-\ell, \ldots \ell\}^{2}$, the measure $B S \mathbb{E}\left[X^{\ell}\right]$ is the uniform probability on $\{-\ell, \ldots, \ell\}$. If $X$ is strongly left-invariant, then $\mathbb{E} B S\left[X_{\bullet, s}^{\ell}\right]=B S \mathbb{E}\left[X_{\bullet, s}^{\ell}\right]$.
5.2. The Gaussian case. Let us turn our focus to everyone's favorite random fields, the Gaussian ones. We say that $V \in \mathbb{R}^{N}$ is a real Gaussian random vector if all linear combinations of its components are Gaussian random variables. For simplicity, we will only consider the case of centered Gaussian. We say that a complex random variable $a \in \mathbb{C}$ is complex Gaussian if and only if, it is a circularly symmetric Gaussian random vector in $\mathbb{R}^{2}$, i.e. there exists $\sigma \in \mathbb{R}$ and $\xi_{1}, \xi_{2} \sim N\left(0, \sigma^{2}\right)$ independent such that

$$
a=\sigma\left(\frac{1}{\sqrt{2}} \xi_{1}+i \frac{1}{\sqrt{2}} \xi_{2}\right),
$$

in this case we write $a \sim N_{\mathbb{C}}(0, \sigma)$. We say that $V \in \mathbb{C}^{N}$ is a complex Gaussian random vector if all $\mathbb{C}$-linear combinations of its components are complex Gaussian. The distribution of a real Gaussian random vector $V \in \mathbb{C}^{N}=\mathbb{R}^{2 N}$ is determined by the correlation matrices

$$
K:=\mathbb{E}\left\{V \bar{V}^{T}\right\} \quad \text { and } \quad C:=\mathbb{E}\left\{V V^{T}\right\} .
$$

A real Gaussian random vector is complex Gaussian if and only if $C=0$ and we write $V \sim N_{\mathbb{C}}(0, K)$.

Definition 5.16. A random field $X: S U(2) \rightarrow \mathbb{C}$ is Gaussian (complex or real) if for every finite set of points $g_{i} \in S U(2)$, the random vector is Gaussian (complex or real)

$$
\left(X\left(g_{1}\right), \ldots, X\left(g_{N}\right)\right) \in \mathbb{C}^{N}
$$

It is straightforward to see that an almost surely square integrable random field $X: S U(2) \rightarrow \mathbb{C}$ is Gaussian (complex or real) if and only if the coefficients $a_{m, s}^{\ell}$ of the decomposition

$$
X=\sum_{\ell, m, s} a_{m, s}^{\ell} \phi_{m, s}^{\ell}
$$

are a family of jointly Gaussian (complex or real) random variables ${ }^{17}$, i.e. any finite subset of them form a (complex or real) Gaussian random vector. In particular, if $X$ is complex Gaussian, then

$$
\mathbb{E}\left\{a_{m, s}^{\ell} a_{m^{\prime}, s^{\prime}}^{\ell^{\prime}}\right\}=0
$$

for every $m, m^{\prime}, s, s^{\prime}, \ell, \ell^{\prime} \in \frac{1}{2} \mathbb{Z}$.
Theorem 5.17. A complex Gaussian random field $X: S U(2) \rightarrow \mathbb{C}$ is 2 -weakly (left, right or bi)-invariant if and only if it is strongly (left, right or bi)-invariant. In particular, it is left-invariant if and only if the fields $X^{\ell}$ are independent, for all $\ell \neq 0$ we have

$$
\begin{equation*}
a_{\bullet, s}^{\ell} \sim N\left(0, \sigma(\ell, s)^{2} \mathbb{1}_{(2 \ell+1)}\right)^{18} \tag{5.9}
\end{equation*}
$$

for some $\sigma(\ell, s) \in \mathbb{R}$ and there are constants $K\left(s, s^{\prime}\right) \in \mathbb{C}$ such that

$$
\mathbb{E}\left\{a_{\bullet, s}^{\ell}\left(\overline{\left.a_{\bullet, s^{\prime}}^{\ell}\right)^{T}}\right\}=K\left(s, s^{\prime}\right) \mathbb{1}_{(2 \ell+1)}\right.
$$

The analogous statement holds if $X$ is right-invariant. Moreover, $X$ is bi-invariant if and only if all the variables $a_{m, s}^{\ell}$ form an independent family and condition (5.9) holds with $\sigma(\ell, s)=\sigma(\ell)$.

Proof. The first statement follows from Lemma 5.4 and the fact that the distribution of a Gaussian vector is uniquely determined by the correlation structure of the variables $a_{m, s}^{\ell}$. By a further examination of the characterization given in Theorems 5.7 and Theorem 5.9 we complete the proof.

Moreover, in $[1,3]$ it is proved that the only left-invariant random fields for which the variables $a_{m, s}^{\ell}$ are independent are the Gaussian ones. This, combined with Theorem 5.17 and Theorem 1.3, proves Corollary 1.9.
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[^0]:    2020 Mathematics Subject Classification. Primary 20C35, 60G60; Secondary 33C55, 53C20, 60B20.
    Key words and phrases. Isotropic random fields, Riemannian geometry, spherical harmonics, random waves, Wigner $D$-matrices.
    ${ }^{1}$ There is some ambiguity in the literature, regarding the sign of $s$. We will justify our choice in Section 2.4.

[^1]:    ${ }^{2}$ With this symbol we denote diffeomorphisms.
    ${ }^{3}$ If $s \in \mathbb{Z}$, then $\mathcal{T}^{\otimes s}$ is a true tensor power of the tangent bundle $T S^{2}=\mathcal{T}^{\otimes 1}$ and $S O(3)$ is isomorphic to the frame orthonormal bundle of $S^{2}$. When $s \in \frac{1}{2} \mathbb{Z}$ is not an integer then $\mathcal{T}^{\otimes \frac{1}{2}}$ is just a notation for the bundle of degree 1 , justified by the fact that $\left(\mathcal{T}^{\otimes \frac{1}{2}}\right)^{\otimes 2} \cong \mathcal{T}^{\otimes 1}$.

[^2]:    ${ }^{4}$ Here, we are using the term monochromatic random wave in a broad sense, whereas in the context of Riemannian geometry (see $[5,21]$ ), the same terminology is often used to indicate that the random field is of the form $X=\sum_{i} a_{i} \phi_{i}$, for some family of i.i.d. complex Gaussian random variables $a_{i} \in \mathbb{C}$, and with $\phi_{i}$ being an orthonormal basis of the eigenspace relative to the eigenvalue $-\lambda^{2}$.
    ${ }^{5}$ We have $\Delta_{S^{3}}=4 \Delta_{2 S^{3}}$.
    ${ }^{6}$ They are orthonormal with respect to the $L^{2}$ product of $2 S^{3}$.
    ${ }^{7}$ The convention on the index $m$ might differ from the usual one.

[^3]:    ${ }^{8}$ The notation $\mathbb{E} R S[X]$ stands for the expectation of the right spin measure $R S[X]$, defined by Equation (5.7).

[^4]:    ${ }^{9}$ The Fubini-Study metric on $\mathbb{C P}^{1}$ appears in the literature with various different normalizations, which differ by a constant factor. We take the normalization such that the volume of $\mathbb{C P}^{1}$ is $4 \pi$.
    ${ }^{10}$ We choose the letter $t$ instead of $z$ for the vertical coordinate in order to stress the fact that $t \in \mathbb{R}$ and not in $\mathbb{C}$.

[^5]:    ${ }^{11}$ A complex vector bundle $E \rightarrow S$ over a complex manifold $S$ is holomorphic if and only if the total space $E$ is a complex manifold and the projection map $E \rightarrow S$ is holomorphic, see [11].

[^6]:    ${ }^{12}$ The group $S O(4)$ is not isomorphic to $S U(2) \times S U(2)$, but this will not be important for our purpose.

[^7]:    ${ }^{13}$ Notice that $\mathcal{H}_{\ell}$ is not invariant for the action of $1 \times S U(2)$, because multiplication on the right would mix the variables $z_{i}$ and $\overline{z_{i}}$.
    ${ }^{14}$ If $G$ is a compact group, the notation $\hat{G}$ stands for its dual, i.e. the collection of all isomorphism classes of irreducible unitary representations of $G$.

[^8]:    ${ }^{15}$ Meaning that they are polynomials $p\left(x_{\alpha}, y_{\alpha}, x_{\beta}, y_{\beta}\right)$ in the 4 real coordinates of $\mathbb{H}=\mathbb{R}^{4}$, satisfying the equation $\Delta_{\mathbb{R}^{4}} p=0$.
    ${ }^{16}$ Here the smooth structure is that of $\mathbb{H} \simeq \mathbb{R}^{4}$, so $\mathcal{C}^{\infty}(\mathbb{H}, \mathbb{C})=\mathcal{C}^{\infty}\left(\mathbb{R}^{4}, \mathbb{R}^{2}\right)$.

[^9]:    ${ }^{17}$ Clearly if $a_{m, s}^{\ell}$ are jointly Gaussian, then $X$ is a Gaussian random field. The converse, follows from the fact that

    $$
    a_{m, s}^{\ell}=\int_{S U(2)} X(g) \overline{\phi_{m, s}^{\ell}}(g) d \mu(g),
    $$

    hence $a_{m, s}^{\ell}$ can be expressed as the almost sure limit of a sequence of linear combination of random variables of the form $X(g)$, therefore it is Gaussian.
    ${ }^{18}$ Here, $\mathbb{1}_{(2 \ell+1)}$ stands for the identity matrix of size $(2 \ell+1) \times(2 \ell+1)$.

