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We uncover a finite-time dynamical phase transition in the thermal relaxation of a mean-field magnetic
model. The phase transition manifests itself as a cusp singularity in the probability distribution of the
magnetization that forms at a critical time. The transition is due to a sudden switch in the dynamics,
characterized by a dynamical order parameter. We derive a dynamical Landau theory for the transition that
applies to a range of systems with scalar, parity-invariant order parameters. Close to criticalilty, our theory
reveals an exact mapping between the dynamical and equilibrium phase transitions of the magnetic model,
and implies critical exponents of mean-field type. We argue that interactions between nearby saddle points,
neglected at the mean-field level, may lead to critical, spatiotemporal fluctuations of the order parameter,
and thus give rise to novel, dynamical critical phenomena.
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The dynamic response of many-body systems to changes
of the external parameters, be it the temperature, pressure,
or an external field, is of fundamental interest in statistical
mechanics and has a wide range of applications. When
the changes are small, the response of the system is linear
[1–4], and rather well understood [5–7]. In many applica-
tions, however, the external parameters switch suddenly
and violently, thus driving the system far away from
equilibrium. Nonequilibrium relaxation phenomena are
theoretically [8–10] and experimentally [11–13] challeng-
ing, in particular when they exhibit long transients [14,15],
which is often the case in the presence of phase transitions.
Equilibrium phase transitions are qualitative changes of a

system’s equilibrium state under adiabatic variation of the
external parameters [16]. They are accompanied by char-
acteristic changes of order parameters [17], such as the
density or the magnetization. At continuous phase tran-
sitions, thermodynamic quantities and order parameters
exhibit power-law behavior [18], and the values of their
critical exponents divide systems into universality classes.
Recent developments [19–24] have given rise to conceptual
generalizations of phase transitions to nonequilibrium
systems [25–30] and dynamic observables [31–38].
These “dynamical phase transitions” are related to quali-
tative changes in the dynamics [39–43], observed in the
long-time limit, under varying external conditions.
In this Letter, we uncover a finite-time dynamical phase

transition in the nonequilibrium relaxation of a classical,
mean-field spin model. In distinction to other classical
transitions, the present one occurs in the transient response
to an instantaneous change (a “quench”) of the tempera-
ture that induces an order-to-disorder phase transition.
Interestingly, dynamical phase transitions with similar
properties have recently been found in closed quantum

systems [44,45]. The transition manifests itself as a
transient cusp singularity in the probability distribution
of the magnetization and is the result of competing dynamic
behaviors within the system. The interpretation of this cusp
as a phase transition sheds new light on previous works
[46–51] that discuss mathematical details of the singularity,
and the existence and absence of a Gibbs measure for the
transient. We derive a dynamical Landau theory for the
phase transition that is robust against symmetry preserving
transformations, and which applies to a range of systems
with scalar, parity-invariant order parameters. An exact
mapping between the dynamical and equilibrium phase
transitions of the magnetic model classifies the transition as
continuous, with mean-field-type critical exponents.
The Curie-Weiss model consists of N → ∞ coupled

Ising spins σi ¼ �1, i ¼ 1;…; N, with infinite-range,
ferromagnetic interaction of strength J=ð2NÞ. The system
is immersed in a heat bath at inverse temperature
β ¼ 1=ðkBTÞ, and subject to an external field H.
Because of the mean-field nature of the interaction, all
states with equal numbers N� of spins in the states �1,
respectively, are equivalent. Therefore, any microstate can
be written in terms of the total magnetization
M ¼ Nþ − N−. The free energy F reads [17]

FðMÞ ¼ −
J
2N

ðM2 − NÞ −MH − β−1SðMÞ; ð1Þ

where the dimensionless internal entropy SðMÞ ¼ lnΩðMÞ
originates from the microscopic degeneracy ΩðMÞ of M.
We endow the system with a stochastic dynamics

mediated by thermal fluctuations of the heat bath. A
transition ∓ 1 → �1 of an arbitrary spin leads to
M → M� ≡M � 2. The evolution of the probability
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PðM; tÞ for finding the system in state M at time t is
described by the master equation

_PðM; tÞ ¼
X
η¼�

½WηðM−ηÞPðM−η; tÞ −WηðMÞPðM; tÞ�; ð2Þ

where W�ðMÞ are the rates for M → M�, given by

W�ðMÞ ¼ N ∓ M
2τ

exp

�
�β

�
J
N
ðM � 1Þ þH

��
; ð3Þ

with microscopic relaxation time τ. The algebraic prefactor
∝ ðN ∓ MÞ=2 ¼ N∓ is due to equivalence of microscopic
transitions, and spin-inversion invariance implies parity
symmetry in M, W�ðMÞjH¼0 ¼ W∓ð−MÞjH¼0. Forward
and backward rates are related by detailed balance [52],
W�ðMÞPeqðMÞ ¼ W∓ðM�ÞPeqðM�Þ, with respect to the
equilibrium distribution PeqðMÞ ¼ Z−1 exp ½−βFðMÞ�; Z
denotes the partition function.
To take the thermodynamic limit, N → ∞, we define the

intensive magnetization m≡M=N per spin and the free-
energy density F ðmÞ≡ FðNmÞ=N. The equilibrium distri-
bution for m then takes the large-deviation form PeqðmÞ ≍
exp ½−NVeqðmÞ� [21,53] with equilibrium rate function
VeqðmÞ ¼ β½F ðmÞ − F ðm̄Þ�, where F ðmÞ¼−Jm2=2−
mH−β−1SðmÞ and SðmÞ¼−ð1=2ÞPη¼�ð1þηmÞ
lnð1þηmÞþ ln2. The term F ðm̄Þ ¼ minm F ðmÞ originates
from the normalization of PeqðMÞ and m̄ denotes the order
parameter, the mean magnetization m̄ ≈ hmi in the thermo-
dynamic limit. Expanding VeqðmÞ to quartic order in m, one
finds

VeqðmÞ ∼ −βHm − Jðβ − βcÞ
m2

2
þm4

12
− βF ðm̄Þ; ð4Þ

where the quadratic term changes sign at βc ¼ 1=J while
the quartic term remains positive. Hence, for H ¼ 0,
VeqðmÞ passes from a single well to a symmetric double
well at the critical inverse temperatureβc. This corresponds
to a continuous phase transition [54] from a disordered into
an ordered state, that spontaneously breaks the parity
symmetry in m.
Close to βc, m̄ changes continuously from m̄ ¼ 0 to

finite m̄, as shown in Fig. 1(a). Figure 1(b) shows the phase
diagram of the model, exhibiting two distinct phases,
separated by a phase boundary (solid black line): a
single-mode (SM) phase, where Veq has a unique mini-
mum, and a coexistence (CE) phase, where local and global
minima coexist. Within the CE phase, H ≠ 0 lifts the
degeneracy between the two minima in VeqðmÞ, and thus
splits the CE phase into regions with m̄ > 0 (orange) and
m̄ < 0 (green). Moving across the dashed line that sepa-
rates the two, m̄ jumps discontinuously to −m̄.
In the vicinity of the critical point, ðβ; HÞ ¼ ðβc; 0Þ, we

obtain from the minimization condition dVeq=dmjm¼m̄ ¼ 0,

an equation of state that leads to mean-field critical
exponents [17,18], universal among mean-field models.
In particular, for H ¼ 0 one finds that m̄ðβÞ is continuous,
with m̄ ¼ 0 and m̄ ∝ jβ − βcj1=2, below and slightly above
βc, respectively.
Starting from an ordered equilibrium state in the CE

phase with β > βc at time t < 0, we induce an instanta-
neous disordering quench β → βq into the SM phase,
βq < βc, at t ¼ 0. For simplicity, we set H ¼ 0. Because
the quench crosses the phase boundary [solid arrow in
Fig. 1(b)], it induces an order-to-disorder phase transition.
In contrast to ordering quenches [dashed arrow in Fig. 1(b)]
[14], disordering quenches are ergodic, so that Pðm; tÞ →
Peq
q ðmÞ ≍ exp½−NVeq

q ðmÞ� as t → ∞, where Veq
q ðmÞ is the

equilibrium rate function at the final inverse tempera-
ture βq.
For t > 0, the postquench dynamics of the probability

distributionPðm; tÞ ≍ exp½−NVðm; tÞ�, with time-dependent
rate function Vðm; tÞ, is determined by Eq. (2) which turns
into the Hamilton-Jacobi equation

0 ¼ ∂tVðm; tÞ þH½m; ∂mVðm; tÞ�; ð5Þ

to leading order in N ≫ 1, with initial condition Vðm; 0Þ ¼
VeqðmÞ and Hamiltonian [55–57]

Hðq; pÞ ¼ wþðqÞðe2p − 1Þ þ w−ðqÞðe−2p − 1Þ; ð6Þ

see Sec. I in the Supplemental Material [58]. Here,
w�ðqÞ ¼ ð2τÞ−1ð1 ∓ qÞ exp ð�βqJqÞ denote the N-scaled
transition rates. Solutions to Eq. (5) are given in terms of
characteristics qðsÞ and pðsÞ, 0 ≤ s ≤ t, that solve the
Hamilton equations [64]

_qðsÞ ¼ ∂pHðq; pÞ; _pðsÞ ¼ −∂qHðq; pÞ; ð7Þ

with boundary conditions

(a) (b)

FIG. 1. (a) Magnetization m̄ atH ¼ 0. Solid lines show minima
of Veq, the dotted line a local maximum. (b) Equilibrium phase
diagram, featuring the SM phase (lined) and CE phase (filled),
separated by the phase boundary (solid black line). At the dashed
line, m̄ jumps discontinuously. Red arrows indicate disordering
(solid line) and ordering (dashed line) quenches, respectively.
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pð0Þ ¼ d
dm

Veq½qð0Þ�; qðtÞ ¼ m: ð8Þ

From the solutions of Eqs. (7)–(8), Vðm; tÞ is obtained as

Vðm; tÞ ¼
Z

t

0

ds½p _q −Hðq; pÞ� þ Veq½qð0Þ�: ð9Þ

Any solution of Eqs. (7) and (8) solves the variational problem
δVðm; tÞ ¼ 0, where δ denotes a variation over all trajectories
with final point qðtÞ ¼ m [64,65], i.e., all characteristics
½qðsÞ; pðsÞ�0≤s≤t are saddle points of Eq. (9). From the
large-deviation formPðm; tÞ ≍ exp½−NVðm; tÞ�weconclude
that only those characteristics that minimize Vðm; tÞ contrib-
ute for N → ∞, and the others are exponentially suppressed.
The minimizing characteristic qðsÞ, 0 ≤ s ≤ t, constitutes the
system’s optimal fluctuation, themost likelyway to realize the
magnetization qðtÞ ¼ m ¼ limN→∞MðtÞ=N at time t, in
response to the quench at t ¼ 0. In particular, m0ðm; tÞ≡
qð0Þ corresponds to the most likely initial magnetization,
which plays the role of an order parameter, as we
explain below.
We compute Vðm; tÞ by solving Eqs. (7)–(8) with a

shooting method [66] on a fine m grid, see Sec. II in the
Supplemental Material. We extract three fields: Vðm; tÞ [by
evaluating Eq. (9)], the derivative field ∂mVðm; tÞ ¼ pðtÞ
[the end point of pðsÞ], and the initial magnetiza-
tion m0ðm; tÞ ¼ qð0Þ.
The blue curves in Fig. 2(a) show Vðm; tÞ for different t;

the green and red curves show Veq and Veq
q , respectively.

For small times, Vðm; tÞ is a symmetric double well, similar
to the initial Veq. As t increases, the minima of Vðm; tÞ
move towards the origin, and the local maximum at m ¼ 0
decreases, as indicated by the black arrows in Fig. 2(a).
In the long-time limit, Vðm; tÞ approaches the single-mode
shape of Veq

q .

Notably, however, Vðm; tÞ does not evolve smoothly:
At a finite time t, Vðm; tÞ forms a cusp at m ¼ 0 [see
Fig. 2(b)], and the derivative field ∂mVðm; tÞ develops a
discontinuous jump. The origin of this jump is shown in
Figs. 2(c)–2(f): As time evolves, ∂mVðm; tÞ folds over and
becomes multivalued, and up to three solutions of Eqs. (7)
and (8) coexist within a finite interval, delimited by the gray
lines in Figs. 2(e) and 2(f). Selecting the one with smallest
Vðm; tÞ naturally leads to a Maxwell construction for the
dominant solution, shown in orange. The subdominant
solutions [red, dash-dotted lines in Figs. 2(c)–2(f)] have a
larger Vðm; tÞ as shown in Figs. 2(g)–(j). Figures 2(k)–2(n)
indicate the same multivaluedness, and an analogous
Maxwell construction for m0ðm; tÞ, culminating in a
discontinuous jump at m ¼ 0.
Interpreting the formation of the cusp as a finite-time

dynamical phase transition, we exploit the similarities with
the equilibrium transition of the model. We first note that
the sudden change of m0ðm; tÞ at m ¼ 0 is strikingly
similar to the discontinuous jump of m̄ at equilibrium,
when the external field H crosses zero in the CE phase
[dashed line in Fig. 1(b)]. To be specific, we identify t, m0,
andm in the dynamical case with β, m̄, andH, respectively,
at equilibrium, and draw a “dynamical phase diagram,”
shown in Fig. 3(a): Small times t < tc correspond to the
dynamical single-mode (DSM) phase (yellow, lined region)
where the dynamical order parameter m0ðm; tÞ is unique
(just like m̄ for β < βc) and Vðm; tÞ is a smooth function of
m. For t > tc the system transitions into a dynamical
coexistence (DCE) phase (filled region) where multiple
m0 values coexist. The DCE phase corresponds to the m
interval delimited by the gray lines in Figs. 2(m) and 2(n).
Form ¼ 0, the two values,m0 and −m0 are degenerate, and
parity symmetry is spontaneously broken by the dynamics,
in analogy with m̄ and −m̄ for β > βc and H ¼ 0.
Conditioning on m ≠ 0 lifts this degeneracy, so that one

(a) (b)
(c) (d) (e) (f)

(g) (h) (i) (j)

(k) (l) (m) (n)

FIG. 2. Postquench dynamics for β ¼ 5=ð4JÞ and βq ¼ 3=ð4JÞ. (a) Rate functions Veq (green), Veq
q (red), and Vðm; tÞ for t=τ ¼ 0.5,

0.8, and 1.5 (blue). Black arrows indicate the time evolution of Vðm; tÞ. (b) Magnification of the dashed rectangle in Fig. 2(a). (c)–(n)
Time evolution of ∂mVðm; tÞ [(c)–(f)], Vðm; tÞ [(g)–(j)], and m0ðm; tÞ [(k)–(n)] for t=τ ¼ 0.5, 0.7, 0.8, and 1 (from left to right). The
solid and dash-dotted lines show dominant and subdominant solutions, respectively (see main text). Gray lines delimit the dynamical
coexistence region.
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of the m0 values becomes exponentially suppressed.
Consequently, when crossing the dashed line in the DCE
phase in Fig. 3(a),m0 jumps discontinuously, leading to the
kink in Vðm; tÞ at m ¼ 0.
On the trajectory level, the transition from the DSM into

the DCE phase corresponds to a sudden change of the
optimal fluctuation that minimizes Vðm; tÞ in Eq. (9)
[48,49]. This follows from the dynamical analogue of an
energy-entropy argument [18]: For small times, the right-
hand side of Eq. (9) is dominated by the first term,
interpreted as an activity. Form ¼ 0, this term is minimized
by the inactive solution pðsÞ ¼ qðsÞ ¼ 0, but at the cost of
an unfavorable initial qð0Þ ¼ 0, the local maximum of the
static, second term Veq. For long times, the activity
term loses its dominance and Veq becomes important so
that the optimal fluctuation optimizes qð0Þ by starting at the
minima of Veq.
To visualize the optimal fluctuations, we perform

numerical simulations at finite N. From Eq. (2), we
generate a large number of trajectories and record
qðsÞ ≈MðsÞ=N, for different 0 ≤ s ≤ t, conditioning them
to end up at qðtÞ ∈ ½m − dm;mþ dm� for given t and m,
and a small dm. We then collect histograms of qðsÞ,
normalized to unity for each s, and merge them, to obtain
a numerical approximation of the trajectory density, shown
in Figs. 3(b)–3(e). The color coding matches their ðt; mÞ
values, shown as the equally-colored bullets in Fig. 3(a).
Figures 3(b) and 3(c) show good agreement between the

optimal fluctuations (solid black) and the yellow regions of
high trajectory density in the DSM and DCE phase,
respectively, at m ¼ 0. In the DSM phase [Fig. 3(b)], we
observe a unique optimal fluctuation that remains at zero,
the inactive solution. Beyond the dynamical critical point
[Fig. 3(c)], two degenerate optimal fluctuations coexist,

with initial magnetizationsm0 and −m0 close to the minima
of Veq. The third trajectory (dotted line) has a larger
Vðm; tÞ, and is not observed in the numerics.
Figures 3(d) and 3(e) show the optimal fluctuations

and trajectory densities for finite m. In the DSM phase
[Fig. 3(d)], the conditioning shifts the optimal fluctuation
away from zero. Finite m in the DCE phase [Fig. 3(e)] lifts
the degeneracy between the optimal fluctuations, so that
one of them is degraded to a local minimum of Vðm; tÞ
(dash-dotted line), whose remnants persist at finite N.
In Fig. 3(f) we visualize the dependence of the

order parameter m0ðm; tÞ on t by joining the histograms
of m0 ¼ qð0Þ ≈Mð0Þ=N for m ¼ 0 and different t.
The solid black line shows the theoretical prediction
for m0ð0; tÞ, obtained from Eqs. (7)–(8). Apart from the
excellent agreement between the yellow regions and
the theoretical curves, we observe a close similarity with
the dependence of m̄ on β, see Fig. 1(a).
To classify the dynamical phase transition in terms of

equilibrium categories, we express Vðm; tÞ as the minimum
of a dynamical Landau potential Lm;tðm0Þ, Vðm; tÞ ¼
minm0

Lm;tðm0Þ − βF ðm̄Þ, with the minimizer given by
the dynamical order parameterm0ðm; tÞ. We then show that
this provides an exact mapping between the dynamical
phase diagram and the equilibrium one, close to the
critical point.
First, we calculate the critical time tc for the transition.

Since Vð0; tÞ develops a kink at time t ¼ tc, the curvature
zðtÞ≡ ∂2

mVð0; tÞmust tend to negative infinity, zðtÞ → −∞
as t → tc. Taking a partial derivative of Eq. (7), we find that
zðtÞ obeys a Riccati equation whose solution tends to −∞
at tc=τ ¼ ln ½ðβ − βqÞ=ðβ − βcÞ�=½4ðβc − βqÞJ�, see Sec. III
in the Supplemental Material for details, and Ref. [49] for a
different method. With the parameters of Figs. 2 and 3, we

FIG. 3. (a) Dynamical phase diagram for ðβ; βqÞ ¼ ½5=ð4JÞ; 3=ð4JÞ�, featuring the DSM (yellow, lined) and DCE (filled) phases (see
main text), separated by a phase boundary (solid black). The DCE phase splits into regions with m0ðm; tÞ > 0 (orange) and m0ðm; tÞ <
0 (green). At the dashed line, m0ðm; tÞ jumps discontinuously. The bullets show ðt; mÞ values of the equally colored trajectory densities
in Figs. 3(b)–3(e). (b)–(e) Optimal fluctuations from theory (solid black) and from numerical simulations (colored regions, N ¼ 200,
108 trajectories). Subdominant trajectories are shown as broken lines, symbols markm0ðm; tÞ ¼ qð0Þ andm ¼ qðtÞ. (f) Density ofm0 at
m ¼ 0 as a function of t from numerical simulations (colored region, N ¼ 200, 108 trajectories), and optimal (solid black line) and
subdominant (dotted line) m0ð0; tÞ from theory.
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obtain tc=τ ¼ lnð2Þ ≈ 0.6931, in agreement with the
numerical result.
We now derive the Landau potential Lm;tðm0Þ, whose

minimum is attained by m0ðm; tÞ, analogous to the mini-
mum m̄ of Veq at equilibrium. Close to the critical point, we
expand H perturbatively to fourth order in q and p,
H ∼H0 þH1. A sequence of canonical transformations
brings the quadratic and quartic Hamiltonians H0 and H1

into the formsH0 ¼ ðp2 − q2Þ=2 andH1 ¼ αðp4 þ q4Þ=4,
with real parameter αðβ; βq; JÞ. Using Eq. (9), we then
compute Lm;tðm0Þ perturbatively to fourth order in m0 and
lowest order inm, see Sec. IV in the Supplemental Material.
We find

Lm;tðm0Þ∼−mλ0m0−λ1

�
t− tc
τ

�
m2

0

4
þ½λ2þ����m

4
0

4
; ð10Þ

where λ0;1 > 0 and λ2 > 0 for β < 3=ð2JÞ, and arbitrary βq
and J; the dots denote higher-order terms in t − tc. For
m ¼ 0,Lm;tðm0Þ transitions from a single into a doublewell
at the critical time tc, just like Veq at βc. In other words,
Eq. (10) is the dynamical analogue of Eq. (4) and
both expressions can be mapped onto each other by
proper rescaling of, e.g., t − tc, m0, and m. Hence, the
dynamical phase transition hasmean-field critical exponents
and m0 changes continuously from m0 ¼ 0 to m0 ∝
jt − tcj1=2, below and above tc, respectively. By contrast,
for β > 3=ð2JÞ we can have λ2 < 0, and the system may
undergo a discontinuous, first-order dynamical phase tran-
sition, where m0ðm; tÞ jumps discontinuously. Symmetry-
preserving transformations of the rates W�ðMÞ → W̃�ðMÞ
leave λ0;1 invariant, suggesting that the occurrence of the
transition is model independent (Sec. V in the Supplemental
Material).
Our dynamical Landau theory applies to an entire class

of systems with scalar, parity-symmetric order parameters.
A particularly simple one, that could be realized in a state-
of-the-art experiment [67,68], is a Brownian particle at
weak noise, subject to a potential quench from a double
into a single well (Sec. IV.B in the Supplemental Material).
Close to the critical point, interactions between nearby

saddles δVðm; tÞ ¼ 0 of Eq. (9), neglected here, may lead
to critical, spatiotemporal fluctuations of the order
parameter, analogous to equilibrium [17,18], and give rise
to corrections to the mean-field exponents. The presence
of strong fluctuations is indicated by the divergence
∝ jt − tcj−1=2 of the pre-exponential factor of Pðm; tÞ at
the critical point, see Sec. VI of the Supplemental Material
[58]. Since these fluctuations are of dynamical origin, we
hypothesize that their effects are different from the equi-
librium ones, and thus reflect a novel, dynamical critical
phenomenon. This can be tested by investigating the
postquench dynamics of systems with short-range inter-
actions in two and three dimensions using Monte-Carlo

simulations [69], or perhaps dynamic renormalization
group methods [70].
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In this Supplemental Material, we give additional details on the derivations and the numerical method dis-
cussed in the main text. We first derive the Hamilton-Jacobi equation [Eq. (5) in the main text] and explain the
shooting method we use to solve it. From the Hamilton equations we then derive the Riccati equation for the
curvature z(t). We then show how to obtain the dynamical Landau potential [Eq. (10) in the main text] for a gen-
eral, fourth-order dynamical Hamiltonian, by means of canonical transformations. The final expression for the
dynamical Landau potential depends only on five parameters and one time scale. We specify these parameters
for the Curie-Weiss model and for a Brownian particle subject to a potential quench, to prove the occurrence of
the dynamical phase transition for these systems. We use the general form of the dynamical Landau potential to
show that the phase transition is robust against symmetry-preserving transformations of the transition rates in the
Curie-Weiss model. Finally, we show that the pre-exponential factor associated with the large-deviation form of
P(m,t) diverges at the critical point, indicating the occurrence of strong, and perhaps critical, fluctuations.

I. DERIVATION OF HAMILTON-JACOBI EQUATION

In this section, we derive the Hamilton-Jacobi equation for V(m,t), Eq. (5) in the main text, from the Master equation for
P(M,t), Eq. (2) in the main text:

Ṗ(M,t) = ∑
η=±

[Wη(M−η)P(M−η ,t)−Wη(M)P(M,t)] , with rates W±(M) =
N ∓M

2τ
exp{±βq [

J
N

(M±1)+H]} , (S1)

where M± = M±2. We first express P(M,t) in terms of V(m,t) as P(M,t) = exp[−NV(m,t)]. Substituting this into the Master
equation in (S1), we obtain

−∂tV(m,t) = eβqJ/N
∑

η=±

{wη (m−η
2
N
)exp{N [V(m,t)−V (m−η

2
N
,t)]}−wη(m)} , (S2)

with w±(m) = (1∓m)exp[±(βqJm+H)]/(2τ). For N ≫ 1, we find

exp{N [V(m,t)−V (m∓
2
N
,t)]} ∼ exp[±2∂mV(m,t)][1−

2
N

∂
2
mV(m,t)] , (S3)

and

w±(m∓
2
N
) ∼w±(m)∓

2
N

∂mw±(m) . (S4)

Using these asymptotic expressions, we obtain from Eq. (S2) to order O(1) in N,

−∂tV(m,t) = ∑
η=±

wη(m){exp[η2∂mV (m,t)]−1} , (S5)

i.e., Eq. (5) in the main text. Equation (S5) is a first-order partial differential equation for V(m,t) which does not depend
explicitly on V(m,t) itself, but only on its partial derivatives. This characterises Eq. (S5) as a Hamilton-Jacobi equation [1] with
Hamiltonian H (q, p) given in Eq. (6) in the main text. The characteristics of Eq. (S5) solve the Hamilton equations, Eq. (7) in
the main text. From the conjugate momentum p(s) = ∂mV [q(s),s] one obtains the boundary condition p(0) = ∂mV [q(0),0] =
dV eq[q(0)]/dm. Furthermore, we have

d
dsV [q(s),s] = p(s)q̇(s)+∂sV [q(s),s] = p(s)q̇(s)−H [q(s), p(s)] , (S6)

where we used the Hamilton-Jacobi equation in the second step. Integrating s from 0 to t we readily obtain Eq. (9) in the main
text.
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II. NUMERICAL SOLUTION OF HAMILTON-JACOBI EQUATION

In this section, we provide details on the numerical method used to calculate V(m,t), ∂mV(m,t) and m0(m,t), shown in Fig. 2
of the main text. The Hamilton equations with boundary conditions,

q̇(s) = ∂pH (q, p) , ṗ(s) = −∂qH (q, p) , p(0) = d
dmV eq

[q(0)] , q(t) =m , (S7)

Eqs. (7) and (8) in the main text, consititute a two-point boundary value problem [2] on the finite interval q ∈ [−1,1]. Problems
of this kind can be solved to high accuracy by shooting [2].

The basic idea is the following: We numerically integrate the Hamilton equations in Eqs. (S7) for a grid of initial values

q(i)
(0) =m(i)

0 ∈ [−1,1] , and p(i)
(0) = d

dmV eq
[m(i)

0 ] , i = 1, . . .M , (S8)

over given finite time t. For each grid index i, we obtain a trajectory [q(i)(s), p(i)(s)]0≤s≤t with end point [q(i)(t), p(i)(t)]. For a
given m, the value ε

(i) = ∣q(i)(t)−m∣ defines the error of the initial condition m(i)
0 . We use an interpolation algorithm to compute

the function ε(m0), of which we numerically determine the roots m∗
0 , ε(m∗

0 ) = 0. Now, we use q(0) =m∗
0 , p(0) = dV eq[m∗

0 ]/dm
as initial conditions to generate the characteristic [q(s), p(s)]0≤s≤t with error ε = ∣q(t)−m∣.

Iterating this procedure for an ever finer grid on an ever smaller interval around the exact value of m0, we can achieve an error
smaller than a given threshold, εmin. We use the standard ODE solver “ode45” in MatLab with non-default accuracy settings
’RelTol’=10−12 and ’AbsTol’=10−16 to integrate Eqs. (S7). We take M = 102 and devise an iterative procedure that reduces the
interval size around m0 by a factor of five in each iteration, until an error smaller than εmin = 10−10 is achieved.

This program is repeated for a grid of m and t values for each of which V(m,t) is computed from Eq. (9) in the main text. The
two other fields, ∂mV(m,t) and m0(m,t), are evaluated directly from the end and starting points of the characteristics, p(t) and
q(0), respectively.

III. DERIVATION AND SOLUTION OF RICCATI EQUATION

Here we derive an equation for the curvature z(t) = ∂
2
mV(0,t) at m = 0, which tends to negative infinity at time tc when V(m,t)

develops a kink at m = 0. To obtain this equation, we use p(s) = ∂mV [q(s),s] to write the Hamilton equation ṗ = −∂qH (q, p) as

∂
2
mV(m,t)∂pH [m,∂mV(m,t)]+∂m∂tV(m,t) = −∂qH [m,∂mV(m,t)] , (S9)

where we evaluated the equation at t with q(t) =m. We take a partial derivative with respect to m to obtain

∂
3
mV(m,t)∂pH [m,∂mV(m,t)]+∂

2
mV(m,t){∂q∂pH [m,∂mV(m,t)]+∂

2
pH [m,∂mV(m,t)]∂ 2

mV(m,t)}+∂
2
m∂tV(m,t) =

−∂
2
q H [m,∂mV(m,t)]−∂p∂qH [m,∂mV(m,t)]∂ 2

mV(m,t) , (S10)

We swap the order of the partial derivatives and evaluate (S10) along a trajectory m = q(s) at t = s to obtain an equation for
Z(s) = ∂

2
mV [q(s),s]. We use

Ż(s) = d
ds ∂

2
mV [q(s),s] = ∂

3
mV [q(s),t]q̇(s)+∂s∂

2
mV [q(s),s] , (S11)

to write Eq. (S10) as the Riccati equation

Ż(s) = −∂
2
q H [q(s), p(s)]−2∂q∂pH [q(s), p(s)]Z(s)−∂

2
pH [q(s), p(s)]Z(s)2 , (S12)

with initial condition Z(0) = ∂
2
mV [q(0),0] = d2

dm2 V eq[q(0)]. Along the trajectory q(s) = p(s) = 0 and evaluating at s = t this
simplifies to an equation for z(t) = ∂

2
mV(0,t),

ż(t) = −∂
2
q H (0,0)−2∂q∂pH (0,0)z(t)−∂

2
pH (0,0)z(t)2 . (S13)

Using ∂
2
q H (0,0) = 0, ∂q∂pH (0,0) = 2(βqJ −1)/τ = −2J(βc −βq)/τ = and ∂

2
pH (0,0) = 4/τ , we obtain the Riccati equation

referred to in the main text, with initial condition

z(0) = ∂
2
mV(0,0) = d2

dm2 V eq
(0) = −J(β −βc) . (S14)
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FIG. 1. Potential W(z) for β = 5/(4J) and βq = 3/(4J). Arrows indicate the (in)stability of the fixed points (coloured bullets).

The solution z(t) to Eq. (S13) then reads

z(t) =
J(β −βc)(βc−βq)

β −βc−(β −βq)e−4J(βc−βq)t
. (S15)

When β > βc and βq < βc, i.e., a disordering quench, the denominator in Eq. (S15) tends to zero, and z(t) tends to −∞, at the
finite time

tc =
τ

4J(βc−βq)
ln[

β −βq

β −βc
] , (S16)

as stated in the main text. Unstable gradients descibed by Riccati equations are common in problems where so-called “caustics”
form [3–5]. Conventional caustics are singularities caused by the partial focusing of light in ray optics [6]. In the present
problem, analogous caustics occur as partial focuses of the characteristics [q(s), p(s)]0≤s≤t for varying q(0) = m0, whenever
characteristics cross in space, indicated by Z(s) → −∞. Because points of crossing characteristics correspond to the phase
boundaries in our problem, we use Eq. (S12) together with the Hamilton equations to obtain numerically accurate dynamical
phase diagrams, Figs. 3(a) and 3(f) in the main text.

The instability of the Riccati equation (S13) for z(t) can be visualised by writing ż(t) = −W ′[z(t)] with potential W(z) =
4/(3τ)z3−2J(βc−βq)/τz2. Figure 1 shows W(z), with stable and unstable fixed points shown as the red and green dots, respec-
tively. Since W(z) is decreasing for z ≤ 0, any negative initial z(0) leads to z(t)→ −∞, at the finite time tc, and V(m,t) forms a
kink at zero. For any positive initial z(0), on the other hand, z(t) tends to the stable fixed point (green bullet), corresponding to
the curvature of V eq

q (m) at m = 0. For a disordering quench with βq < βc < β , z(0) is always negative, so that the kink of V(m,t)
at m = 0 always forms.

IV. DYNAMICAL LANDAU POTENTIAL

In this section, we give a more detailed derivation of the dynamical Landau potential L m,t(m0) for scalar, parity-symmetric
order parameters. As the observable, we consider a parameter m, whose rate function V(m,t) is parity symmetric V(m,t) =
V(−m,t) and obeys the Hamilton-Jacobi equation

∂tV(m,t)+H [m,∂mV(m,t)] = 0 , with initial condition V(m,0) ∼
ξ0

2
m2

+
ξ1

4
m4

−Vmin , (S17)

where Vmin is a constant that ensures minmV(m,0) = 0. For the Curie-Weiss model discussed in the main text, Vmin = βF (m̄).
We assume ξ0 < 0 and ξ1 > 0 so that the initial state is ordered. In the long-time limit, the system relaxes to a disordered
state and the asymptotic rate function limt→∞V(m,t) has a single minimum at m = 0. The Hamilton-Jacobi equation (S17)
with Hamiltonian H (q, p), is solved by the Hamilton equations q̇ = ∂pH (q, p), ṗ = −∂qH (q, p) with the boundary conditions
p(0) = ∂mV [q(0),0] ∼ ξ0q(0)+ξ1q(0)3 and q(t) =m.

As we show in detail below, the dynamical Landau potential L m,t(m0) fulfils, close to the critical point, the relation

V(m,t) =min
m0

L m,t
(m0)−Vmin , with L m,t

(m0) ∼ −mλ0m0−λ1(
t − tc

τ
)

m2
0

2
+[λ2+λ3(

t − tc
τ

)]
m4

0

4
. (S18)
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For m = 0, and at the critical time tc, L m,t(m0) transitions from a single into a double well when λ1(tc) = 0. A dynamical
equation of state

m ∼ −[
λ1

λ0
(

t − tc
τ

)+ . . .]m0+(
λ2

λ0
+ . . .)m3

0 , (S19)

for ∣t − tc∣≪ τ follows from the minimisation condition ∂m0L
m,t(m0) = 0.

In order to derive the asymptotic expression in Eqs. (S18), we start with a general fourth-order Hamiltonian H that is invariant
under the parity operation (q, p)→ (−q,−p):

H (q, p) =H0(q, p)+H1(q, p) , (S20)

where

H0(q, p) =
1
2

a1 p2
+a2qp and H1(q, p) = b1 p4

+b2 p3q+b3 p2q2
+b4 pq3 . (S21)

Note that the terms ∝ p2 in H0 and ∝ p4 in H1(q, p) must vanish to guarantee the existence of a deterministic noiseless limit,
for which ṗ∣p=0 = −∂pH (q,0) = 0. We also require a1 > 0 and a2 < 0, to ensure that in the noiseless limit, p = 0 is the stable
manifold of the fixed point (q, p) = (0,0), and that the asymptotic rate function limt→∞V(m,t) has a single minimum at m = 0.

We first show that any Hamiltonian H of the form given in Eqs. (S20) and (S21) can be brought into the form

H ′
(Q,P) ∼

1
2
(P2

−Q2)+
α

4
(P4

+Q4) , (S22)

stated in the main text, with real parameter α . This is done by means of canonical transformations and a time rescaling, neglecting
higher-order terms. To this end, we first remove the mixed term (∝ qp) in H0(q, p) by the linear canonical transformation

(
q′

p′) = (
ω0 0
−ω0 ω

−1
0

)(
q
p) , (S23)

where ω0 =
√

∣a2/a1∣ > 0. This gives H0(q′, p′) = ∣a2∣(p′2 − q′2)/2 where τa = 1/∣a2∣ is a time scale. We dedimensionalise
time according to t → t′ = t/τa leading to the Hamilton-Jacobi equation 0 = ∂t′V(q′,t′)+τaH (q′,∂q′V) with the dimensionless
quadratic and quartic Hamiltonians

H ′
0 (q′, p′) = τaH0(q′, p′) =

1
2
(p′2−q′2) , H ′

1 (q′, p′) = τaH1(q′, p′) = b′1 p′4+b′2 p′3q′+b′3 p2q2
+b′4 pq3

+b′5q4 , (S24)

respectively, and with the coefficients

b′1 =−
a2b1

a2
1

, b′2 =
a1b2−4a2b1

a2
1

, b′3 =
3(a1b2−2a2b1)

a2
1

−
b3

a2
, (S25)

b′4 =−
4a2b1

a2
1

+
3b2

a1
+

a1b4

a2
2
−

2b3

a2
, b′5 = −

a2b1

a2
1
+

b2

a1
+

a1b4

a2
2
−

b3

a2
. (S26)

Note that H ′
0 is now in the desired form given in Eq. (S22). In the next step, we perform a non-linear canonical transformation

to simplify the quartic Hamiltonian H ′
1 (q′, p′). We use the transformations

Q ∼ q′+Ψ
(3)

(q′, p′) and P ∼ p′+Φ
(3)

(q′, p′) , (S27)

where Ψ
(3) and Φ

(3) are third order in q′ and p′; higher orders are neglected. To this order, the inverse transformations are given
by

q′ ∼Q−Ψ
(3)

(Q,P) and p′ ∼ P−Φ
(3)

(Q,P) . (S28)

The functions Ψ
(3) and Φ

(3) have the general form

Φ
(3)

(q′, p′) = c1 p′3+c2qp′2+c3q′2 p′+c4q′3 , Ψ
(3)

(q′, p′) = c0 p′3−3c1q′p′2−c2q′2 p′−
1
3

c3q′3 . (S29)
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This choice of Φ
(3) and Ψ

(3) defines a canonical transformation for arbitrary parameters c0, . . . ,c4. The transformation depends
only on these five parameters, due to the requirement that a canonical transformation must leave the Hamilton equations invari-
ant [7]. Note also that Eqs. (S27) are trivial to first order in q′ and p′ so that the quadratic Hamiltonian H ′

0 is left invariant, thus
retaining its simple form. Substituting (S28) into Eq. (S24) and demanding that H ′

1 (Q,P) be of the form specified in Eq. (S22)
we determine coefficients c1, . . . ,c4:

c1 =
1
6
(3b′1+b′3−3b′5) , c2 = b′2+c0 , c3 =

1
2
(−3b′1+b′3+3b′5) , c4 = −b′2+b′4−c0 , (S30)

or

c1 =
−6a3

2b1+2a2
1a2b3−3a3

1b4

6a2
1a2

2
, c2 =

a1b2−4a2b1

a2
1

+c0 , c3 = −
3a2b1

a2
1

+
3b2

a1
+

3a1b4

2a2
2
−

2b3

a2
, c4 =

2b2

a1
+

a1b4

a2
2
−

2b3

a2
−c0 .

(S31)

The expression for α in Eq. (S22) then reads

α = 2(b′1−
1
3

b′3+b′5) =
2(3a1b4−2a2b3)

3a2
2

. (S32)

The parameter c0 can be chosen freely. For convenience, we set c0 = 0 which ensures that q vanishes whenever Q = 0, and
vice-versa.

Canonical transformations leave the Hamilton equations invariant, so that the same equations hold for the transformed coor-
dinates (Q,P). However, we must still transform the initial conditions q(0) =m0 and p(0) = ξ0m0+ξ1m3

0, which leads to

Q(0) ∼ω0m0+ω1m3
0 and P(0) ∼ σ0m0+σ1m3

0 , (S33)

where

σ0 =
ξ0

ω0
−ω0 , σ1 =

c1 (ξ0−ω
2
0)

3
+ω

2
0 [c3ξ0ω

2
0 +c2 (ξ0−ω

2
0)

2
−c3ω

4
0 +c4ω

4
0 +ξ1]

ω3
0

, (S34)

ω1 =−
3c2ξ0ω

4
0 −3c0 (ξ0−ω

2
0)

3
+9c1 (ω

3
0 −ξ0ω0)

2
−3c2ω

6
0 +c3ω

6
0

3ω3
0

. (S35)

From these equations, note that since ξ0 < 0 and ω0 > 0 we have σ0 < 0 and σ0+ω0 < 0. This derivation shows that an arbitrary
dynamical Hamiltonian of the form (S20)–(S21) can be brought into the much simpler form (S22) by canonical transformations
and a time rescaling.

We now establish the connection between V(m,t) and L m,t(m0), as well as the asymptotic expression for L m,t(m0) in
Eqs. (S18). Due to the variational principle for V(m,t), δV(m,t) = 0, we can write V(m,t) as minimisation over trajectories
v(s) and w(s):

V(m,t) = min
v(s),w(s)

v(t)=m

{∫

t

0
ds[wv̇−H (v,w)]+V eq

[v(0)]} =min
m0

min
v(s),w(s)

v(0)=m0,v(t)=m

{∫

t

0
ds[wv̇−H (v,w)]+V eq

[v(0)]} . (S36)

We now write the inner minimum in Eqs. (S36) as

L m,t
(m0)−Vmin ≡ min

v(s),w(s)
v(0)=m0,v(t)=m

{∫

t

0
ds[wv̇−H (v,w)]+V eq

[v(0)]} , (S37)

which gives V(m,t) = minm0 L m,t(m0)−Vmin, as stated in Eqs. (S18). The characteristics [q(s), p(s)]0≤s≤t that minimise the
expression in Eq. (S37) are solutions to the same Hamilton equations, but with boundary conditions q(0) = m0 and q(t) = m. In
terms of these characteristics, we express L m,t(m0) as

L m,t
(m0) = ∫

m

m0
p(q)dq− tH [m0,∂qV(m0,0)]+V(m0,0)+Vmin , (S38)
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where we have used that the Hamiltonian is constant during the time evolution, and that we can express p in terms of q using
the Hamiltonian H . The term involving H in Eq. (S38) is straightforwardly calculated, because it only depends on the initial
conditions. We find

tH [m0,∂qV(m0,0)] ∼t′H ′
(ω0m0+ω1m3

0,σ0m0+σ1m3
0) , (S39)

∼
t′

2
m2

0 (σ
2
0 −ω

2
0)− t′m4

0 [ω0ω1−σ0σ1−
1
4

α (σ
4
0 +ω

4
0)] , (S40)

and V(m0,0) given in Eqs. (S17). We are now left with evaluating the first term in Eq. (S38) up to fourth order in m0 and to
lowest order in m. Expressing the argument of the integral in terms of Q and P and carefully keeping track of the orders in m0
we finally obtain

L m,t
(m0) ∼ −mω0

√

σ2
0 −ω2

0 m0−(σ
2
0 −ω

2
0)(

t − tc
τa

)
m2

0

2

+{ω0σ1−ω1σ0−
α

4
[3(σ

2
0 −ω

2
0)

2 tc
τa
−σ0ω0 (σ

2
0 +ω

2
0)]+ [4(ω0ω1−σ0σ1)−α (σ

4
0 +ω

4
0)](

t − tc
τa

)}
m4

0

4
+O(m6

0) , (S41)

which is of the form stated in Eqs. (S18), allowing us to read off the coefficients λ0,1,2,3. The critical time tc where L m,t(m0)

transitions from a single into a double well potential for m = 0 is given by

tc =
τa

2
ln[

σ0−ω0

σ0+ω0
] . (S42)

Remarkably, the dynamical Landau potential L m,t(m0) depends solely on the five parameters α , ω0, ω1, σ0 and σ1, although it
applies to the general, fourth-order Hamiltonian H given in Eqs. (S20) and (S21). The dynamical equation of state follows by
expressing the minimisation condition ∂m0L

m,t(m0) = 0 in terms of m.
From the general form of the dynamical Landau potential in Eq. (S41), and the corresponding critical time tc in Eq. (S42), we

observe that σ0 < 0, ω0 > 0, and σ0 +ω0 < 0 are sufficient to ensure the occurrence of the dynamical phase transition at time tc.
These conditions hold whenever the order parameter is initially in an ordered state, ξ0 < 0, and quenched into a disordered state,
requiring a1 > 0 and a2 < 0.

We now calculate the coefficients for the dynamical Landau potential L m,t(m0) in Eq. (S41) for the Curie-Weiss model and
for a Brownian particle subject to a potential quench in the weak-noise limit.

A. Curie-Weiss model

We first compute the five parameters α , ω0, ω1, σ0 and σ1 that determine the dynamical Landau potential L m,t
CW(m0) for the

Curie-Weiss model. Expanding the Hamiltonian

H (q, p) =w+(q)(e2p
−1)+w−(q)(e−2p

−1) , (S43)

Eq. (6) in the main text, to fourth order in q and p, we obtain the coefficients a1, a2 and b1, . . . ,b5. A fourth order expansion of
the equilibrium rate function Veq at inverse temperature β gives ξ0 and ξ1. From these coefficients, we obtain the parameters

α =−
4βq

3J(βc−βq)2 , ω0 =

√
J(βc−βq)

2
, σ0 = −

2J(β −
βq+βc

2 )
√

2J(βc−βq)
(S44a)

ω1 =
J

3[2J(βc−βq)]5/2
[6β

2J (β
3
q J3

−3β
2
q J2

−βqJ−1)+6β (−β
4
q J4

+2β
3
q J3

+4β
2
q J2

+2βqJ+1)

+βq (β
4
q J4

+β
3
q J3

−13β
2
q J2

−5βqJ−8)] , (S44b)

σ1 =
2J

3[2J(βc−βq)]7/2
[4β

3J2 (β
3
q J3

−3β
2
q J2

−βqJ−1)+6β
2J (−β

4
q J4

+2β
3
q J3

+4β
2
q J2

+2βqJ+1)

+6β (2β
4
q J4

−7β
3
q J3

+β
2
q J2

−5βqJ+1)+βq (β
5
q J5

−6β
4
q J4

+8β
3
q J3

+2β
2
q J2

+15βqJ−4)] , (S44c)
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FIG. 2. (a) Dynamical Landau potential L m,t
(m0) for the Curie-Weiss model with m = 0, and parameters β = 5/(4J) and βq = 3/(4J),

evaluated at t/τ = 0.6 (blue), t/τ = ln(2) (green), and t/τ = 0.8 (red). (b) Values for βq and β where terms of order m4
0, m6

0 and m8
0 must be

included in L m,t
CW(m0), Eq. (S46).

and the time scale τa = τ/[2J(βc−βq)]. For the values β = 5/(4J) and βq = 3/(4J) used to create Figs. 2 and 3 in the main text,
the parameters take the values

α = −16 , ω0 =
1

2
√

2
, ω1 = −

831

128
√

2
, σ0 = −

3

2
√

2
, σ1 = −

1337

384
√

2
, τa = 2τ . (S45)

With help of the coefficients in Eq. (S44), we obtain the dynamical Landau potential for the Curie-Weiss model as

L m,t
CW(m0) = −mJ

√

(β −βq)(β −βc)m0−4J2
(β −βq)(β −βc)(

t − tc
τ

)
m2

0

2
+[λ2+λ3(

t − tc
τ

)]
m4

0

4
, (S46)

with

λ2 =
β −βq

3J(βc−βq)3 {β
4
q J3

(1−βJ)+2β
3
q J2 (β

2J2
−1)+β(3−2βJ)−β

2
q J [3βJ(2βJ−3)+24tc(βJ−1)2

+2]

+βq [24βJ(βJ−1)2tc+βJ−3]} , (S47)

λ3 =−
4J3(β −βq)

3
[−β

2
q +2β

3J−2β
2
(βqJ+2)+ββq(βqJ+2)] , (S48)

and tc given in Eq. (S16). For the values β = 5/(4J) and βq = 3/(4J) we obtain for the parameters λ0, . . . ,λ3:

λ0 =
1

2
√

2
, λ1 =

1
2
, λ2 = 6ln(2)−

371
96

, λ3 =
57
32

, (S49)

and for the critical time tc/τ = ln(2) ≈ 0.693, as stated in the main text. Figure 2(a) shows how L m,t(m0) transitions from a
single into a double-well at the critical time tc, for the parameter values in Eqs. (S49) and m = 0. The dynamical order parameter
m0(m,t) is given by the minima of L m,t(m0).

Both λ1 and λ0 are positive for β < 3/(2J). We note, however, that for β > 3/(2J), λ2 is negative for some values of βq < βc,
and becomes entirely negative for β ⪆ 1.884. When λ2 is negative, the next-higher order ∝Cm6

0 in L m,t(m0) needs to be taken
into account. It turns out that C > 0 for β < 5/(2J), but similarly to λ2, C becomes negative for β > 5/(2J), so that terms of
order m8

0 must be considered. The regions in (βq,β)-space where different powers of m0 must be included in L m,t(m0) are
shown in Fig. 2(b). At the boundary between the ∝ m4

0 and ∝ m6
0 regions (solid line) the dynamical phase transition changes

from continuous to first order.

B. Potential quench for Brownian particle at weak-noise

We now show the occurrence of the finite-time dynamical phase transition for a Brownian particle in the weak-noise limit,
that experiences a quench of the potential. Consider an overdamped particle at position x, subject to an external potential
W (x), and immersed in a heat bath at inverse temperature β = 1/(kBT). For t < 0, W (x) is a symmetric double-well potential
Weq(x) = λ0(x2 −x2

m)2/4 with coupling strength λ0 and potential minima at ±xm. The potential is quenched from a double into
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a single-well, Weq →Wq = λqx2/2, at time t = 0; λq denotes the harmonic coupling. After the quench, the system relaxes into a
new equilibrium state, determined by Wq.

The weak-noise limit is attained when the thermal energy kBT is much smaller than both Weq(0) and Wq(xm), while the ratio
Γ ≡ Weq(0)/Wq(xm) remains finite. We dedimensionalise the spatial coordinate x→ xmx and find that in the weak-noise limit,
the initial equilibrium probability density has the initial rate function V(x,0) = Γ(x2 −1)2. The inverse weak-noise parameter
ε
−1 = Wq(xm)/(kBT)≫ 1 takes the role of N in the thermodynamic limit. Due to the double-well shape of Weq, and thus of

V(x,0), the system is initially in an ordered state. The dynamical order parameter is given by the (dimensionless) initial position
q(0) = x0(x,t) of the optimal fluctuation q(s), 0 ≤ s ≤ t, that achieves the particle position q(t) = x at final time t. By taking the
weak-noise limit ε ≪ 1 of the associated Fokker-Planck equation, we find that the post-quench dynamics of the rate function
V(x,t) is determined by the Hamiltonian-Jacobi equation

0 = ∂tV(x,t)+HFP[x,∂xV(x,t)] , HFP(q, p) =
1
τd

(p2
− pq) , (S50)

where τd = (λqµ)−1 is the damping time scale, µ denotes the mobility. From the model parameters, we obtain the coefficients
τa = τd, α =ω1 = 0, and

ω0 =
1

√
2
, σ1 = −

8Γ+1
√

2
σ2 = 4

√
2Γ . (S51)

Using Eq. (S41), this immediately leads us to the dynamical Landau potential

L x,t
WN(x0) ∼ −2x

√
Γ(4Γ+1)x0−8Γ(4Γ+1)(

t − tc
τd

)
x2

0

2
+[4Γ+16(8Γ+1)Γ(

t − tc
τd

)]
x4

0

4
, (S52)

with critical time tc/τ = log( 1
4Γ
+1)/2. Because λ0,1,2 > 0 and tc > 0 in Eq. (S52) [c.f. Eq. (S18)], this shows that the finite-time

dynamical phase transition occurs also in this setting.

V. ROBUSTNESS OF DYNAMICAL PHASE TRANSITION

In this section, we show that the dynamical phase transition is robust against transformations of the microscopic transition
rates W±(M), given in Eqs. (S1) [Eq. (3) in the main text], that preserve detailed balance and the parity symmetry of the problem:

W±(M)Peq
(M) =W∓(M±)Peq

(M±) and W±(M)∣H=0 =W∓(−M)∣H=0 . (S53)

These requirements do not determine W±(M) uniquely. For any (local) transformation of the rates

W±(M)→ W̃±(M) =W±(M)F±(M) , (S54)

with given functions F±, the same conditions (S53) are satisfied by W̃±(M) as long as

F±(M) = F∓(M±) = F∓(M±2) and F±(M) = F∓(−M) . (S55)

As an example, consider the transformation

F±(M) =
e±β[J(M±1)+H]

1+e±2β[J(M±1)+H]
, (S56)

that brings Arrhenius-type rates, as given in Eqs. (S1) [Eq. (3) in the main text], into the Glauber-type form

W̃±(M) =
N ∓M

2τ

e±2β[J(M±1)+H]

1+e±2β[J(M±1)+H]
. (S57)

The expression in Eq. (S56) satisfies the requirements in Eqs. (S55), so that the transformed rates (S57) obey detailed balance
and are parity symmetric. We now show that the occurrence of the dynamical phase transition is robust against any such
transformation F±(M).

To this end, we define f±(m) ≡ F±(Nm) and note that as N →∞ one has f±(m) = F±(Nm) = F∓[N(m±2/N)] ∼ F∓(Nm) =

f∓(m), so that f±(m) = f∓(m) ≡ f (m). In other words, for N →∞, f must be independent of the direction ± of the transition.
Second, the symmetry condition F±(M) = F∓(−M) shows that f is even, f (m) = f (−m), for H = 0. Third, a constant f (m) = c

leads to a mere rescaling of the microscopic transition time τ , so that we may set f (0) = 1 without loss of generality.
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Hence, in terms of the N-scaled rates w±(q), an arbitrary, symmetry preserving transformation reads w±(q) → w̃±(q) =
f (q)w±(q). The corresponding Hamiltonian H (q, p) transforms as

H (q, p)→ H̃ (q, p) = f (q)H (q, p) . (S58)

For small q, we may write

f (q) ∼ 1+ζ2q2
+ . . . . (S59)

Applying the transformation to the general fourth-order Hamiltonian H in Eq. (S20), we observe that it only affects the coeffi-
cients b3 and b4 in the quartic Hamiltonian H1 according to

b3→ b̃3 =
a1ζ2

2
, b4→ b̃4 = b4+a2ζ2 . (S60)

This transformation of b3 and b4 leaves σ0 and ω0 unaffected. According to the discussion below Eq. (S42), this ensures that the
occurrence of the dynamical phase transition is robust against any such transformation. Note, however, that the transformation
(S60) does in general change the higher-order terms ∝ λ2 and ∝ λ3 in L m,t(m0), and may thus affect the order of the dynamical
phase transition.

The same conclusions can be drawn by considering the Riccati equation (S13). Transforming H̃ (q, p) = f (q)H (q, p) we
observe that

∂
2
q H̃ (0,0) = ∂

2
q H (0,0) = 0 , ∂q∂pH̃ (0,0) = ∂q∂pH (0,0) = −2J(βc−βq)/τ , ∂

2
pH̃ (0,0) = ∂

2
pH (0,0) = 4/τ , (S61)

where we used f (0) = 1 and f ′(0) = 0. Hence, (S13) is invariant under arbitrary transformations of the rates that preserve the
microscopic symmetries and the detailed balance condition.

VI. STRONG FLUCTUATIONS AT CRITICAL POINT

In this section, we obtain an explicit expression for the pre-factor G(m,t) in P(m,t)∝G(m,t)exp[−NV(m,t)] at m = 0, which
gives an indication for the presence of critical fluctuations around the optimal fluctuation [q(s), p(s)]0≤s≤t at the critical point.
Upon substituting Eqs. (S3) and (S4) into Eq. (S2), retaining terms of order O(N−1), we obtain

−∂tV(m,t) = ∑
η=±

wη(m){exp[η2∂mV(m,t)]−1}+
1
N
(βqJ ∑

η=±

wη(m){exp[η2∂mV(m,t)]−1}

+2∑
η=±

wη(m)exp[η2∂mV(m,t)]{−η∂m log[wη(m)]−∂
2
mV(m,t)})+O(N−2

) . (S62)

We now write V(m,t) ∼ Ṽ(m,t)+N−1U(m,t) and evaluate the resulting equations at orders O(1) and O(N−1). The function
U(m,t) is related to the pre-factor G(m,t), defined above, by G(m,t) = exp[−U(m,t)]. Dropping the tilde Ṽ → V , the O(1)
equation associated with Eq. (S62) is the familiar Hamilton-Jacobi equation (S5). At order O(N−1), Eq. (S62) reads

0 = ∂tU(m,t)+βqJ ∑
η=±

wη(m){exp[η2∂mV(m,t)]−1}

+2∑
η=±

wη(m)exp[η2∂mV(m,t)]{η∂mU(m,t)−η∂m log[wη(m)]−∂
2
mV(m,t)} . (S63)

We now evaluate U along the optimal fluctuation q(t). Taking the total derivate of U[q(t),t], we find

d
dt

U[q(t),t] =∂mU[q(t),t]q̇(t)+∂tU[q(t),t] ,

=2∑
η=±

wη[q(t)]{η∂mU[q(t),t]exp[η2p(t)]}+∂tU[q(t),t] , (S64)

where we used the Hamilton equation for q(t). This allows us to express Eq. (S63) in terms of d
dt U[q(t),t]. We obtain

d
dt

U[q(t),t] = 2∑
η=±

wη[q(t)]exp[η2p(t)][η∂m log{wη[q(t)]}+Z(t)]+βqJH [q(t), p(t)] . (S65)
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Here, Z(t) = ∂
2
mV [q(t),t] which follows the evolution equation (S12). Upon integration from 0 to t we end up at

U[q(t),t] =U[q(0),0]+∫
t

0
ds

⎧⎪⎪
⎨
⎪⎪⎩

2∑
η=±

wη[q(s)]exp[η2p(s)][βqJ−
1

1−ηq(s)
+Z(s)]+βqJH [q(s), p(s)]

⎫⎪⎪
⎬
⎪⎪⎭

. (S66)

Considering the particular solution q(s) = p(s) = 0 and Z(s) = z(s), relevant for m = 0, this yields the explicit expression

U(0,t) =U(0,0)+
1
2

log(
β −βq

βc−βq
)+

1
2

log[e−4(βc−βq)J( t−tc
τ

)
−1] , (S67)

and thus

G(0,t) =
Geq(0)

√
βc−βq

√

(β −βq)[e−4(βc−βq)J( t−tc
τ

)−1]
, (S68)

where Geq(0) = G(0,0) is the pre-factor that corresponds to the equilibrium distribution at m = 0 prior to the quench. Close to
the dynamical phase transition (tc− t)/τ ≪ 1, G(0,t) diverges as

G(0,t) ∼
Geq(0)

√
4J(β −βq)

1
√

(tc− t)/τ
, (S69)

indicating strong fluctuations around [q(s), p(s)]0≤s≤t at the critical point.
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