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Abstract

Background Breast-conserving surgery is the most acceptable option for breast cancer removal from
an invasive and psychological point of view. During the surgical procedure, the imaging acquisition
using Magnetic Image Resonance is performed in the prone configuration, while the surgery is
achieved in the supine stance. Thus, a considerable movement of the breast between the two poses
drives the tumor to move, complicating the surgeon’s task. Therefore, to keep track of the lesion, the
surgeon employs ultrasound imaging to mark the tumor with a metallic harpoon or radioactive tags.
This procedure, in addition to an invasive characteristic, is a supplemental source of uncertainty.
Consequently, developing a numerical method to predict the tumor movement between the imaging
and intra-operative configuration is of significant interest.

Methods In this work, a simulation pipeline allowing the prediction of patient-specific breast tumor
movement was put forward, including personalized preoperative surgical drawings. Through image
segmentation, a subject-specific finite element biomechanical model is obtained. By first computing
an undeformed state of the breast (equivalent to a nullified gravity), the estimated intra-operative
configuration is then evaluated using our developed registration methods. Finally, the model is
calibrated using a surface acquisition in the intra-operative stance to minimize the prediction error.

Findings The capabilities of our breast biomechanical model to reproduce real breast deformations
were evaluated. To this extent, the estimated geometry of the supine breast configuration was
computed using a corotational elastic material model formulation. The subject-specific mechanical
properties of the breast and skin were assessed, to get the best estimates of the prone configuration.
The final results are a Mean Absolute Error of 4.00 mm for the mechanical parameters Epreast = 0.32
kPa and Fg, = 22.72 kPa. The optimized mechanical parameters are congruent with the recent
state-of-the-art. The simulation (including finding the undeformed and prone configuration) takes
less than 20s. The Covariance Matrix Adaptation Evolution Strategy optimizer converges on average
between 15 to 100 iterations depending on the initial parameters for a total time comprised between
5 to 30 mins. To our knowledge, our model offers one of the best compromises between accuracy
and speed. The model could be effortlessly enriched through our recent work to facilitate the use of
complex material models by only describing the strain density energy function of the material. In a
second study, we developed a second breast model aiming at mapping a generic model embedding
breast-conserving surgical drawing to any patient. We demonstrated the clinical applications of such
a model in a real-case scenario, offering a relevant education tool for an inexperienced surgeon.

Conclusion Satisfactory results were obtained for the estimation of breast deformation under grav-
ity, as well as the mapping of breast-conserving surgical drawings with clinical data validation. In
addition to a suitable accuracy, we have demonstrated the feasibility of such applications using a
simulation framework that perturbates the least the current surgical pipeline.

Keywords: Biomechanical model, breast simulation, patient-specific, registration, undeformed con-
figuration, inverse problems
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Introduction

Most technical engineering tools that require a high level of precision are performed by
machines which even completely replace humans in the new generation of industry, Industry
4.0 [107]. However, when it comes to health, the situation is more nuanced. Medical gestures
and operations remain the prerogative of humans. Unlike the industrial world where humans
assist robots, in surgery, robots may assist humans. This relationship between man and
machine has been intensively studied [43] in a world where software in surgery with image
processing, surgical planning, and finally intraoperative assistance is growing.

In this thesis, we are interested in a specific medical application: the numerical simu-
lation of soft tissues for patient-specific breast conservative surgeries. This project is part
of the European Innovative Training Network (ITN) Rapid Biomechanics Simulation for
Personalized Clinical Design (RAINBOW), funded by the European Union’s Horizon 2020
Research and Innovation program under a Marie Sktodowska-Curie grant. In this program,
15 Ph.D. students worked jointly to explore and develop new methods in various areas of
personalized biomechanical simulations.

The partners of this thesis were AnatoScope and the Centre Hospitalier Universitaire
(CHU) of Montpellier Arnaud de Villeneuve. Anatoscope provided their knowledge and
numerical tools for patient-specific modeling and simulations. The CHU of Montpellier was
in charge of delivering medical images and breast anatomical and surgical expertise.

In this introduction, we first discuss the core problem of this thesis by indicating the
different steps of the breast-conserving surgery pipeline. Then, we will state the key require-
ments of physics-based breast simulations while presenting some of the challenges found in
the existing literature and the reasons why they are still the object of ongoing research.
Finally, we will conclude with a clear record of the contributions found in this work and a
precise outline of the manuscript.

Goal of the thesis

The main objective of breast-conserving surgery is a complete removal with adequate safety
margins. A surgical revision is necessary in 10 to 15% of cases because of damage to the
margins. This revision remains high, regardless of the type of location. The second is
cosmetic and mainly depends on the quantity of tissue removed and is directly related to
the spot.

In the context of breast-conserving surgery, the tumors are localized and identified
using MRI in the prone position, breast oriented downwards. While for practical reasons,
tumor resection is performed in a supine configuration, breast upwards. It requires an
additional, complex, invasive procedure to attach physical landmarks to the tumors. Indeed,
the two most commonly used techniques of location in France are the metallic harpoon and
isotopic localization, called Radioguided Occult Lesion Localization (ROLL). The mutual
disadvantage is discomfort, as it is performed on the conscious patient the day before or the
morning of the operation. Additionally, the tumor needs to be identified again in another
configuration as shown in figure [l This thesis aims to replace the invasive procedure



with a numerical prediction of tumor location in the supine configuration and to provide
the surgeon with per-operative visualization of the tumor. It requires the construction of
patient-specific breast models, including personalized rheology (material properties), which
cannot be measured directly. The scientific challenge is to produce a novel Inverse Method
to compute the parameters based on the breast surface shape in different poses, captured
using a depth camera. A Finite Element (FE) model of the breast will be constructed
from MRI using segmentation and registration techniques. The method will compute the
rheology parameters which produce the observed shape. These will be used during the
operation to infer the internal tumor position based on the external breast shape.

Challenges and key requirements

This Ph.D. subject is challenging for several reasons. First, it is at the crossroad between
different fields and is strongly multi-disciplinary. Indeed, modeling the breast requires a
strong basis in medical imaging, anatomy, or biology. Secondly, achieving efficient and
patient-specific numerical simulations requires a deep understanding of continuum mechan-
ics coupled with data-driven methods. Finally, offering intuitive tools to medical staff while
accounting for surgical timing required strong informatics skills. Indeed this level of perfor-
mance can only be achieved through efficient low-level languages such as C+4. However,
as C++ is a complex language for novices, Python bindings were also used for more user-
friendliness.

From a medical point of view, having access to medical data was a challenge. Indeed,
MRIs are costly, difficult to set up, can last for 40 mins, require medical staff, and are
dangerous for the patient. Additionally, obtaining MRIs in the operative configuration for
validation is nearly impossible as the screening is clinically irrelevant. Hence, the surgeons
use histologic sampling to confirm the success of the tumor resection. Finally, the COVID
situation also negatively impacted our research. As the medical staff prioritized dealing
with the complex sanitary situation, reaching out to them was complicated, and less of
their work was dedicated to research.

From a scientific perspective, there is still no gold standard of breast models for nu-
merical simulations. While several teams developed their models using in-house software
or commercial solutions, no open-source model has been found to experiment with our
data. Additionally, breast cancer is a broad discipline where breast models are developed
for different endeavors, such as mammogram simulations or tumor segmentation automa-
tion. Because of the organ complexity, a wide variety of models were created employing
various hypotheses. For example, the material model selection, variability of the boundary
conditions, and degree of heterogeneity (number of organs to consider), just to cite a few.

Modeling a complex organ such as the breast presented numerous challenges. The
first hurdle is the intra and inter-patient variability. Indeed, as every woman has different
anatomy, the breast geometry is highly variable from one person to another. This makes
the generalization of a model complex, as, in addition to the external shape of the breast,
the inner volume is also relatively variable (mammary gland shape and density, pectoral
shape, ligaments’ position). Finally, the breast mechanical properties are also remarkably



Preoperative imaging Tumor localization

Figure 1: Breast-conserving surgery clinical pipeline. Starting from the left, the identifica-
tion and evaluation of the tumor occur using an MRI in prone configuration. It allows to
naturally expend the breast to evaluate the shape, position, and any relevant information
helping the diagnosis. On the right side, the end of the pipeline is represented by a 3D
surface acquisition of the patient. In the intra-operative configuration (supine), the surgeon
will operate to remove the tumor without any medical imaging guidance. One problem
remains, forecasting the tumor position after such a large movement of the breast from the
imaging to the surgical configuration. To improve the surgeon’s precision, in the middle of
the image, an additional step is needed for locating the tumor. The position of the tumor
is marked in another new configuration using ultrasound imaging for spotting the tumor
and using a Radioguided Occult Lesion Localization (ROLL) or metallic harpoon. The
goal of this thesis is to remove this extra step by proposing numerical methods capable of
predicting the tumor localization from the imaging to the intra-operative configuration.



variable depending on the woman’s age, biological and hormonal condition, genetics, etc...

Developing a breast model is already a challenge by itself, but as we aim at implementing
our solution in a clinical pipeline, additional constraints have to be applied to make it a
suitable tool for medical staff.

Accuracy

The physical modeling of soft tissues composing an organ aims at predicting its deforma-
tions under different constraints. Hence, the realism of a simulation requires choosing a
material model that will represent, as closely as possible, the observed behavior of the or-
gan. Additionally, to obtain an accurate deformation of the organ, interactions with the
adjacent anatomical structures must also be taken into account. Defining an accuracy crite-
rion can be seen as the degree of realism of the desired deformation that will depend on the
final application. For training a surgical procedure, the visual feedback and the effort are,
for example, more important than the precision of the deformation. For a simulation more
oriented towards surgical planning, it becomes much more important to have a realistic
deformation. In the context of predicting tumor localization, an emphasis on accuracy is
necessary for two reasons. The first argument is the tumor size. Indeed, depending on the
grade of the tumor, ranging from 2 to 8 cm on average (15 in extreme cases), the lesion
is small compared with the simulation domain and deformation range. This automatically
sets an error threshold which has to reach at least 1 mm for representing less than 10%
of the tumor size. Secondly, as the surgeon will perform a tumor resection with security
margins of approximately 1 cm, it is necessary to have a millimetric precision of the tumor
position estimation. Indeed, if a greater error is obtained it can guide the surgeon to an
incorrect solution that can induce a second operation, endangering the patient and lead-
ing to supplementary costs. The simulation accuracy can only be assessed by quantifying
the error between the prediction of the model and the clinical ground truth, resulting in a
data-driven simulation.

Finally, the accuracy is narrowly related to the simulation time. Indeed, most numerical
simulations need a certain amount of time to converge due to a significant number of degrees
of freedom to represent the domain. Hence an acceptable trade-off needs to be found. The
biggest challenge is to find a threshold between the accuracy and the simulation speed.

Timing

One principal point for the simulation is to be compatible with surgical timing. A strong
constraint of the breast-conserving surgery pipeline is to go through an MRI in the prone
configuration followed by an ultrasound screening a few hours or the previous day of the
surgery. In an ideal clinical pipeline, the patient should have the surgery as close as pos-
sible in time to the MRI. This will allow the tumor to move less while conserving breast
mechanical properties (we recall that breast properties might differ in a few days due to
hormonal fluctuation). Hence, the simulation from the imaging configuration to the surgical
one has to be fast to stay compatible with the surgical timing (ideally less than 10 to 20



minutes). The problem of obtaining real-time simulations has already multiple solutions,
such as machine learning or model order reduction. Unfortunately, most of these techniques
require an offline training stage or a deterministic model (same boundary conditions, topol-
ogy, or mechanical parameters), which is impossible in our case. Secondly, the application
is designed for medical staff that will prefer a fluid, rapid, and interactive simulation.

In other words, the simulation should be fast without compromising the deformation
prediction.

Utility

For most scientific applications, the end users are knowledgeable or experienced individuals.
For our application, the final users are the medical staff who are not experts in physics-
based simulations. Hence, extensive discussions have been conducted to understand and
comprehend the main expectation of the application. The first element (in addition to
the accuracy) includes a fluid, robust (in the sense of rarely crashing and few lags), and
easy-to-use application. Indeed, displaying countless options to the user or unadapted vi-
sualization would be terrible. For instance, surgeons are not interested in displaying the
stress field generated by breast movement. Their principal focus is to have a photo-realistic
representation of the model that clearly indicates the tumor position in the patient. Addi-
tionally, they want to use the software independently without needing external assistance.
A second feature is to disrupt the least possible the existing surgical pipeline. Indeed,
imposing additional steps or clinical examinations, such as requiring more MRIs would be
irrealistic and drastically change the surgeons’ protocols. Finally, the software should be
easy to install and not require sophisticated computers, such as HPC (High-Performance
Computers). This adds the constraint of using simple models that can run rapidly without
extraordinary CPUs (Central Processing Units), GPUs (Graphical Processing Units), or
RAM (Random Access Memory).

Contributions

The contributions made in this research project are divided in five parts:

e Contribution 1 Breast cancer clinical background and Finite Element Method (FEM)
necessary for the understanding of the manuscript.

e Contribution 2 Software for mapping preoperative breast-conservative surgical pattern
on any patient

— Contribution 2.1 State-of-the art of mathematical models to fit patient-specific
breast data.

— Contribution 2.2 Creation of a new model made of rigging, skinning, and blend-
shape to create a simple template model embedded with the surgical drawing.

— Contribution 2.3 Registration method to rapidly deform the model to fit a cohort
of 7 patients.



e Contribution 3 Open-source algorithm to recover the undeformed configuration of a
object.

— Contribution 3.1 Historical state-of-the-art of inverse method to recover the un-
deformed configuration (physics-based and iteratives).

— Contribution 3.2 Open-source implementation details using the FEniCS software
and several numerical test cases.

— Contribution 3.3 Confrontation of the algorithm with real-data using a highly
deformable silicone beam and comparison with other pieces of software.

e Contribution 4 Open-source software allowing SOFA users to create any material
models and finite elements kernels using the FEniCS software.

— Contribution 4.1 State-of-the-art of existing pieces of software and introduction
to SOFA and FEniCS.

— Contribution 4.2 Explanation of the SOniCS plugin and examples of Saint Venant-
Kirchhoff material model generation.

— Contribution 4.3 Numerical validations, benchmark with FEBio, and complex
surgical haptic simulation.

e Contribution 5 Creation of new simple, fast, and intuitive finite element breast model.

— Contribution 5.1 State-of-the-art of breasts numerical models and mechanical
properties of the tissues.

— Contribution 5.2 Creation of a numerical pipeline: from imaging to the finite
element model.

— Contribution 5.3 Data-driven and patient-specific material properties from imag-
ing to surgical configuration.

Outline

The outline of this manuscript directly follows the order of the mentioned contributions. We
will begin with an introduction to breast cancer, starting with an anatomical description
of the breast, followed by statistics, the different types and grades, imaging procedures,
and possible treatments. For a better understanding of the rest of the manuscript, a short
introduction to the FEM is given, detailing the kinematics tensors and the strong from
that we aim at solving. In chapter [2|, we developed a simple model designed to predict
patient-specific preoperative surgical drawings using the SOFA software. Indeed, a crucial
step preceding any surgical pipeline is drawing surgical patterns to allow the surgeon to plan
the operation. We tackled this problem by using rigging, skinning, and blenshapes methods
to implement a fast and simple model, mapping information from a template model to any
surgical scan patients in any position. In chapter [3] using the FEniCS software, we created
an open-source code enabling us to find the undeformed configuration of an object. Indeed,



a necessary step of the breast-conserving surgical pipeline is to reverse the gravity to infer
the so-called "undeformed configuration” which could be understood as a O-gravity state.
In chapter [4] we will describe the successful coupling of our two simulations framework,
SOFA, and FEniCS, to effortlessly obtain complex material models in SOFA. In chapter
we will combine all our previous findings to create a new numerical model of the breast
suitable for real-time simulations. Finally, chapter [6] will close this thesis with a conclusion
and a summary of the observations made throughout our work and our recommendations
for future research.



1 CLINICAL AND MECHANICAL BACKGROUND

1 Clinical and mechanical background

Breast cancer results in a disorder of specific cells that multiply and most often form a
mass called a tumor inside the breast. There are different types of breast cancer that do
not develop in the same way, some can take several months, others even years to develop.
Some are ”aggressive” and are quickly growing, while others are evolving slower. The cancer
cells can stay in the breast or also spread to other organs (called metastasis), which is an
even more threatening situation. In this section, we will give brief statistics about breast
cancer. Before detailing the different causes, grades, and types of cancer, we will describe
the breast anatomy. Finally, we will explain the breast imaging procedures, as well as,
the various possible treatments. An extra sub-section will be dedicated to introducing the
fundamentals of the finite element method that will be necessary for a better understanding
of this manuscript.

1.1 Breast cancer

The estimated number of breast cancer cases in 2020 worldwide for females of all ages is 2
261 419, representing almost 25% of the global number of cancer. Concerning mortality, 684
996 have died from breast cancer, representing 15.5% of the women that died from cancer.
It makes it the most prevalent and lethal cancer for women. The average age is 47.8 years
old [211]. The disease is constantly growing and is estimated to reach 3.19 million cases in
2040.

The major problem of breast cancer is the discreteness of the symptoms. Indeed, most
of the time, the women will only feel a lump or mass in a breast which is the most common
sign of breast cancer. The bump is usually painless, stiff, presents an irregular shape, and
appears to be "fixed” to the breast. One or more hard lumps in the armpit could suggest that
the breast cancer has spread to the axillary nodes (part of the lymph nodes) but frequently
remain painless. Another discrete factor could be the change in the skin: retraction, redness,
swelling, or orange peel appearance. The same symptoms can be observed in the nipples
or areolas (the area around the nipple): retraction, change in color, oozing or discharge.
Similarly, local changes in the shape of the breasts, such as redness, swelling, and warmth
may be a sign of inflammatory breast cancer. A problematic point is if the cancer is not
diagnosed early, the tumor may grow and spread to other parts of the body, causing more
severe symptoms like bone pain, nausea, loss of appetite, weight loss, jaundice, shortness of
breath, coughing, fluid accumulation around the lungs (pleural effusion), headaches, double
vision, and muscle weakness.

Contrary to commonly accepted ideas, only 5 to 10% of diagnosed breast cancers patients
are genetically predisposed to breast cancers [229], while non-familial cancers make up the
remaining 90-95%. Among the non-familial breast cancers, several factors are known.

e Many cocktails of molecules and known mechanisms seem to be able to trigger or
promote breast cancer. For instance, the inhibition of the DNA damage response
system may be involved in half of all breast cancers, especially those induced or
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facilitated by hormones used in menopausal hormone treatments. Additionally, the
protein (Akt1) is over-expressed in 50% of sporadic breast cancers and could, therefore,
predispose to breast cancer or be involved in other processes (environmental and non-
genetic). Similarly, another protein, CK2 (an enzyme important for epithelial cell
plasticity), appears to be involved in the progression of breast cancers. Indeed, the
alteration of the CK2 activity is accompanied by a mutation of epithelial cells into
cancer cells (more mobile and a source of metastasis).

e Breast cancer is often hormone-dependent and some factors that increase estrogen
levels are therefore at risk. Schematically, the risk of breast cancer increases with the
number of menstrual cycles, whether artificial (estrogen-progestin pill) or natural [45].
Similarly, hormonal replacement therapy during menopause significantly increases the
risk of breast cancer [26]. Late menopause and early puberty also increase the number
of menstrual cycles and thus estrogen levels. Different factors of precocious puberty
have been identified. Among those factors, childhood obesity, increased consumption
of animal proteins (meat, milk), consumption of sweetened beverages, and exposure
to endocrine disruptors seem to increase the estrogen level (increasing breast cancer
risk).

e Women who have not had a child or a first late pregnancy have a significantly increased
risk of developing breast cancer compared to those who had at least one child before
30 years. In fact, the cycles preceding the first full-term pregnancy seem to be the
most dangerous for the breast. Pregnancy protects the breast by changing the breast
cells, favoriting more significant cell differentiation. Pregnancy, especially, an early
one, acts as a vaccine against estrogens [68, 146]. Breastfeeding acts as a protector
against breast cancer [209], notably by putting the ovaries to sleep and reducing the
number of cycles. Voluntary interruption of pregnancy does not increase the risk of
breast cancer.

e The parallelism between the incidence increase of breast cancer over the last 50 years
and the proliferation of endocrine disruptors, synthetic chemicals with estrogenic or
carcinogenic action [56]. Molecules such as ES, DDT, bisphenol A, and dioxins from
various sources like pesticides, industrial chemicals, plastics and plasticizers, fuels,
and other chemicals omnipresent in the environment are major sources of concern for
endocrinologists. For example, girls who were heavily exposed in utero in the 1960s
to DDT have a fourfold increase in breast cancer risk.

e Obesity increases the risk of breast cancer. For example, when tumor cells (murine or
human) are cocultured with mature adipocytes, the latter increase the invasive capac-
ity of cancer. In general, obesity doubles the risk of breast cancer by increasing the
amount of fatty tissue, boosting the level of estrogen in the blood through aromatase
activation (enzyme). This enzyme transforms androgen-type hormones into estrogen
and continues after menopause, increasing the risk of breast cancer in overwieghted
postmenopausal women.
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e The consumption of animal fats and trans fatty acids (used in several food industry
preparations) could be risk factors. This relationship between the level of animal
fat intake and breast cancer has been known for a long time, while the influence of
polyunsaturated fats is less clear. Risk of breast cancer increases by almost 50% in
women with high blood levels of trans fatty acids, which may be present in industrial
foods such as industrial bread and cookies, pastries, cakes, chips, and pizza dough.

e Several scientific studies have identified milk as a risk factor for hormone-dependent
cancers such as prostate, ovarian, and breast [119]. The increased risk is linked to
IGF-1 increase levels in the blood, which is strongly correlated with milk consump-
tion. The link thus appears to be established in the pre-menopausal phase and also
seems consistent with the absence of cancer observed in the population with Laron
syndrome, which does not produce IGF-1. The concentration of IGF-1 significantly
varies depending on the type of milk [44], whether it is low-fat or in the ruminants’
environment. However, other studies establish a protective role linked to the vitamin
D or calcium content of milk [203].

e Numerous studies have shown that alcohol consumption increases the risk of breast
cancer. This risk is increased on average by 30% for three glasses of alcohol per
day. Meta-analyses have confirmed the role of alcohol in the genesis or facilitation of
breast cancer. The risk increases by about 10% for every 10 g of alcohol (consumed
on average per day) depending on genetic sensitivities. There is a correlation between
smoking and the occurrence of breast cancer [231]

e Breast cancer is often associated with low vitamin D levels (deficiency or insuffi-
ciency in 78% of cases |156]). Vitamin D and its pharmaceutical analogs have anti-
proliferation and pro-differentiation effects. It is, therefore, essential for the preven-
tion and treatment of cancers in general. In particular, it can limit excessive estrogen
production by acting on aromatase.

e New radiological examination modalities, such as coronary CT scans, may lead to
sufficient radiation to increase the risk of breast cancer decades after the examination
was performed. Night work may increase the risk of breast cancer [115].

Finally, 5-10% of breast cancers diagnosed are genetically predisposed [229]. In 2008, 10
genes were associated with an increased risk of breast cancer, and 9 are related to the DNA
damage response system. The tenth encodes a protein that inhibits the action of the AKT1
enzyme (an enzyme whose inhibition also plays a role in non-genetic cancers). Two of these
ten genes (called BRCA1 and BRCA2) alone are responsible for half of these genetically
predisposed cancers, or 2.5 to 5% of all breast cancers, and frequently appear in women
with no particular health problems. Although, very infrequently, the patient has a known
genetic disease. Young age, family history, cancers occurring in both breasts successively
or simultaneously, the occurrence of second cancer in the ovary, and medullary histological
type of cancer are all signs of predisposed breast cancer.

11
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1.2 Breast anatomy

Figure 2: Female breast anatomy. On the left, a sagittal view detailing the different tissues.
On the right, a front view of the organ highlighting the blood (in red and blue) and lymph
vessels (in green) route.

Breasts are part of the female and male sexual anatomy. For females, the breasts
have two principal utilities breastfeeding and sexual pleasure. The breast is made of a
surface layer and an internal volume. The visible parts of the breast anatomy include the
skin comprised of the nipples and areolae. The areola is the circular dark-colored area
of skin surrounding the nipple. They have glands called Montgomery’s glands secreting a
lubricating oil protecting the nipple and skin from injuries during breastfeeding. The nipple
solely corresponds to the areola center and holds nine milk ducts and nerves.

Inside, the breast is made of several tissues, as depicted in figure [2| The fatty tissues
(adipose) are the main component of the breast and are responsible for the breast size.
Besides the fatty tissues, the breast is made of glandular tissues embedding the lobes.
Generally, a breast can be characterized by the ratio between the volume of glandular tissue
and adipose. This ratio is especially variable among women. Each breast has between 15
to 20 lobes or sections surrounding the inner nipple. Those lobes also contain tiny bulblike
glands called lobules producing milk. Each lobe is linked to the nipple through milk or
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lactiferous ducts responsible for carrying the milk from the lobules to the nipples.

In addition to a complex structure, the breast is circulated by blood vessels distributing
the blood throughout the breasts, chest, and body. The lymph vessels are part of the lym-
phatic system transporting lymph, a fluid that supports the immune system fight infection.
Lymph vessels connect to lymph nodes, or glands can be found under the armpits or in the
chest. Finally, the nipples have hundreds of nerve endings, which makes them extremely
sensitive to touch and arousal.

The breasts lie between rib II and VI and predominantly lean on the pectoralis major
muscle. The pectoralis major originates from the medial surface of the clavicle and the
anterior surface of the sternum and inserts into the lateral lip of the bicipital groove of the
humerus. At the axillary margins, the breasts lean on the pectoralis minor, serratus major,
external oblique muscles, and the fascia of the thorax.

Similarly to the human body, the breast is a finely balanced system. For females, estro-
gen, progesterone, and prolactin play a key role in breast development and function. Estro-
gen stretches milk ducts and supports them in creating side branches to carry more milk.
Prolactin promotes the production of progesterone and prepares glands for milk production.
Progesterone increases the number and size of lobules in preparation for breastfeeding. This
hormone also enlarges blood vessels and breast cells after ovulation.

Meanwhile, male breasts do not have a specific function. During puberty, the male
hormone testosterone commonly stops breasts from developing. On the outside, males have
nipples and areolae. Internally, they have undeveloped milk ducts and no glandular tissue.
Male breast problems can include gynecomastia, a benign condition that causes the breasts
to enlarge, and very rarely, breast cancer. Consequently, in this thesis, we will mainly drive
our attention on female breast cancer.

1.3 Different types of breast cancer

In order to plan the optimal treatment and increase the chances of success in fighting the
disease, it is essential to define the different types of breast cancer, as shown in figure
The classification of breast cancers is mainly assessed according to two factors. First, by
determining the type of tumor involving the area of the breast affected. Secondly, defining
the subtype by discovering the type of mutation that provoked the tumor. The following
points are resuming the different type of tumors found in the literature.

e DCIS (Ductal Carcinoma In Situ). The DCIS originates from the epithelial
cells lining the milk ducts (in charge of conducting the milk produced by the breast
lobules to the nipple). In the initial phase of proliferation, the cancer cells cannot yet
spread beyond the duct where they originated. The boundary between the duct and
the supporting tissue is the basement membrane. It is the crossing of this basement
membrane that distinguishes DCIS from (invasive) breast cancer. Approximately 20%
of surgically treated DCIS is found to be invasive on histological analysis. The mode
of the proliferation of DCIS depends on the degree of differentiation. Indeed, well-
differentiated DCIS tends to spread discontinuously within a single breast quadrant
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and multiple discontinuous foci of DCIS separated by areas of healthy tissue are
responsible, for 70% of well-differentiated DCIS. The analysis of cancerous foci is
done by microscopic examination of the surgical specimen. The lesions are referred
to as multifocal (several foci) and monocentric (a single quadrant), while multicentric
lesions, i.e., involving several quadrants, are rare.

e Invasive ductal carcinoma (IDC). Like DCIS, IDC affects the milk ducts but is
more invasive, meaning that it will spread and extend into the breast tissue. IDC
or ductal adenocarcinoma is the most common type of breast cancer. It originates
in the cells of the breast ducts and proliferates beyond the ducts by invading the
surrounding breast tissue. Cancer then takes the form of a mass or thickening of the
mammary gland. This type of cancer can also invade the lymph nodes then, entering
a metastatic stage, meaning that the disease has spread outside the breast to form
secondary sites in other body parts.

e Lobular carcinoma in situ (LCIS). LCIS is characterized by the development of
abnormal cells in the mammary glands and does not spread out of the lobules into the
surrounding breast tissue. It frequently occurs in both breasts at the same time and
is most often detected during a biopsy to check for a breast lump or to follow up on an
abnormal mammogram. LCIS is not a precancerous condition or breast cancer. It is a
sign or marker that a woman is at increased risk of developing breast cancer. Several
women with LCIS will not get invasive breast cancer and researchers still struggle to
determine which women will eventually develop invasive breast cancer. One certainty
is that women with LCIS combined with other risk factors such as family history have
a higher risk of developing invasive breast cancer than women with LCIS without risk
factors. Because of this increased risk, women with LCIS need to be screened for
breast cancer.

e Invasive lobular carcinoma (ILC). ILC accounts for approximately 10% of all
invasive breast cancers. ILC originates in the lobules of the breast and crosses them,
thus invading the surrounding breast tissue. It can also spread (metastasize) to lymph
nodes or other body parts. ILC can occur in more than one area of the breast (multi-
focal, or multicentric disease). Like LCIS, it is more likely to affect both breasts than
other types of breast cancer but the cells of ILC do not form a mass. Instead, they
form a single band in the fatty tissue, creating a thick zone of breast tissue. There
may then be changes in the skin of the breast, such as a different texture or dimpling.
ILCs are challenging to detect by mammograms, while MRIs, ultrasounds, or biopsies
are a better solution for the diagnosis.

e Inflammatory breast cancer. Inflammatory breast cancer is a rare type of breast
cancer and accounts for less than 4% of all types of women’s breast cancer. Inflamma-
tory breast cancer is an aggressive form of breast cancer that develops rapidly. It is
often diagnosed at an advanced stage (when the tumor cells have invaded the lymph
nodes of the breast) or when the tumor has secondary locations (metastases). The
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rapid development of this form of breast cancer usually results in breast swelling. Due
to the blockage of the lymphatic vessels by the cancer cells, the skin tends to become
red or purplish in about one-third of the breast. Unlike other forms of breast cancer,
there is no lump inside the breast.

e Mucinous carcinoma. Mucinous or colloid carcinoma is rare, representing about
2% of all invasive breast cancers. It occurs more often in women between 60 and 70
years old and is formed by cancer cells secreting mucus. Mucinous carcinoma has a
better prognosis than other common types of invasive breast cancer.

Ductal breast cancer Lobular breast cancer

Mixed tumor breast cancer Mucinous breast cancer

Inflammatory breast cancer

Figure 3: The different breast cancer types. Image extracted from jwww.scientia.global.
com

As mentioned previously, breast cancer is also classified accordingly to its subtypes.
Indeed, breast cancer is a heterogeneous disease often requiring laboratory tests to dis-
cover what type of mutation is causing the tumor development. Several principal types of
mutations can be found in the literature.

e Hormone receptor positive. Hormone receptors are located on the surface of cells
in the body that allow the cells to receive messages from hormones and adapt their

15


www.scientia.global.com
www.scientia.global.com

1.4 Different grades 1 CLINICAL AND MECHANICAL BACKGROUND

function and behavior. This subtype of cancer accounts for about 60% to 75% of breast
cancers. In the breast, there are estrogen (ER) and progesterone (PR) receptors.
Laboratory testing will determine if the tumor is due to the hyperactivation of these
receptors in response to hormones. The tumor will then be called ER or PR-positive
depending on the hormone hyperactivated. Hormone receptor-positive cancers are
found most of the time in postmenopausal women.

e HER2-positive. This subtype accounts for approximately 15% to 30% of breast
cancer cases. HER2 is a receptor located on the surface of cells transmitting a signal
to cells when activated by an epidermal growth factor. In this subtype of cancer,
the HER2 receptor is found in abnormal amounts on the cell’s surface and is usually
overactivated. It results in more important signals sent to the cell overgrowing and
multiplying abnormally.

e Triple-negative. When the laboratory test does not reveal any mutations in the
above-mentioned genes (ER, PR, HER2), the term ”triple negative” is employed.
Triple-negative breast cancer accounts for about 15% of invasive breast cancers and
appears to be more common in younger women.

¢ BRCA. Most breast cancers are sporadic, meaning that they are not inherited. How-
ever, there is a form of breast cancer that is called hereditary. This form of tumor is
less common, representing between 5 to 10% of breast cancer cases, and is caused by
a gene called BRCA (which exists in two forms, BRCA1 and BRCA2). Individuals
carrying the mutation affecting this gene have a predisposition to developing breast
cancer.

As presented, there is not ”one” but "many” types and subtypes of breast cancer. Hence,
determining the type and subtype of disease allows medical teams to develop a treatment
strategy to best treat breast cancer. Therefore, breast cancer is not only qualified depending
on the type but also on the grade.

1.4 Different grades

To obtain a standard classification of breast cancer, staging is used to assess the extent of
cancer. It is performed with the help of clinical (palpation of the tumor to look for abnormal
nodes in the breast), radiological (mammography, ultrasound), and histological (microscope
on biopsy samples before or after surgery) examinations. From stage II onwards, other
examinations (chest X-ray, ultrasound or CT scan of the abdomen, bone scan, MRI) are
carried out to verify the presence or absence of metastases, which are cancer cells that have
migrated to distant sites such as the liver, bones, lungs, and brain.

To assess the different stages of breast cancer, the TNM classification is the most fre-
quently used and is based on 3 criteria. ”T” for tumor size and infiltration, ranging from
Tx (tumor not evaluable) to T4. Then, "N” for the degree of lymph node involvement,
ranging from Nx (node involvement not evaluable) to N3. Finally, "M” for the presence or
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absence of distant metastases; with Mx (insufficient information to classify metastases), MO
(absence of metastasis), or M1 (presence of metastasis). The TNM classification indicates
the stage of breast cancer that is shortly presented (note that it can vary depending on the
country).

e Stage 0: in situ cancer. The tumor remains localized to the duct where it originated
and is non-infiltrative nor spread beyond the basement membrane (T1 NO MO).

e Stage I. tumor measures 2 cm or less. Tumor prior 2 cm without lymph node
involvement nor distant metastases (T1 NO MO).

e Stage II

— Stage ITA: Tumor prior 2 cm with invasion of 1 to 3 axillary nodes or involve-
ment of internal mammary sentinel nodes, without metastases (T0/1/2 N1 MO).
Or tumor bigger than 2 cm (but less than 5 cm), without lymph node involvement
or metastases (T2/3 NO MO).

— Stage IIB: The tumor is larger than 2 cm but not larger than 5 cm but the
cancer has also spread to 1-3 axillary lymph nodes, internal mammary lymph
nodes or both (T2/3 N1/2 M0). Or the tumor is bigger than 5 cm (T4 NO MO).

e Stage III

— Stage IITA: Any tumor, without metastasis, with at least 4 axillary nodes
involved or clinical internal mammary invasion or involvement of subclavicular
nodes or homolateral supraclavicular nodes (all T N2/3 MO).

— Stage IIIB: Tumor with direct extension to the chest wall or skin, or inflam-
matory tumor (T4 all N MO).

— Stage IIIC: Tumor has spread to 10 or more axillary lymph nodes or to lymph
nodes below the collarbone (infraclavicular nodes). Or the cancer has spread to
lymph nodes above the collarbone (supraclavicular nodes).

e Stage I'V: metastatic cancer. Regardless of the size of the tumor and the degree of
lymph node involvement, the presence of distant metastases classifies the cancer as
stage IV (all T all N M1).

In addition to the TNM classification relying on medical imaging information, the
Bloom-Richardson grading system also evaluates the tumor grades but based on histological
examination (biopsy), taking into account:

e the appearance of the cancer cells: the more a cancer cell has changed from normal
cells, the more aggressive it is.

e the characteristics of the cell nuclei: the larger the cell nuclei and the more varied
their size and shape, the more aggressive the cells are the number of cells in mitosis.
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e cell multiplication: the higher this number, the faster the tumor cells divide, and the
more aggressive the cancer can spread.

The Bloom Richardson classification compiles a general score based on the 3 sub-scores
of each criterion. Each sub-score is ranging from 1 to 3 and the overall score obtained
determines the histopronostic grade. An example of such a grading system is given in figure
@ The grade is I or low grade (least aggressive tumors) for a total score of 3, 4, or 5. The
grade is II for a score of 6 or 7. Finally, the grade is III or higher (most aggressive tumors)
for a score of 8 or 9.

3 points

MODIFIED BLOOM-RICHARDSON
GRADING SYSTEM- BREAST CANCER

........ Tighyomy W Gpvahar, 0

Figure 4: Bloom Richardson classification grading system. For each criterion (tubule for-
mation, nuclear pleomorphism, and mitotic figure) a subscore is evaluated depending on
the histological observations. The sub-scores are then summed to obtain a general score
allowing to grade the tumor. Image extracted from www.iheartpathology.net.

As we have just seen, the grade is determined using different classifications. These
classifications allow standardizing the breast tumor identification between the institutes
and professions, making medical decisions based on a uniform scale. As explained in this
section, the grading can be assessed through medical images or histological observations
that we detail in the next section.

1.5 Breast detection and imaging procedures

As mentioned previously, breast imaging procedures are necessary to assess the grade of
the breast tumor. In addition to the grade, the symptoms of the disease are especially
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discrete, and planning regular checkups can ensure breast detection in the early stages. In
this section, we recall the most common imaging procedure and methods in the context of
breast cancer.

e Palpation. The clinical examination of the breasts is still of great interest for orient-
ing the diagnostic strategy, assessing the prognosis, or guiding the therapeutic decision
tree. The palpation has several benefits like the low cost of the clinical examination,
it could be self-done or by a clinician, and it holds fundamental data that are not
available from imaging data. For example, inflammatory signs, skin involvement by
dermal-epidermal nodules, or nipple involvement by Paget’s disease. Even after breast
cancer treatment, the clinical examination remains useful for early diagnosis of com-
plications related to treatment or possible loco-regional recurrence. Breast palpation
and imaging are complementary techniques that must be combined. For the proce-
dure, the woman is undressed to the waist, arms at her sides while sitting, then arms
raised while lying down. Good palpation should be done on the hand flat, with the
tip of the index and the medius, always on the side to be examined. It is necessary
to make small circular movements of the fingertips with pressure of the gland on the
costal side. The feel of the touch is crucial information for the medical expert and
could already be used as a first diagnosis. For instance, the elastic behavior of a lesion
could indicate a fibroadenoma while resistance could indicate the presence of a cyst
which could be even firmer under tension. A stiff, protruding, angular tumor suggests
cancer or a benign calcified lesion while a colloid or medullary cancer is often soft in
consistency.

e Mammogram. A mammogram is an X-ray of the breasts. It enables to obtain im-
ages of the inside of the breast using X-rays and to detect any abnormalities. Usually,
two X-rays are taken of each breast, one frontal and one oblique so that both sides of
each breast can be compared. A mammogram can be performed either as part of a
breast cancer screening or when symptoms are present. A screening mammogram is a
gold standard for breast cancer evaluation, allowing the detection of small early-stage
cancers, even before the appearance of symptoms. Meanwhile, a diagnostic mammo-
gram is performed when a patient presents symptoms that may suggest breast cancer
and consists of a basic mammogram focusing on suspicious areas. The mammogram
is performed in a standing position, with the patient bare-chested. To obtain a good
quality analysis and see the breast in its entirety, each breast is successively com-
pressed between two plates to spread out the breast and avoid overlapping images
(insufficient compression can prevent the detection of an abnormality). It provokes a
sensation of compression usually unpleasant for women. The average standard mam-
mogram takes 10 to 15 minutes. In certain conditions, especially when the breasts are
too dense, mammography is less effective (adolescents, young women, breastfeeding).
In these cases, a breast ultrasound is used.

e Tomosynthesis or 3D Mammogram. Traditional mammography projects the
entire volume of the breast on a single plane (2D). Despite the image’s high resolution,
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over-projection effects can mask lesions or create pathology artifacts. Tomosynthesis,
by acquiring multiple images at a very low dose, makes it possible to separate the
different depths of the breast and eliminate the effects of lesion masking or over
projection. As in mammography, the breast is compressed, but the X-ray tube moves
in an arc instead of remaining stationary. This technique was prototyped in 1997 and
has only been able to grow thanks to computing power improvements of computers.
Initially, several hours were needed to reconstruct an image that is now obtained
in a few seconds. The projection image (2D) is still necessary, either to have an
overall view of the breast or to keep the possibility of comparing the current situation
with the images previously obtained with conventional techniques. If a conventional
image is taken in addition to the tomosynthesis, this procedure doubles the dose of
exposure to the breast. This double irradiation is within the tolerated limits for
breast examinations (e.g., in the FDA recommendations). However, all measurements
must be taken to limit the radiation dose as much as possible. The technology of
the synthetic 2D image is as reliable (or even more reliable in some cases) than that
of traditional mammography. The latest scientific publications demonstrate that this
is the right option 206, [239]. Indeed, the most recent studies have shown that this
way of examining the breast provides the most information (30% more sensitivity
than traditional mammography) with the most accuracy (30% more specificity than
traditional mammography) while maintaining a minimal radiation dose (1 to 1.5 mSv),
the equivalent of 3 to 4 months of natural radiation (radon, cosmic radiation, and
associated terrestrial radiation) 75, 192].

e Ultrasound. Breast ultrasound uses ultrasound to produce painless images of the
inside of the breast. A breast ultrasound is performed by a radiologist and is often
completing a mammogram. It is useful to observe the liquid or solid nature of nodules
palpated or discovered on the mammogram. A breast ultrasound can be performed
for several reasons. First, following a mammogram when the latter has revealed an
abnormality. In this case, the ultrasound allows the radiologist to analyze the anomaly
in more detail. Secondly, when the density of the breasts does not allow for a good
quality mammogram (usually the case for young women). Then, for pregnant women
ultrasound is safe during pregnancy. Finally, it can be used to drive the radiologist
when taking a sample (biopsy) of the irregularity, ensuring guidance in real-time.
The examination is performed sitten on a chair, a gel is applied to the breasts to
ensure good contact between the skin and the ultrasound probe. The radiologist will
systematically examine all areas of the breast, taking up to 5 or 10 minutes

e Magnetic Resonance Imaging. MRI stands for Magnetic Resonance Imaging.
MRI uses a large magnet to produce radio frequency waves to vibrate the numerous
hydrogen nuclei that make up the tissues of the breast and thus produce images.
This examination is generally proposed following the initial assessment performed by
mammography and ultrasound. The patient lies on the stomach, with the breasts
falling into a specific antenna. The examination time can last from 15 to 30 minutes

20



1.6 Different treatments 1 CLINICAL AND MECHANICAL BACKGROUND

on average while trying to remain perfectly still. The injection of a contrast medium
is necessary for this examination (Gadolinium is the most common). Breast MRI
allows a better assessment of tumor size and multifocality /multicentricity of the breast
tumor and may, therefore, in some situations, be beneficial in the preoperative workup,
especially in cases of high breast density or lobular carcinoma. However, each new
lesion detected by MRI must be confirmed by a biopsy under ultrasound or MRI before
any change in the type of surgery, which leads to an increase in diagnostic procedures
and preoperative delay. Furthermore, the use of breast MRI increases the rate of
mastectomy, and the benefit on the rate of repeat surgery, recurrence, or survival is
not known.

In the breast clinical pipeline, after using medical imaging to assess the tumor grade
and shape, a decision concerning the treatment has to be concluded.

1.6 Different treatments

The choice of treatment for breast cancer depends on multiple factors: the age of the pa-
tient, menopaused, presence of hormone-sensitive cancers in the family, medical and surgical
history, location of the tumor, unifocal or multifocal, histological type of the tumor, grade,
hormone-sensitive, HER2 positive, molecular biology data, stage, overall health status,
lifestyle choices. All those factors will influence the medical decision, hence, the treatment
chosen. Among the different treatments for breast cancer, we find:

e Surgical treatment. Two types of surgery are possible: breast conserving surgery
and non-conserving surgery.

— Breast-conserving surgery (lumpectomy or segmentectomy) consists of
removing the tumor and a limited amount of surrounding tissue. The conser-
vative technique is proposed when the tumor is unique (or possibly when two
tumors are close) and small enough compared with the size of the breast to be
removed completely with a sufficient margin of healthy tissue around it. Radi-
ation therapy to the breast is sometimes performed in addition to conservative
surgery. If the tumor is large, neoadjuvant chemotherapy or hormone therapy
(i.e., performed before surgery) may be used to reduce the size of the tumor
and allow for conservative surgery. This operation is the most appealing as it
is the least traumatic and does not necessitate reconstruction of the breast (or
only partial). Unfortunately, it is a precise and delicate operation that requires
experienced surgeons.

— Non-conservative breast surgery (mastectomy) involves removing the breast,
areola, and nipple. Non-conservative surgery is indicated if the tumor is too mas-
sive and neoadjuvant chemotherapy or hormone therapy is not possible. Other
reasons could be the shape and location of the tumor that preclude conserva-
tive surgery, or if multiple tumors are present in the breast. In all cases, breast
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surgery is completed by an axillary lymph node procedure, either sentinel lymph
node removal or lymph node dissection. Following a mastectomy, it is possible
to have breast reconstruction (either simultaneously or in a second stage). The
effectiveness of this operation is undoubtedly and presents many advantages such
as not requiring precise surgery, cheap cost (if we are not considering the cost of
breast reconstruction), and rapid. Hence, the psychological trauma is enormous
for the patient, and recovering from such an operation is demanding.

e Radiation therapy. Radiation therapy destroys cancer cells using X-rays. The
radiation is directed precisely at the cancer cells to preserve as many healthy tissues
and nearby organs. For in situ and invasive breast cancer, radiation therapy is often
used in addition to surgery (adjuvant radiation therapy), but it can also be exclusive.
It is focused on the breast if it has been preserved or on the chest wall after mastectomy
and is extended to the axillary, supra-clavicular, and internal mammary lymph nodes
if the first relays are reached.

e Chemotherapy and targeted therapies. Chemotherapy and targeted therapies
are drug treatments used to treat breast cancer. They are general medical treat-
ments that work on the whole body and reach the cancer cells wherever they are.
While chemotherapy works on the mechanisms of cell division, targeted therapies
block specific mechanisms of the cancer cells (block the amplification of the HER2
gene). Chemotherapy is not routinely used in the treatment of breast cancer. For
"localized” invasive cancers, chemotherapy may be necessary after surgery (adjuvant
chemotherapy) when the risk of recurrence is high. In the case of HER2 gene am-
plification, it is combined with a specific targeted therapy. These medical treat-
ments can be started before surgery (neoadjuvant treatments) in case of progressive
and inflammatory tumors and will be continued afterward. For metastatic cancers,
the treatment is essentially based on chemotherapy, possibly combined with targeted
therapy and/or hormonal therapy, with the aim of stabilizing the evolution of the
disease. Several types of drug treatments exist for chemotherapy and targeted ther-
apies. For adjuvant and neoadjuvant, we notably find Anthracyclines (doxorubicin
and epirubicin), Taxanes (paclitaxel and docetaxel), 5-fluorouracil or capecitabine,
Cyclophosphamide, and Carboplatin. For metastatic cancers, we additionally find
Taxanes (paclitaxel, docetaxel, or albumin-bound paclitaxel), Ixabepilone, Eribulin,
Anthracyclines (doxorubicin, liposomal doxorubicin, or epirubicin), Platinum agents
(cisplatin), Vinorelbine, Capecitabine, and Gemcitabine.

e Hormone therapy. Hormone therapy consists of preventing the stimulation of can-
cer cells by female hormones (estrogen, progesterone) synthesized by the ovaries or
fatty tissue after menopause: the methods used consist either in blocking the syn-
thesis of these hormones in the ovaries or in using drugs that compete with these
hormones. Hormone therapy is used alone or after chemotherapy and/or radiother-
apy. Cancer must be hormone-sensitive, which is defined by the presence of hormone
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receptors on tumor biopsies. In the case of "localized” hormone-sensitive invasive
cancer, adjuvant hormone therapy is most often proposed after the combination of
surgery /radiotherapy and possible chemotherapy: it is prescribed for a long period of
at least 5 years. Hormone therapy can also be used before local treatment (neoad-
juvant hormone therapy) to reduce the size of the tumor. In the case of metastatic
cancer, hormone therapy may be prescribed alone or in combination with other drugs
to stabilize the disease. There are several types of hormone therapy drugs such as
Tamoxifen, Toremifene, Fulvestrant, or Aromatase inhibitors.

e Experimental treatments. Cryosurgery, also called cryoablation, cryosurgical abla-
tion, or cryotherapy. The procedure uses extreme cold (liquid nitrogen or carbon diox-
ide) to freeze and destroy abnormal cells or tissue. Over the past years, cryosurgery
was primarily used to treat tumors located outside the body. Today, it is also being
evaluated and used to treat some tumors inside the body, such as breast cancer [216].
Encouraging antibody treatments, such as the Trodelvy combined with chemother-
apy, showed acceptable results. At the time of writing, this treatment is available to
any triple-negative breast cancer without progress after at least two other attempts
at treatment.

Despite a wide variety of treatments, in this thesis, we will focus on breast-conserving
surgery, notably on the numerical simulation of the intra-operative configuration knowing
the imaging stance. The final aim is to indicate the tumor displacement to the surgeon
without requiring supplementary volumic medical imaging in the surgical pose. Among the
different methods for mathematically estimating breast displacement, we chose to use the
Finite Element Method (FEM) and give a brief introduction in the next section.

1.7 Finite element background
1.7.1 Kinematics

Consider a deformable body B. We denote the undeformed configuration €2g. The location
of a particle of B in €y is denoted X. Conversely, the deformed configuration is noted €2,
and the location of a particle of B in €2 is noted x. A one-to-one mapping ¢ maps the
position of a particle X in Qg to the position of the same particle  in , i.e x = ¢(X).
The configuration 2 can be obtained by ¢ () = {¢(X) | X € Qp}. These definitions are
depicted in figure

Let us introduce the deformation gradient F' that maps a line element dX in 2y to a
line element dx in 2:

do = F - dX. (1)

We can write the deformation gradient and the Jacobian as

_ 99

F X’ @)
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Figure 5: In a standard deformation analysis we compute the displacement vector w from
knowledge of the undeformed configuration 2y. In the inverse deformation analysis the goal
is to compute the displacement vector ©’ from knowledge of the deformed configuration €.

J =det F. (3)

As ¢ is a one-to-one mapping, F' is not singular and can be inverted, resulting in J # 0.
The Jacobian maps a volume element d€)y in g to a volume element d€2 in 2

dQ = J - dQy. (4)

For each point, we introduce the displacement u as the position difference between the
deformed and the undeformed configuration

uX)=xz-X

(X)X ®)

The deformation gradient can also be written as a function of the displacement such as

¢ ou
=—=—=+1=Vou+1, 6
9X —ox T YouT (©)
where V(o) is the gradient in g, with respect to the initial spatial position. The gradient in
Q, with respect to the deformed spatial position, is denoted V(e). I is the usual second-order
identity tensor. Similarly to the strain measure F', we introduce the right Cauchy-Green
strain tensor C its conjugate the left Cauchy-Green strain tensor B and the Green-Lagrange

strain tensor F
C=FTF, (7)

B=FF7T, (8)

24



1.7 Finite element background 1 CLINICAL AND MECHANICAL BACKGROUND

E:%(C—I). ()

The non-linearities in E (Equation@ are due to the term: Vu-(Vu)?. For infinitesimal
strain, the non-linearities are neglected, leading to the following approximation:

1
er (Vu + (Vu)T) (10)
Hyperelastic material laws commonly use invariants of C' and B to define their elastic
energy
Ic =tr(C), (11)
1
e = 5 ((tr(C))2 —tr (C2)) ) (12)
[Tl = det C. (13)

1.7.2 Strong form

At equilibrium in the deformed configuration, the balance of momentum can be written as

follows
V.o +pb=0, (14)

where o is the Cauchy stress tensor, p is the density of the material in the deformed
configuration and b are the external forces in the deformed configuration. Equation [14]is
called the strong form and is written in the deformed configuration €2. To write the strong
form in the initial configuration 2y, we introduce the density of the material py in the
undeformed configuration and the first Piola-Kirchhoff stress tensor P

Vo P+ pob=0, (15)

where o and P are related by the Piola transform

1
o= jPFT. (16)

1.7.3 Weak form

The weak form is obtained by multiplying the strong form by test functions 7 and integrating
over the whole domain. Equation [15]is written in the initial configuration and leads to

- / (Vo P)-ndf = / (pob) - 1 A, (17)
QO Q0
By using the divergence theorem we obtain
—/ (V()'P)-’I’]dQO: P:Vo’r[dﬂo—/ (P~’n)~’r]d890, (18)
Qo Qo 00
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where the colon operator : is the inner product between tensors, n is the outward unit
normal at the boundary and 9y the surface boundary of ¢. The quantity P - n is the
traction boundary condition. We here assume that it is prescribed on a part I'g of the
boundary as P -n = ty. On the remaining part of the boundary, we assume that the value
of the displacement is given, i.e. a Dirichlet condition. We then obtain the equilibrium in
the reference configuration

P:Vgnon_/

Qo

pobo - m dQo + / to - n dlo. (19)

Qo o

Note that the boundary integral on the remaining part 9y \ I'g vanishes due to the
Dirichlet condition. By injecting equation [16] in the last equation we obtain the weak
form in the deformed configuration

/U:VndQ:/pb~ndQ+/t-ndF. (20)
Q Q r

1.7.4 Material model

So far, we have introduced the stress tensor and considered the kinematic relations, i.e.,
the relations between displacements and strains. To complete the field equations, we need
a stress-strain relation, constitutive equations, or material model which sets a relationship
between the stress and strain tensors. The simplest material model is the isotropic and
linear elastic called Hooke’s law. It sets the relation between the strain tensor € defined in
equation 10| and the stress tensor o defined in equation [14] through the fourth-order elastic
compliance tensor C€:

e=C°: 0. (21)

Due to the symmetry of the tensors, equation [2I] could also be written using Voigt notations
as

[ (1 —v —v 0 0 0 Opa
Eyy -v 1 —v 0 0 0 Oyy
€z _ l -V -V 1 0 0 0 Ozz (22)
ey | E|O 0 0 20+v) 0 0 Oy
Eyz 0 0 0 0 2(1 + V) 0 Oyz
Eas 0 0 0 0 0 201+4v)]| \ou

FE is the Young’s modulus or the modulus of elasticity and describes the material stiffness
in Pa. The higher the modulus, the more stress is needed to create the same amount of
strain; an idealized rigid body would have an infinite Young’s modulus. Conversely, a very
soft material (such as a fluid) would deform without force and would have zero Young’s
modulus. v is the Poisson’s ratio describing the deformation (expansion or contraction) of
material in directions perpendicular to the specific orientation of loading. Most materials
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have Poisson’s ratio values ranging between 0.0 and 0.5. For soft materials, such as rubber,
Poisson’s ratio is near 0.5. For open-cell polymer foams, Poisson’s ratio is near 0 since the
cells tend to collapse in compression. Many typical solids have Poisson’s ratios in the range
of 0.2-0.3.

The Hooke’s law is a suitable material model for isotropic linear materials. Hence,
constitutive equations are established depending on the phenomenology of the object (i.e.,
hyperelastic, anisotropic, plastic, viscoelastic). A description of suitable models for highly
deformable objects is described in sections [3.2.2] [4.2.1] [4-3:3] [4.4] and [5.4}

Finally, numerically solving the strong form requires discretizing the integration domain
using Galerkin methods for instance. Additionally, to avoid any rigid body motions, bound-
ary conditions have to be prescribed to constrain the problem. These processes are further
detailed in section [£.2.2]
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Glossary

Glossary

Glossary

blendshape

registration

rigging

skinning

Blendshapes are a deformed version of a tem-
plate mesh and are stored as a series of ver-
tex positions. These blendshapes constitute
an anatomical space of deformation and can
be linearly combined to obtain multiple body
shapes .

Registration is the process that allows to map
the model on the data of the patient. In our
study, registration is a method for fitting the
model on the 3D scans of the patients.
Rigging is a computer animation technique
in which an articulated object is represented
in two parts: a surface representation used
to draw the object (called the mesh or skin)
and a hierarchical set of interconnected parts
(called bones, and collectively forming the
skeleton or rig).

Skinning is the process of binding the sur-
face representation to the rig through a blend
weight matrix to adjust the influence of each
bone.
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NOMENCLATURE

Nomenclature

In this paper, R represents the vector space of real numbers. R" is a vector of dimension
n, R™™ is a matrix of dimension n x m and R™*™*J is a n-dimensional vector of m x j

matrices.

A Number of blendshapes

K Number of bones

N Number of mesh vertices

|4 Matrix of vertices positions of the scan
Blendshape

B Matrix of deformed vertices positions after
blendshapes application

b Vector of matrix shape displacement
Optimisation

Ep  Data-fitting energy

By Joint regularisation energy

Eg Scale regularisation energy

FEps Blendshape regularisation energy

Er Landmark-fitting energy

Model parameters (DOF's)

a Vector of blendshape weights

R(q) Vector of rotation matrix from the quaternion ¢

Vector of scale matrix

T Vector of offset vector

v Matrix of vertices positions of the template mesh
Skinning

M Matrix of deformed vertices positions after

skinning application
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R(g*) Vector of initial rotation matrix from the quaternion ¢ € REX3x3
T(q*) Vector of initial offset vector € REx3x1
w Matrix of blend weights € REXN
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2 A RIGGED MODEL OF THE BREAST FOR PREOPERATIVE SURGICAL
PLANNING

2 A rigged model of the breast for preoperative surgical plan-
ning [

Abstract

In breast surgical practice, drawing is part of the preoperative planning procedure and is essential
for a successful operation. In this study, we design a pipeline to assist surgeons with patient-specific
breast surgical drawings. We use a deformable torso model containing the surgical patterns to match
any breast surface scan. To be compatible with surgical timing, we build an articulated model
through a skinning process coupled with shape deformers to enhance a fast registration process.
On one hand, the scalable bones of the skinning account for pose and morphological variations
of the patients. On the other hand, pre-designed artistic blendshapes create a linear space for
guaranteeing anatomical variations. Then, we apply meaningful constraints to the model to find a
trade-off between precision and speed. The experiments were conducted on 7 patients, in 2 different
poses (prone and supine) with a breast size ranging from 36A and 42C (US/UK bra sizing). The
acquisitions were obtained using the depth camera Structure Sensor, and the breast scans were
acquired in less than 1 minute. The result is a registration method converging within a few seconds
(3 maximum), reaching a Mean Absolute Error of 2.3 mm for mesh registration and 8.0 mm for
breast anatomical landmarks. Compared to the existing literature, our model can be personalized
and does not require any database. Finally, our registered model can be used to transfer surgical
reference patterns onto any patient in any position.

2.1 Introduction

In 2018 breast cancer was the second most prevalent cancer with more than 2 million cases
and an increasing incidence rate of 0.3% per year [54]. Surgery remains one of the most
common treatments. In 2016, nearly one-half of patients with early-stage (Stage I or II)
breast cancer underwent breast-conserving surgery [54].

The least invasive and traumatic operation, lumpectomy, consists of removing the breast
tumor, including surrounding tissues [189]. Before surgery, the surgeon draws surgical
patterns on the patient in a preoperative position (standing). Then, the surgeon instantly
operates in the intra-operative stance (supine) [57]. These patterns, also called surgical
drawings, are part of the preoperative planning procedure. Most of the time, they are
noticeable anatomical landmarks or a visual map that will guide the surgeon during the
surgery [57]. The operation success is highly dependent on the preoperative planning and
will influence the final breast shape [177]. However, surgical drawings require experience
and accuracy that can be challenging for junior surgeons, especially when no gold standard
is established.

In this study, we focus on devices and methods that can satisfy two constraints:

!'Reproduced from: A. Mazier, S. Ribes, B. Gilles, S.P.A. Bordas, A rigged model of the breast for
preoperative surgical planning, Journal of Biomechanics, Volume 128, 2021, 110645, ISSN 0021-9290, https:
//doi.org/10.1016/7. jbiomech.2021.110645.
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e an intuitive acquisition device capable of capturing the external shape of the patient
as quickly as possible to be compatible with surgical requirements,

e a deformable upper-torso model embedding surgical drawings that can rapidly fit the
patient scan.

To satisfy the first constraint, devices like 3D surface scanning can fulfill the surgical
timing criteria [37]. Initially, these devices were expensive and limited to applications such
as computer graphics. Nowadays, they are affordable and widely used for plastic surgery
assistance [219]. To satisfy the second constraint, many techniques have been developed.
Among them, non-rigid registration methods allow to reconstruct patients’ breasts with
high precision, template-free, and markerless by solely using a low-cost depth camera [117,
118]. The major drawback is the execution time ranging between 1 to 2 hours, making the
method unpracticable for our application. The finite element method relies on physics-based
equations to compute realistic deformations of the model [62] and can be improved with free
form deformers for higher precision [19, |122]. This method is computationally expensive
and solving partial derivative equations requires information which is difficult to obtain
(e.g. mechanical and rheological properties, boundary conditions, loading). Moreover,
free form deformers require control points to improve the registration accuracy at the cost
of an increased computation time. 3D morphable models (3DMM) used with landmark
constraints are fast, accurate, and can support different inputs such as 3D scans or 2D
images 110, 194]. Despite a compatible timing, the method requires anatomical landmarks
to provide an initial shape and relies on a consequent database that is not compatible with
our database size. Learned-models are widely used for their robustness to pose variation,
flexibility, speed, and efficiency but require a large dataset to train the model [20] 36].
The Skinned Multi-Person Linear (SMPL) model uses corrective body-shape and pose-
dependent shape learned from thousands of 3D body scans to provide a real-time, partially
open-source, and realistic articulated model [130]. Despite viable medical applications [97],
the model relies on an unadapted learning database made of women wearing bras. It makes
it impossible for us to capture anatomical details that are only visible on bare breasts.
To the authors’ knowledge, there is no open-source database of 3D scans of bare breasts
available.

In this paper, we propose a flexible model allowing to fit a set of patients in different
surgical positions, without any previous training phase or mesh pre-treatment. To ensure
a quasi-instantaneous patient fitting, we developed a simple articulated model made of
virtual bones to permit pose modifications, namely skinning [13} 101, 104, |121]. This
model is made more adaptive by allowing bone scalability to cater for variations in body
morphologies. Moreover, we used a simple linear model of body shapes to account for
morphological variations in breast shape, also known as blendshapes [108| (125, 136, 169].
In this work, we assumed that an accurate registration enables a mapping of the model’s
surgical drawing to any patient scan. Indeed, the model gathers anatomical features and
surgical patterns made by a senior surgeon, thus providing a gold standard for inexperienced
surgeons. The final aim of this study is to provide a pipeline to assist junior surgeons with
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preoperative breast surgical drawings for lumpectomy surgery, including, a patient-specific
model ready for biomechanical simulations.

2.2 Method
2.2.1 Participants

The study was performed on 7 women, in preoperative and intra-operative positions. The
preoperative configuration corresponds to the stand-up position where the surgeon draws
the surgical patterns on the patient. The intra-operative stance corresponds to the supine
position (the patient lays on the back) for the surgery. Their ages varied between 47 and 69
years and the surgeon manually measured their breast size from 36A to 42C in US/UK bra
sizing [235]. We noticed one notable case of breast asymmetry (one breast had a different
size or volume to the other one). All the patients were diagnosed with breast cancer and
chose lumpectomy as the most suitable treatment, under medical recommendation. We ob-
tained consent from the 7 patients for the study and a favorable opinion from the “Comité
Local d’éthique Recherche”. It has been precisely obtained on the 07/16/2017 under the
label 2017_CLER-MTP_07-04. The study was declared in the registry of the CNIL (MRO003)
under the name of the ”Centre Hospitalier Universitaire” (CHU) of Montpellier and regis-
tered on the ClinicalTrials website https://www.clinicaltrials.gov/ct2/show/study/
NCT032144109.

2.2.2 Instruments

To obtain a 3D surface mesh of the patient we used the depth camera Structure Sensor
3D Scanning by Occipital. This scanning device suffers from a high noise-sensitivity and
the possible creation of spurious gaps within the mesh. However, it satisfies our criteria in
terms of rapid acquisition time, a user-friendly interface, and reasonable price.

2.2.3 Procedures

After sketching the preoperative surgical drawing, the surgeon used the device mounted
on a digital tablet to scan the upper-body of the patient. To obtain global features of
the patient, the surgeon circled around the target at approximately 1 m. Otherwise, to
capture more complex shapes like the breast fold, the surgeon should be closer to the target
(around 30 cm). The device aimed at the patient for 20 seconds to 1 minute, depending on
the desired resolution. The surgeon performed the 14 scans without any previous training.
The result was a surface mesh of the patient obtained in less than 1 minute, including the
scan and the reconstruction.

2.2.4 Rigging

Each bone of the rig is considered as a rigid-scalable object, meaning that each bone will
have 9 absolute degrees of freedom (DOF's) (3 rotations, 3 translations, and 3 for the scale).
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The relative motion of the bones is constrained by the joints. We computed local rotations
and translations of the joints by computing relative transformations at a rigid point attached
to the scalable bones, represented by the spheres in figure [fh. Constraints were then applied
through Lagrange multipliers on both local rotations and translations . Quaternions
were used to define the axis angle of every bone. From this, we computed a local rotation
matrix.

(a) (b)

Figure 6: (a) Template mesh skin (in wire-frame) and virtual bones (in grey). (b) Blend
weight colormap associated to the lower bone (red for a weight of 1 and blue for a weight
of 0).

2.2.5 Skinning

We used blend weights to adjust the influence of each skeletal bone on the skin. In figure
Bb, we displayed the colormap of the blend weights associated with the lower bone. The
red regions are rigidly attached to the bone and follow the motion of the bone. Conversely,
blue areas are not affected by the movements of the bone. The blend weight matrix can
be manually given by the user or can be automatically calculated by 3D modeling software
such as Blender B

In this study, the model was made of K = 9 bones and N = 2200 vertices as shown
in figure @a We used the following notations: R;(q) the rotation matrix of the j-th bone
obtained from the quaternion rotation, T} the associated vector bone offset and S; the

*https://www.blender.org/
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scale matrix with a scale coefficient for each direction. As a result, with a given set of K
bones, bones rotation R(q) = [Ri(q),..., Rx(q)], bone offset T' = [T1, ..., Tk], bone scale
S = [S4, ..., Sk]. By calling the elements of the blend weight matrix w;; (w € R**") and
the rest template mesh vertices v; (v € RY %1y, The computed vertices M; are given by the
equation of the Linear Blend Skinning (LBS):

M;(R( Zw” q)S;vl +1j), (23)

2.2.6 Blendshapes

For our model, an artist created A = 55 blendshapes affecting global features such as
shoulders or belly size as well as more local ones establishsuch as nipples and aureole
shapes. Let v denotes the vertex positions of the template mesh, B the blendshape function
computing the deformed vertex positions and by the k-th shape displacement matrix, with
v, B,b, € RV*3. Blendshape displacements provide a set of basis vectors that define a
linear space which is used to generate a vector space, onto which the patient’s shape is
projected.

A
B(ag) =v+ Z aybg, (24)

where A is the number of blendshapes and oy, € R4 the linear blendshape weights affected
to each k-th blendshape. To ensure convexity and invariance for rotation and translation,
these weights should fulfil the following conditions: Y ;" ; a = 1 and oy, > 0,Vk € [1,n].
These 55 blending weights (ay) can be used as DOFs for our deformable model, we call «
the vector storing the «; values.

By combining different body shapes, the model can cover a large deformation space to
fit several morphologies (figure [7)) and can be easily enriched by adding more blendshapes.

2.2.7 Final model

In the final model, we combined the effect of blendshapes mixed with the scalable bones
from the skinning. By inserting equation [24] into we obtained:

M;(R(q), S, o, T) Zwﬂ (9)S;BY (a) + Ty), (25)

To avoid distortion of the model and to regularize the energy minimization we defined
3 additional energy terms. A scale energy Eg to penalize the scale matrix of each bone to-
wards its original scale (with I3 the order 3 identity matrix). A blendshape energy Fpg to
regularize the blendshape weights towards 0 and a joint energy Ej to regularize the trans-
lations and the relative rotations of each joint to their initial configurations, respectively
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(a) I (c) I
(b) I (d) I
Figure 7: (a) Template mesh. (b) First blendshape affecting the breast size (a0b0 with

a0=1). (c) Second blendshape affecting the arm size (albl with al=1). (d) First and
second blendshapes activated (a0b0+albl with a0=al=1).

T} and Rj(g*) for the 4% bone. With || || the Euclidean norm, we obtained the following
equations:

K
Bs(8) =3 118~ 1a |, (2)
Eps(a) =l a |, 1)
K
Es(R(@).T) = [ og(R;(a")R; (@) [P + 1| Ty ~ T |1 (28)
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2.3 Registration

We chose the Simulation Open Framework Architecture (SOFA [69]) to perform the reg-
istration of our model to the 7 patients in preoperative and intra-operative stance. To fit
the skin of the model to the scan of the patient, we chose to minimize the closest-point
distances such as in the Iterative Closest Point (ICP) algorithm [18]. More precisely, we
used an octree structure to find the closest vertex on the scan from source vertices. Then,
we projected the source point onto the closest primitive (triangle, edge, or point) around
each closest vertex. This allows for a more accurate registration rather than using point-to-
point distances and differentiating [29| with respect to M; can be easily done by computing
the normal vectors of the triangles of the scan. As the scanning process depends on the
surgeon, some scans can be incomplete with only the front view and artifacts, as shown
in figure Ba. To improve the robustness of the algorithm against noise and local solutions,
filters to reject outliers were added (distance and normal vector threshold).

Based on correspondences established at each iteration, we identified the best set of
parameters that minimized the distance from the scan to the deformed model. We defined
a data energy term that penalizes the squared Euclidean distance between the model vertices
M; and the target mesh vertices V; according to the closest point algorithm:

Ncp Ncop

Ep(R(q),S,0,T) = Y _ |l dop [IP= ) | Mi(R(q), S, e, T) = V; |%, (29)
(4,9) (4,9)

where Ngop represents the index pairs found by the closest point algorithm and dop the
distance between V; the closest point from M; on the set of target mesh triangles. The total
energy to minimize is :

Etot(R(Q),S,OZ,T) 7ED + ES +

—F
py As )\ BS +

E 30
CEs (30)

with A\p = 10e ™3, A\g = 10e 2, A\gg = 10e 3, \; = 10e? set empirically. We used a
regularized Newton algorithm and stop the minimization when we reached our convergence
threshold based on the distance compared to the last iteration.

As described in [217], we iteratively minimized equation using an implicit integration
of Newton’s equation, using a compliant formulation to handle both stiff constraints (joint
translations and rotations) and elastic terms in a stable manner. The solver finds a com-
promise between minimizing the distance to the data and the distortion of the reference
model.

According to [67], we manually added 12 anatomical landmarks on all scans and on the
model in preoperative and intra-operative stance (respectively figure and ) Among
the 12 landmarks, 2 have no symmetry along the sternum from top to down: the sternal
notch and the xiphoid. Then, 6 symmetric landmarks (right and left) from top to bottom:
the acromial extremity of the clavicle, the mid-axillary point, the pectoralis the insertion
in the arm, the nipple, and the lowest breast point with respect to the vertical body axis.
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These landmarks were chosen for their easy reproducibility, as validation criterion for the
registration, and to possibly strengthen our registration.

Our registration approach offers the possibility to combine automatic vertex match-
ing (closest-point algorithm) with manual vertex matching (landmarks). By enabling the
surgeon to interactively select these landmarks, we can add a landmark energy term to
penalize the squared distance between the model landmarks and the scans landmarks. The
landmark energy E}, expression is similar to equation but we replaced the closest-points
index pairs with the corresponding landmarks index pairs.

1
Eﬁn(R<q)7 S: «, T) = Bt + EEL’ (31)
with Az, = 10e~% also set empirically.
Finally, we drew on the model the surgical drawing of a lumpectomy. They were made
of 4 shapes: 2 arrows delineating the upper and lower sternum, 2 curves delimiting the right

and left breast (figure [8b).

2.4 Statistics

To assess the quality of the registrations, we used the Python packages NumPy [93] and
SciPy [225] to calculate statistical quantities. For each of the 14 registrations, we recorded
the time needed to reach the convergence criteria of the solver. Then, we evaluated the
surface registration error by calculating the final distances between the vertices of the model
and the vertices of the scans (dcp). We did the same for the landmarks registration error
by calculating the distances between the landmarks of the model and the landmarks of the
scans (dr). For each distance vector, in order to avoid signed distances, we computed the

MAE = %, where n = Ngp and d = dop for the surface MAE, whereas n = 12 and
d = dg, for the landmarks MAE. Finally, we computed the standard deviation, minimum
and maximum values of the absolute distances.

2.5 Results

Table [2 shows the result of the 14 registrations and the figure the visual result of the
registration of our model on 2 patients. On average, the registration process took a bit more
than 2 seconds. The surface MAE for preoperative and intra-operative were respectively
2.41 and 2.28 mm, while the results were higher for the landmarks MAE, 8.46 and 7.41
mm. In figure B¢, we also display the surface scan of the patient with the prediction of the
surgical drawing of our model (in white) compared to the surgeon’s drawing (in black).

Furthermore, we demonstrated the impact of the landmarks on the registration process
in figure [9} Indeed, without using the landmarks in the registration, we achieved a MAE
of 2.01 cm between the landmarks of the model and the scans, which was too large. By
taking the 12 landmarks into account, we improved the landmarks MAE to 8.03 mm without
increasing the surface MAE.
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Figure 8: Comparison of surgical pattern drew by the surgeon and guessed pattern by the
model. (a) Scan of patients 1 and 6 in preoperative and intra-operative stance. The red
spheres represent the 12 landmarks described in [Farinella et al., 2006] and the black shapes
are the surgical drawing made by the surgeon on the patient. (b) Model registered on the
preoperative and intra-operative patient scan. The red spheres represent the 12 landmarks
described in [Farinella et al., 2006] and the black shapes are the surgical drawing made by
the surgeon on our model. (¢) Superimposition of the surgical drawing made by the surgeon
on the patients (black) and our surgical drawing estimation of our model (white).

¢

Moreover, we studied the effect of blendshape numbers on the performances of the
model. As shown in figures [10] and for all patients and the 2 configurations, increasing
the number of blendshapes decreased the surface MAE. Hence, we observed a non-constant
loss that seemed to be triggered after reaching a certain number which was not the same
for all patients.

Finally, we conducted a sensitivity analysis of the model parameters in both configu-
rations. As we empirically chose the values of Ap, Ag, Apg, Ay and Ar, we investigated the
impact of these parameters on the surface and landmarks MAE. To that extent, we modi-
fied one particular parameter while fixing all other parameters to their original value and
calculated the mean MAE for all patients. As mentioned in section these parameters
represent the impact of specific energies on the entire system (equation . The results are
displayed in preoperative configuration, in figures and but the curves are similar in
intra-operative stance.
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Preoperative configuration
Patient | Time (s) Surface distance error Landmarks distance error
MAE (mm) | SD (mm) | Max (mm) | MAE (mm) | SD (mm) | Max (mm) | Min (mm)
0 1.98 2.31 3.24 23.7 8.24 3.42 13.8 3.74
1 2.17 2.22 4.06 45.6 8.70 4.99 16.2 4.68
2 2.11 2.58 2.94 35.9 11.03 5.88 25.0 2.34
3 1.32 2.23 2.15 14.5 8.98 3.97 16.2 1.61
4 1.38 2.43 2.88 25.0 8.17 6.54 20.7 0.94
5 2.23 2.23 3.39 23.3 7.22 3.46 11.9 1.21
6 1.79 2.87 3.71 51.5 6.89 5.72 22.9 3.53
Mean 1.85 2.41 3.19 31.4 8.46 4.85 18.1 1.98
Intra-operative configuration
Patient | Time (s) Surface distance error Landmarks distance error
MAE (mm) | SD (mm) | Max (mm) | MAE (mm) | SD (mm) | Max (mm) | Min (mm)
0 2.01 2.39 3.48 31.9 9.36 3.68 14.9 3.40
1 1.90 2.11 3.00 17.7 7.96 4.13 15.2 1.54
2 1.99 2.14 3.13 20.1 7.23 3.74 14.0 1.02
3 2.54 2.33 2.78 19.6 3.95 3.40 12.3 0.37
4 2.14 1.85 2.78 24.3 7.32 3.44 11.2 0.21
5 3.01 2.44 2.86 20.4 7.03 4.91 15.8 2.84
6 1.80 2.70 3.43 30.6 10.39 4.36 19.6 2.85
Mean 2.20 2.28 3.06 23.5 7.61 3.95 14.7 1.75

Table 2: Registration

statistics errors for preoperative and intra-operative stance.
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Figure 9: Mean Absolute Error (MAE) by increasing the number of landmarks in equation
9 according to [67].
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w
o

w
>

w
[N

w
o

N
0

(Mean Absolute Error) [mm]

2.6/ —*— Patiente_0
—¥— Patiente_1
2.4y —m— Patiente_2
—+— Patiente_3
%2-2 —&— Patiente_4
22'0 —%— Patiente_5
—+— Patiente_6

1'80 5 10 15 20 25 30 35 40 45 50 55

Number of blendshape

Figure 11: Mean Absolute Error of the surface (surface MAE) by increasing the number of
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Figure 12: Sensibility analysis of the surface Mean Absolute Error (surface MAE) of the
model in preoperative stance.
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Figure 13: Sensibility analysis of the surface Mean Absolute Error (surface MAE) of the
model in preoperative stance.
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2.6 Discussion

The research presented shows that the registration is efficient and independent of the pose
or the morphology. Indeed, we observed a slight difference in surface and landmarks MAE
between the preoperative and the intra-operative position. Indeed, we noticed a fair match-
ing between the surgical patterns drew by the surgeon and the prediction of our model
(figure [8c). These results support our hypothesis that an accurate registration (low MAE)
leads to an overlapping of the surgical drawings of the model (made by the senior surgeon)
and of the scan, becoming a gold standard for inexperienced surgeons. The registration
results obtained in this study are congruent with those present in the literature. [194] used
3D Morphable Models of the breast to fit two possible inputs: 2D photos and 3D scans. For
310 3D scans, an average distance error of 2.36 mm in 3.15 s was obtained with a standard
deviation of 0.18 mm. While these results are similar in magnitude to those of the present
study, [194] produced a lower standard deviation error (probably due to the high number
of scans) but did not treat articulated movements of the patients. [19] used Free Form
Deformers to register MRI images to surface scan (obtained with the Kinect camera) with a
Euclidean error lower than 1 mm a Haussdorf distance of 4.34 mm. Hence, [19] model does
not support pose variation and the authors did not communicate about the computational
time.

We showed that increasing the number of landmarks decreases the MAE to enhance
the registration accuracy. This improvement is expected but highlights, in some cases,
an inaccurate matching of the closest point algorithm. Indeed, some landmarks such as
the nipples are geometrically significant on the mesh and can be detected by the automatic
algorithm; others like the sternum are only textured information and struggle to be detected
by the closest point procedure. Manually adding the landmarks takes less than 30 seconds
and produces a more accurate registration using less computational time.

By expanding the number of blendshapes, the deformation space of the model is also
expanded. As a result, the model can fit more complex body shapes. Hence, determining
the right amount of blendshapes can be delicate and a compromise has to be found between
accuracy and registration time. On one hand, increasing the number of blendshapes aug-
ments the number of DOFs leading to higher registration time. On the other hand, one
blendshape can be meaningful for one particular morphology but meaningless for another
one. For example, in figure blendshape 44 had a significant impact on the majority of the
patients but not for Patient 0 and Patient 6. This result is also highlighted in [130] where
they increased the number of blendshapes from 1 to 300 and decreased the mean absolute
error from 6.6 mm to 3.1 mm. In our case, for the proposed application, 55 blendshapes are
a reasonable balance with a mean accuracy lower than 3 mm for the surface registration
and an execution time below to 3 s.

Finally, we demonstrated the robustness of the model through a sensitivity analysis.
Hence, we highlighted once again, the inaccurate matching of the closest-point algorithm
when we increased the impact of Ep (decreasing the value of Ap to improve the surface
MAE) which resulted in a decrease of the landmark MAE. Furthermore, we showed a weak
impact of A\g, Aps, A; (which prevent model distortion) as reducing their values only force
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the model to its initial configuration. Conversely, selecting a value upper than 10 for Ag
and Ay led to singularities as we did not constrain the scale and the joints rotation and
translation of the model. It is well-known that LBS can suffer from the ”candy-wrap” effect,
i.e., the mesh loses volume when joints rotations are too important. But this effect can be
alleviated by using Dual Quaternion Skinning [109] or Implicit Skinning [222]. So far, we
did not observe such behaviors in our application. Finally, the model is flexible and can
be easily modified by tuning the regularization parameters or by adding new blendshapes,
landmarks, and bones.

Several limitations are acknowledged. One major limitation is the low number of partic-
ipants (7) leading to a weak anatomical variability and a difficult validation. Through the
sensitivity analysis, we showed the impact of the parameters (\) that penalize the different
energy terms. Hence, setting these parameters is not simple as they are just penalization
terms and it can be hard to find the optimal ones for each model. Furthermore, we manually
created our blendshapes to reproduce the soft tissue deformations that require knowledge
and experience. Despite overcoming the problem of a database, generating unrepresentative
blendshapes can add unnecessary DOF's to the model.

Suggestions for future work include the automatic detection of the landmarks, for in-
stance, by using the scan textures. These are for the moment identified manually by the
surgeon which is an advantage for flexibility but a drawback for automation. Thus, to
reduce the computational time, we used a coarse mesh. But the refinement of the mesh
can lead to better registration with a slight increase of the registration time. Another step
forward to improve the validation would be to have access to a larger population in order
to create a statistical database. This could be done by adding a Bayesian regularisation
term |184] to the energy minimization term. Finally, the registration provides a patient-
specific mesh ready for biomechanical simulations. Hence, this work can be the basis for
pre to the intra-operative mapping of tumors using the finite element method.

2.7 Conclusion

In the present study, we registered a simplified breast-model on 7 patients in the preopera-
tive and intra-operative configurations. We showed that Linear Blend Skinning was a good
approximation of the bones joint motion and allowed the model to fit different poses. Mor-
phological differences as well as soft-tissue deformation induced by different poses, could be
modeled by using blendshapes. Our application was mainly focused on lumpectomy but the
methodology is general enough to be compatible with other surgical patterns such as mas-
tectomy or mammary reduction. The method could even be generalized to other body parts
but would require creating a new rig, mesh, and blendshapes. We showed a concrete clin-
ical application of breast patient-specific modeling for preoperative surgery drawing based
on real data. In the end, our model fits a scan in less than 3 seconds, is robust to noise,
incomplete data, posture, and morphological variations of patients.
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3 INVERSE DEFORMATION ANALYSIS: AN EXPERIMENTAL AND NUMERICAL
ASSESSMENT USING THE FENICS PROJECT

3 Inverse deformation analysis: an experimental and numer-
ical assessment using the FEniCS Project [

Abstract

In this paper we develop a framework for solving inverse deformation problems using the FEniCS
Project finite element software. We validate our approach with experimental imaging data acquired
from a soft silicone beam under gravity. In contrast with inverse iterative algorithms that require
multiple solutions of a standard elasticity problem, the proposed method can compute the unde-
formed configuration by solving only one modified elasticity problem. This modified problem has a
complexity comparable to the standard one. The framework is implemented within an open-source
pipeline enabling the direct and inverse deformation simulation directly from imaging data. We use
the high-level Unified Form Language (UFL) of the FEniCS Project to express the finite element
model in variational form and to automatically derive the consistent Jacobian. Consequently, the
design of the pipeline is flexible: for example, it allows the modification of the constitutive models
by changing a single line of code. We include a complete working example showing the inverse
deformation of a beam deformed by gravity as supplementary material.

3.1 Introduction

Motivation. The organization of a standard biomechanical deformation analysis pipeline
typically proceeds as follows. First, by using imaging techniques such as Magnetic Reso-
nance Imaging (MRI) a segmented image of the region of interest is obtained. This seg-
mented image is then meshed so that it can be used as input for a finite element simulation.
The mesh is considered as the initial, undeformed or reference configuration of an elastic
body. Then, by applying external forces to this elastic body we can find its deformed (or
current) equilibrium configuration.

Conversely, an inverse deformation analysis allows us to find the undeformed configura-
tion of a body knowing its deformed configuration. In the case of an object subject to gravity,
the undeformed configuration can be seen as a theoretical gravity-free configuration. Con-
sequently, determining the rest-position of an organ is of interest in many (bio)mechanical
problems, as explained in figure For example, in abdominal aortic aneurysms to compute
the residual stresses [133, |L76]or open-configuration [237] or in breast cancer as an inter-
medial configuration between the imaging and surgical stance [152]. Besides, this approach
can also be used in problems of industrial interest such as tire or turbine blade design [65),
114].

Problem statement. The objective of inverse deformation analysis is to determine the
undeformed configuration of an object such that it attains a known deformed configuration
under the action of a known loading. It is important to note the distinction between inverse

3Reproduced from: A. Mazier, A. Bilger, A.E. Forte, 1. Peterlik, J.S. Hale, S.P.A. Bordas, Inverse
deformation analysis: an experimental and numerical assessment using the FEniCS Project, Engineering
with Computers, https://doi.org/10.1007/s00366-021-01597-z.
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deformation analysis and common inverse problems. In a typical inverse problem, we might
assume we know the applied forces, the initial and deformed configuration, and the goal is
to determine the model parameters that minimize some distance (metric) between initial
and deformed configurations. In an inverse deformation analysis, we assume we know the
applied forces, boundary conditions, model parameters, and the deformed configuration.
The objective is to determine the undeformed configuration that would lead to the deformed
configuration if the external forces were to be applied.

Background. Several authors have tackled the problem of inverse deformation analysis
using a variety of strategies. To the best of our knowledge, Adkins |1] was the first to
propose exchanging the role of the deformed and undeformed configurations, i.e. to express
the displacement of the body as a function of the deformed state. The study was limited to
plane strain deformations and uniform extension. Schield [199] applied the same formalism
to a homogeneous elastic material, without body force. He showed the equivalence of
the equilibrium equations if the initial and deformed configurations are interchanged as
well as the volumetric strain energies. The results provided by this approach are shown
to be commensurate with those of Adkins [1] but are based on dual relations between
the initial configuration and the deformed configuration. Carlson [32] used a variational
principle to achieve the same as Schield [199] and showed the validity of the approach for
different elastic materials. More recently, Carroll [33] mathematically analyzed the Schield
transformation and the proven inverse deformation theorem. The theorem states that if
a particular deformation is supported without body force for a specific strain energy W,
then the inverse deformation is another energy W*, derived from the first: W*(F) =
det(F)W (F_l), where F' is the deformation gradient.

Govindjee [85], |86] introduced the reparameterization of the weak form of the forward
problem of finite elasticity as a solution method for the inverse problem. This approach only
requires C( continuity and has a direct physical connection to the problem. Additionally,
the procedure eliminates boundary condition difficulties, can be straightforwardly imple-
mented using standard forward numerical methods, and can deal with both compressible
or incompressible materials.

Inspired by Govindjee [85] (Eulerian model) and Yamada [232] (Arbitrary Lagrangian-
Eulerian (ALE)), Fachinotti [64] rewrote the constitutive equations in terms of Lagrangian
variables. In contrast to Eulerian and ALE variables, the Lagrangian formulation requires
only a few modifications from the direct to the inverse analysis code (i.e., the computations
of the finite element residual vector and the Jacobian matrix). The formulation is convenient
and allows to solve inverse design problems such as finding the unloaded shape of a turbine
blade under known loading. But few drawbacks arise such as the difficulty of deriving
and implementing the consistent Jacobian of the finite element formulation. Despite the
usefulness of the approach, to our knowledge, this type of analysis is still not available in
any widely used commercial simulation software.

Iterative methods identify the undeformed configuration based on several forward cal-
culations. The algorithm is introduced by Sellier [202] with a fixed-point method for elasto-
static problems and then generalizes as the backward displacement method by Bols [22] for
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patient-specific blood vessel simulations. The iterative algorithm of Sellier has been widely
applied to many image-based biomechanical simulations, mainly thanks to its algorithmic
simplicity and its ability to use a standard non-linear elasticity simulation software [152].
However, when applied to strongly non-linear problems resulting from material or geometric
non-linearity, the algorithm lacks robustness. Furthermore, iterative methods usually re-
quire at least one non-linear elasticity problem solution, resulting in higher costs compared
with the approach of Fachinotti [64].

In the computer graphics community, Chen [40] used Asymptotic Numerical Methods
(ANM) to compute the rest-shape of elastic objects with a neo-Hookean material model.
The ANM considers a parametrized version of the static equilibrium: f(z, X) + Ag = 0,
where g is gravity, A a loading parameter and f are the internal forces with the given
deformed configuration x and the unknown rest-configuration X. Then, the algorithm in-
crementally computes the asymptotic expansion of the curve in (X, \) space until A = 1,
which corresponds to the rest-position. In this study, ANM offers superior performance,
robustness, and convergence speed over traditional Newton-type methods for highly nonlin-
ear material models. But the major drawback of the method is the complexity of changing
the model formulation. Indeed, using a different material model implies to establish a dif-
ferent quadratic relationship between Cauchy stresses and the rest-position, then deriving
the asymptotic local expansion. More recently, Ly [134] developed an inversion algorithm
applicable to geometrically non-linear thin shells, including the effects of contact and dry
friction with an external body.

Contribution. In this paper we propose to use the Lagrangian formulation of Fachinotti [64]
coupled with automatic code generation tools provided by the FEniCS Project finite element
software [135] to compute the rest or undeformed configuration of an object knowing the
deformed configuration, the external loads and the material properties. We show experimen-
tal validation that the methodology is effective at recovering the undeformed configuration
from imaging data. The formulation requires only a few minor modifications of the direct
simulations, making it easy to implement. The automated differentiation tools from FEn-
iCS Project provide a great deal of flexibility, for example, permitting users to quickly and
easily modify the material model to suit their own problem.

Outline. This paper is organized as follows; first, we explain the inverse deformation
analysis methods as well as the near-incompressible hyperelastic model used for the study.
We test our formulation on some simple analytical cases described in [123} 149]. Then, we
show in a numerical example how our variational formulation can surpass the iterative al-
gorithm proposed by Sellier [202]. Finally, we demonstrate a relevant real-world application
by retrieving the undeformed configuration of a Polydimethylsiloxone (PDMS) beam under
the action of gravity from imaging data.

3.2 Inverse finite strain elasticity

This section presents two methods to compute the undeformed configuration knowing the
deformed configuration under known loading. We first introduce our methodology derived
from Fachinotti [64], then we briefly outline a simple iterative geometric algorithm described
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Figure 14: Our pipeline starts with the acquisition of a medical image, in which the organ
can be segmented. The organ is observed at equilibrium under the effect of external forces
due to its environment (e.g. gravity). In the usual pipeline (1, in red), the segmented
geometry is considered as the initial geometry. Then, the external forces are applied until
equilibrium to obtain the intermediate geometry used for simulating the procedure. We
propose an alternative approach (2, in green ), where we constrain the intermediate geometry
to be identical to the segmented geometry. It involves the computation of a new geometry
(represented by the question mark symbol), which is the organ geometry such that it would
deform to the segmented/imaged configuration if external forces were applied. Here, the
final result takes into account the undeformed geometry of the organ.
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in [202].

3.2.1 Inverse FEM method

Mathematical operators. In this paper, we define the colon operator (:) as the inner
product between tensors (summed pairwise product of all elements). Let A and B be rank-2
tensors, the inner product is then defined as A : B = tr(A” B) = A;; B;; using the Einstein
notation. In a same way, we define the dot product between vectors as u-v = u;v;. Finally,
V(e) denotes the vector differential operator such that Vv = gﬂ

Consider a deformable body B. We denote the undeformed configuration 9. The
location of a particle of B in €y is denoted X. Conversely, the deformed configuration is
noted €, and the location of a particle of B in §2 is noted x. A one-to-one mapping ¢ maps
the position of a particle X in £ to the position of the same particle  in Q, i.e x = ¢(X).
The configuration €2 can be obtained by ¢ () = {d(X) | X € Qo}.

The weak form of the static equilibrium of the inverse deformation is expressed in the
deformed configuration:

/U:VndQ:/pb-ndQ+/t-ndF, (32)
Q Q r

where o is the Cauchy stress tensor and V(e) the gradient in 2 with respect to the deformed
spatial position of the test function 1. p is the density of the material in the deformed
configuration and b are the external forces in the deformed configuration. Finally, a traction
boundary condition prescribed on a part I' of the boundary as o -n = t with n the outward
unit normal at the boundary . On the remaining part of the boundary, we assume that the
value of the displacement is given, i.e. a Dirichlet condition.

This approach has the advantage of being based on classical mechanical principles.
However, mechanical quantities such as strains or stresses are defined depending on X.
Whereas, in the inverse approach, the initial geometry is replaced by the deformed geometry
. We redefine the classical displacement u(X)=ax — X = ¢(X) — X as

u(z) =X — . (33)
Note that trivially

wod+u=0. (34)

This redefinition does not modify the classical finite element pipeline: the unknown position
is still the first term in which the known position is subtracted. In addition, as we compute
gradients in the deformed configuration, this necessitates the redefinition of the deformation
gradient as well:

o0 (X)L (B )
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Henceforth, when performing an inverse deformation analysis, F' and all derived quantities
(strain measures, invariants, energy densities, stress measures etc.) are always computed
using the above redefinition in terms of /'

This new formulation requires us to only make one change compared to the classical
direct finite element pipeline; rewrite F' in terms of w’. This formulation can find the
undeformed configuration of an object, knowing only the deformed configuration and the
applied forces. The process is not iterative (we perform several Newton-Raphson iterations
but only one simulation) and based on the equation of continuum mechanics.

3.2.2 Nearly-incompressible constitutive model

For many materials, simple elastic models such as the St. Venant Kirchhoff model are not
sufficient to describe the observed behavior. More complex hyperelastic models provide a
mechanism of modeling the stress-strain behavior of complex materials such as elastomers
or biological tissues. They can be assumed compressible, i.e. the volume may change during
deformation or nearly-incompressible or even completely incompressible, i.e. the volume is
preserved during deformation det F' ~ 1.

For a hyperelastic material, the strain energy density function describes the stored
energy as a function of the isochoric deformation, i.e. shape deformations without volume
change. But using the standard displacement-based finite element method to describe
incompressible material behavior may cause numerical problems typically referred to as
locking. Simply put, locking occurs when too many constraints are imposed on the discrete
formulation and its overall approximation power is destroyed.

To overcome these difficulties, mixed formulations have been developed. In these formu-
lations, the variational principle is modified by writing the potential energy functional. The
strain energy is expressed in terms of the deviatoric component only and the incompressibil-
ity constraint is explicitly enforced using a Lagrange multiplier with physical meaning akin
to pressure (p). It turns out that the Lagrange multipliers can be expressed as a function
of the hydrostatic pressure values f(p) [52].

¢(Cap) = wdeviatoric(c) + f(p)a (36)

1 8¢hydrostatic (J )

tr(a’) - aJ ’
where J is the Jacobian defined as J = det F' and C'is the right Cauchy-Green deformation
tensor. Among the hyperelastic materials, we chose to use neo-Hooke [166] and Mooney-
Rivlin [154, [190] models, often used for modeling soft object deformations.

f(p) = whydrostatic(c]), with P = Ohydro = (37)

Neo-Hookean By calculating f(p), we can deduce the mixed displacement-pressure for-
mulation of a nearly-incompressible neo-Hookean material

(Ip — 3) — pIn(J) + pIn(J) — —p2, (38)

Ynu(C,p) = )

VRS

with
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Q;Z)deviatoric(c) = (IB - 3) - :U’ln(‘])7 (39)

N =

and

A
whydrostatic(t]) = § ln(J)Q, (40)

where A and p are material constants called the Lamé parameters.

Mooney-Rivlin By calculating f(p), we can deduce the mixed displacement-pressure for-
mulation of a nearly-incompressible Mooney-Rivlin material

VR(C,p) = C1 (Tc = 3) +Ca (Tlc = 3) +p(J — 1) = 1% ()

with C7, C9, Dy material constants, in addition of

wdeviatoric(c) =0 (E - 3) + Co (E - 3) ) (42)

and

whydrostatic<=]) - DI(J - 1)27 (43)

with the modified invariants I = J5 Ic, o = J7s II and classic invariants I¢ = tr(C),
Ilc = 1 ((tr(C))? —tr (C?)). These nearly-incompressible energy densities are used to
generate the results from the FEniCS Project presented in this paper.

Finally, the strain energy density can be related to the second Piola-Kirchhoff S and

then to the Cauchy stress tensor by recalling the relation g—é = %J c!
fw aJ ¢deviatoric
S=2—=2(fIp) ==+ ——=— 44
o=J'FSFTJ = fi(p) + 2J—1F7¢d‘fgg°ﬁc FT, (45)

where f/ denotes the differentiation of f(p) with respect to p.

3.2.3 Finite element solver

We use the FEniCS Project finite element software [135] to discretise both the standard
finite strain elasticity problem and the inverse finite strain elasticity problem that we will
outline in the next section. We use a mixed displacement-pressure finite element formulation
with second-order continuous Lagrangian finite elements for displacement u and first-order
continuous Lagrangian finite elements for pressure p. This pairing is well-known to be
inf-sup stable [74] and relatively robust with respect to numerical locking.

The variational form of the residual equation [32]is defined in the Unified Form Language
(UFL) [5] and symbolically differentiated to derive an expression for consistent Jacobian.
The FEniCS Form Compiler (FFC) [128] is used to automatically generate low-level C++
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code from the high-level UFL description that can calculate the Jacobian and residual cell
tensors. The overall solution process is driven by the DOLFIN finite element library [129].
We use a standard Newton-Raphson algorithm with continuation in the loading parameter.
The linear system within the Newton-Raphson algorithm is solved using the direct solver
MUMPS via PETSc [12]. To be more precise, inside PETSc we use the direct sparse
MUMPS solver as a preconditioner to a single iteration of a Krylov method, leading to
convergence in one iteration. The relative tolerance of the solve is in the order of le~!2.
The complete implementation of the standard or inverse problem is around 100 lines of
Python code that closely follows the mathematical structure of the problem. We refer the
reader to the supplementary material [143] for further details.

3.2.4 Iterative geometric algorithm

Sellier [202] proposed an Iterative Geometric Algorithm (IGA, not to be confused with
Isogeometric Analysis). The algorithm is simple to implement and only requires an existing
(standard) forward deformation solver. The algorithm starts with an initial guess for the
undeformed configuration (usually chosen, for lack of a better choice, the deformed one)
and applies successive displacement fields to it until a convergence criterion is reached. The
sequence of displacement fields is obtained from the direct simulations of the current rest-
configuration undergoing external forces. The shape of the object after the direct simulation
provides an error compared to the exact rest-configuration by measuring the distance to the
initial configuration. An updated estimate of the undeformed configuration is calculated
by correcting the previous guess with the difference between the computed and deformed
configuration. The algorithm stops when the error (computed using the (?>-norm) is below
a defined threshold € or a maximum number of iterations N B™®* has been reached. The
process is outlined in algorithm

Algorithm 1 Iterative geometric algorithm from Sellier [202].
X0 X
run direct simulation 0 with X° the initial configuration
u? 29 — X0
err < error between 20 and X
j«1
while err > ¢ and j < NB™®* do
X7« xU-1 4 6-D
run direct simulation j with X~ the initial configuration
uw — xd — X
err < error between 7 and X
j+—J+1
: end while

— = =
o2
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3.3 Numerical results

The inverse deformation framework is very similar to the traditional direct framework. To
assess the numerical precision of the inverse method, we first applied a serie of tests to
verify the soundness of the direct and inverse approaches in which an analytical solution is
known. We tested our formulation on some simple analytical cases described in [123] 149]
such as simple and generalized shears. Due to the triviality of the tests, they are detailed
in the Appendix section and can be found in the supplementary material [143].

3.3.1 Single unit tetrahedron

Part I: Let us consider a mesh with a single unit tetrahedron with a linear Lagrangian finite
element space. Its domain is denoted Q2. The nodal coordinates are [0, 0, 07, [1,0,0]T, [0, 1,0]"
and [0,0,1]”. The nodes with y = 0 are fixed, leaving only one free node. A uniform force
f is applied along the y-axis. The tetrahedron is deformed so that the free node moves
along the y-axis.

In a first step, we compute the deformation ¢ with the direct method. A displacement
u is computed for the free node. The deformed domain is Q7 = ¢(Qg). In a second step,
the initial geometry is the deformed geometry Q7 i.e. a unit tetrahedron with the nodes
y = 0 fixed, and the remaining node displaced from u. The same uniform force f’ = f is
applied. An inverse simulation is computed so that the displacement of the free node is u’.
This example is depicted in figure [15h.

Part II: We consider the same unit tetrahedron, with the same boundary conditions. A
uniform force f’ is applied along the y-axis.

In the first step, an inverse simulation is computed, leading to a displacement of w’. In
the second step, the resulting geometry is deformed with a direct simulation leading to a
displacement of w. This part of the example is depicted in [I5p.

The difference with the first part of the test is the order of the successive simulations.
In part I, the inverse simulation is performed after the direct simulation. In part IL, it is
the opposite. In both parts of the test, the goal is to verify that the following relationship:
u = —u.

Furthermore, the inverse simulation is computed with IGA to compare the results and
performance with our method. In this test, the error measure is defined as: ||u’ + u|;2.
We measured this error with different constitutive equations and varying their associated
mechanical parameters. In total, we performed 153 tests and provided a statistical analysis
in table [3

We observe that the accuracy of the iterative algorithm depends on the number of
iterations, but it also increases the computational cost because each iteration calls a direct
simulation. Our method provides high accuracy while requiring only the solution of a
problem with similar complexity to a single iteration of IGA. Beyond the numerical results,
one point is that in 7 tests over the 153 of the part II, the iterative algorithm was not able
to reach the accuracy of our method within 50 iterations.
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(a) Part I

(b) Part I1

Figure 15: Single tetrahedron test, plane view. The two bottom nodes are fixed (u =
(0,0,0)T for y = 0). In part I, a force f is applied on the "free node” (y = 1) generating
a displacement u. Then a second force f’ = f (generating u’)is applied on the same node
to retrieve the initial configuration. In Part II, we reiterate the same procedure as Part 1
except that we first apply f’ and then f on the ”free node”.

Part I Part 11
FEM IGA (1) | IGA (2) FEM IGA (1) | IGA (2)
average error 4.49E-12 | 2.12E-6 | 2.28E-12 | 5.22E-12 | 1.98E-6 | 2.28E-12
SD 1.07E-11 | 1.09E-6 | 6.69E-12 | 1.25E-11 | 1.05E-6 | 2.41E-12
minimum 9.26E-22 | 5.44E-8 | 4.15E-35 | 1.04E-21 | 5.47TE-8 | 6.76E-12
maximum 5.52E-11 | 4.48E-6 | 5.11E-11 | 7.26E-11 | 3.99E-6 | 5.04E-11
avg #simulations 1 4.70 11.2 1 4.84 13.4
avg time (ms) 34 162 387 33 162 387
avg time ratio 1 4.75 11.35 1 4.70 11.70

Table 3: Benchmark results on a single tetrahedron simulation. We compare our inverse
FEM deformation algorithm (FEM), with the iterative geometric algorithm (IGA (1)) with
the arbitrary convergence criterion 107%, and with the IGA at the same accuracy than
PB (IGA (2)). We compute statistical indicators such as the average error, the standard
deviation (SD) of the error, the minimum and maximum errors. In addition, we calculate
the average number of simulations (avg #simulations), the average time needed to reach
the convergence criterion (avg time) and the average time ratio (avg time ratio) obtained

: avg time
with FEM avg time "
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3.3.2 Sagging block

In section [3.6] we applied different displacements on a cube using simple and generalized
shears. For the sagging block case, we use the same pipeline as mentioned in section
B:3.1] Namely, we deform and object by applying a force and recover its initial shape by
exercising the opposite force on the deformed object. The geometry is a 3-dimensional
unit cube of 1 m length, fixed at the bottom (Dirichlet condition w = (0,0,0)7 when
y = 0) with gravity as a body force applied to the entire object. For the material model,
we used the incompressible Neo-Hookean defined in equation We performed several
Monte Carlo (MC) simulations which to study the error of the recovered initial shape using
different material parameters. For the sake of simplicity, we assumed that A and p were
both following an uniform distribution between an acceptable range of values.

1~ U(2.0 x 10%,2.0 x 10°),
A~ U(8.0 x 10%,8.0 x 10%).

We empirically chose those values as lower and upper limits because we could observe
large visible deformations within these bounds. We draw 100 samples of each parameters
and make all possible combinations leading to 100? = 10000 simulations. To study the error,
we calculated the Mean Absolute Error (MAE) between the initial shape and the initial

shape predicted by our inverse deformation algorithm. The MAE is defined as MAE =

S el
N

, where e = Zprediction — Tinitiat and IN the number of points of the cube.

The result of the MC simulations are shown in the 3D plot in figure We observe
a small error when the material parameters are on the upper limit of our distribution e.g.
a MAE = 1.21 x 107 m for = 175 x 10?> Pa and A = 50 x 10° Pa. On the contrary,
when moving to smaller values e.g. p = 20 x 10® Pa and A = 30 x 10° Pa, the MAE is
increasing to 1.21 x 107® m. This behavior is expected as choosing smaller values of A and
p induce larger displacements increasing the MAE. Hence, the obtained MAE are more
than acceptable and choosing lower values of the material parameters will surely increase
the MAE but also create convergence issues for such large deformations. Furthermore, we
performed a mesh convergence analysis shown in figure [I7] proving that refining the mesh
leads to a smaller MAE.

3.4 Experimental results

In this section, we will demonstrate that our inverse simulation method can match the
outcome of a real experiment and therefore has value as a predictive modelling tool.

We fixed one extremity of a beam made from Polydimethylsiloxane (PDMS) to a vertical
support and allowed it to deform under gravity, slowly accompanied to the equilibrium
position by hand and released in that position. The deformed steady state was reached
in about 1 min (after vibrations were completely damped) resulting in the configuration
displayed in figure To conduct the experiment, the room environmental temperature
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MAE [105 m]

0.0

Figure 16: Sagging block Monte Carlo simulations using a uniform distribution of Neo-
Hookean material parameters. The Mean Absolute Error (MAE) between the initial shape
and the predicted shape of the inverse deformation algorithm is calculated for 10000 simu-
lations.

was recorded to 19°C and the humidity at around 50% (the metrology lab is set to keep these
temperatures and humidities). It is known that the mechanical properties of the PDMS
material are very sensitive to its curing temperature. On the contrary, the material is very
stable once it is fully cured and the mechanical properties are constant for a large range of
temperatures centered around the 19°C used for testing. This is obviously not the case if
the sample is heated up to temperatures in the range of 80-90°C, but these are not biological
values and are out of the scope of the study. Note that the humidity effects are negligible
since the material is quite hydrophobic. To extract the mesh of the deformed configuration
from the image, we used the software Blendelﬁ and contoured the beam on 2D images by
hand, as shown in figure From Blender, we exported a quadrilateral surface mesh as
an .obj file. Then, by using the CGAL library, we generated tetrahedrons from the surface
mesh. A custom code converted the tetrahedra data structure to a dolfin-compatible .xml
file. This code is available as a submodule on our Github page [143]. This mesh will be
called the ”reference” and used as ground-truth for this section.

To run the inverse deformation algorithm, we need three input parameters: the applied
force field, the deformed configuration, and the mechanical properties. In this section, the
force field is gravity and the deformed configuration was obtained by manual processing. A
separate experiment was performed to obtain the mechanical properties and will be detailed

“https://www.blender.org/
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Figure 17: Semilog plot of the mesh convergence analysis of the sagging block simulation.
The Mean Absolute Error (MAE) between the initial shape and the predicted shape of
the inverse deformation algorithm is calculated for different mesh refinement with fixed
parameters (A = 80 x 10* Pa and u = 25 x 103).

in the following section.

3.4.1 Material

We used a PDMS (Sylgard 184, Ellsworth Adhesives) cylinder of density 965 kg/m? of
undeformed dimensions 182 mm and 8.5 mm for length and diameter, respectively.

For the sample preparation the elastomeric part and curing agent were mixed in a 10 : 1
ratio and cured at room temperature for 24 h before being tested [73]. A surgical knife was
used for cutting cylindrical shapes from the second cylinder of PDMS, for compression tests
samples (diameter 11 mm, height 7 £ 1 mm).

To characterize the material properties, we used the Mach-1"" mechanical testing system
(Biomomentum, Canada) as a testing rig for the unconfined compression tests. We used
the following protocol:

1TM

e A 1.5 mm single-axis load cell with a resolution of 75 pN was used to measure the
vertical force.

e The vertical displacement was measured by the moving stage of the rig with a reso-
lution of 0.1 uN.

e To minimize friction, paraffin oil was used between the sample and the compression
platens.
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Figure 18: Experimental set-up: Initially a straight PDMS cylindrical beam of 182 mm
length and 8.5 mm diameter, clamped on the left side and deformed by gravity.

e One loading cycle was executed on each specimen. To detect the response of the
material at large strains, the samples were compressed at a constant speed of 0.083
mm/s until a displacement corresponding to 30% of the measured height was achieved.
Particular attention was used to monitor the samples that had uniformly expanded
in the radial direction and that their upper and lower faces remained adhered to the
moving platen and the fixed platform for the entire duration of the test.

e The Abaqus evaluation routine was used to fit the true stress - true strain experimental
curves with a Mooney-Rivlin model. Abaqus employs a linear least-squares fit for the
Mooney-Rivlin form to find the optimal model parameters.

In our case the optimal parameters are: D; = 7.965 x 10~® Pa, Cjp = 101.709 kPa,
Co1 = 151.065 kPa. The value of D; is close to 0 which validates our incompressibility
hypothesis. The two obtained values of C1g and Cy; are the optimal values to describe the
behavior of the PDMS using a Mooney-Rivlin material formulation.

3.4.2 Direct simulation

We run three simulations with identical geometry, material properties, boundary conditions,
and material model to verify that these commonly used softwares produce quantitatively

62



3 INVERSE DEFORMATION ANALYSIS: AN EXPERIMENTAL AND NUMERICAL
3.4 Experimental results ASSESSMENT USING THE FENICS PROJECT

Figure 19: Manual process in Blender to delineate the contours and extract the 3D mesh
of the deformed configuration.

similar results. For each software, we used an incompressible Mooney-Rivlin model and
boundary conditions imitating the setup shown in figure Namely, a Dirichlet boundary
condition of w = 0 on the left side of the beam (to imitate the clamping of the beam to the
support) and the gravity is applied as a body force on the entire object.)

FEniCS: We use the same model as described in section 3.2.2

Abaqus: We use a static step with a gravity load to solve the beam deformation in
Abaqus. Abaqus/Standard uses Newton’s method as a numerical technique for solving
the nonlinear equilibrium equations. We employed C3D8RH elements, an 8-node linear
brick, hybrid /mixed, constant pressure, reduced integration with hourglass control. Hybrid
elements are usually used in Abaqus when the material definition is close to incompressibil-
ity to avoid locking. The reduced integration is used to speed up computational time and
avoid numerical locking.
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Experiment

SOFA

Abagqus

Figure 20: Comparison of the deformation of the beam for the direct simulation of 3 different
softwares. The 3 simulations have the same geometry, boundary conditions, material model,
and mechanical parameters corresponding to the experiment’s material (PDMS) found in
section [3.4.1l From top to down, in magenta: the experimental data, in blue: the SOFA
simulation, in wire-frame green: the FEniCS simulation and in red: the Abaqus simulation.

SOFA: We employ the Multiplicative Jacobian Energy Decomposition method (MJED)
which is an optimized algorithm for building the stiffness and tangent stiffness matrices of
non-linear hyperelastic materials . An MJED implementation is available in SOFA
for finite element formulation using linear tetrahedral elements. The linear system of equa-

tions is solved in every step of quasi-static simulation using a fast in-house linear equation
solver based on the Cholesky [116] decomposition.

The visual result of the forward simulations using the 3 softwares are shown in figure 20}
For each model, we perform a mesh convergence analysis shown in figure [21] where we plot
the maximum deformation of the beam (located at the tip) for different mesh resolutions.

We observe that the tip displacement for the three software converges to similar solutions
(FEniCS: 132.52 mm, Abaqus: 132.71 mm, SOFA: 130.31 mm) while the experimental
value is 127.68 mm. We observe a small difference between the numerical solutions and the
experiment.

FEniCS and Abaqus give similar results while SOFA is 2 mm off, compared to the
2 others softwares. We observe in figure that FEniCS and Abaqus converged with
60,000 points while SOFA is still not converged with 160,000 points (due to computational
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Figure 21: Mesh convergence analysis of the forward simulation. We calculate the maximum
deformation of the tip of beam for several level of refinement of the mesh.

resources limitations). One reason is that SOFA is usually designed for real-time simulation
and only uses dynamic solvers which can lead to inaccuracy compared with static solvers
from FEniCS and Abaqus. Furthermore, the differences between numerical solutions can
be explained by the use of three slightly different formulations of the Mooney-Rivlin law as
well as different solvers for solving the equation. Finally, one can note that the ABAQUS
simulation converges very quickly. Possibly because ABAQUS is using a hexahedral cell
shape with quadratic polynomial interpolation of the displacement field, against tetrahedron
cells in FEniCS and SOFA. It is well known, at least in the Engineering community, that
finite elements based on hexahedral cells often perform better in practice.

Some factors can explain the difference between the numerical solutions and the ex-
perimental value. For instance, the variation may be explained by inadequate constitutive
equations or boundary conditions. Then, uncertainties in the mechanical properties mea-
sures may also be a factor, especially because the PDMS might exhibit slightly asymmetric
behaviour under compression and tension. Finally, we obtained the reference mesh of the
undeformed configuration manually based on 2D imaging data where inaccuracies can be
introduced.

3.4.3 Inverse simulation

In the previous section, we compared the forward simulations of three different software with
our experimental solution. In this section, we want to verify the possibility of retrieving
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Figure 22: 3D plot of the inverse simulation. From down to top, in magenta: the exper-
imental data we wish to retrieve the undeformed configuration, in wire-frame black: the
theoretical straight beam , in yellow: the result of the FEniCS inverse simulation.

the undeformed configuration of our experimental solution knowing only the surface of the
deformed configuration, the known applied loads and the material properties.

For this, we converted our experimental surface mesh of the deformed configuration
into a volumetric mesh and applied our inverse deformation algorithm implemented using
FEniCS. We previously showed a deformation difference of 4.84 mm for the forward sim-
ulation in FEniCS. Of course, we do not expect to obtain a perfectly straight beam (the
ideal undeformed configuration), but rather an error on the same order as in the forward
simulation (i.e. 4.84 mm).

We show in figure [22] the result of the inverse deformation algorithm. As expected, the
inverse simulation (in yellow) applied to the experimental data (deformed configuration in
magenta) is slightly different from the theoretical straight beam that we should obtain (in
black). To be more precise, we achieve an error of 5.36 mm compared with the idealized
straight beam. As mentioned previously, we expect an error on the order of that for the
standard deformation problem (4.84 mm) due to the inherent parametric and modeling
uncertainties (material model, material properties, boundary conditions, geometry) already
discussed. We therefore judge that the proposed methodology has strong potential for
prediction of the undeformed configuration of a soft body.
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3.5 Conclusions

In the present paper we performed two physical experiments and one numerical experiment
to address the inverse deformation problem. First an unconfined experiment to find the
material properties, and then the cantilever beam problem to find the deformed configu-
ration. The inverse deformation was a computational exercise to see if the undeformed
configuration could be recovered.

Our study used the Lagrangian formulation of [64] as a basis for implementing the in-
verse algorithm in the FEniCS Project finite element software. We took advantage of the
automatic differentiation and code generation capabilities to bypass the difficulties of de-
riving and implementing the consistent Jacobian. The user must then supply the deformed
configuration, the mechanical properties, boundary conditions and the applied forces. The
user can easily modify the input mesh, run the code efficiently in parallel, change the con-
stitutive model or change the boundary conditions according to their needs. We have made
the code and data available in the supplementary material.

We applied the approach to simple academic examples where we considered two different
incompressible hyperelastic models (neo-Hookean and Mooney-Rivlin) and different bound-
ary conditions. We demonstrated on a simple test case that our method is more efficient in
terms of robustness and accuracy than the IGA method of [202]. We have only compared
with the classical IGA method of Sellier but other works like [187] have improved on this
algorithm. However, we can say that unless an iterative approach requires only one forward
model solution, in most circumstances the mechanics-based approach detailed here is likely
to be faster and more robust.

Finally we applied the method to an experiment with a PDMS beam deformed under
gravity. We verified and quantified the performance of the direct simulations of three
different widely-used software (Abaqus, FEniCS, SOFA). Using the inverse deformation
algorithm we achieve an error of 5.36 mm for the tip displacement compared to the idealised
straight beam.

Despite our progress in providing a flexible inverse deformation algorithm, some work
remains to assess its robustness. Our experiments were only focused on using homogeneous
nearly-incompressible hyperelastic models. Other works such as |64] were interested in more
complex behaviors like anisotropy. Similarly, our experiments were only based on simple
geometries and more complex geometries should be considered.

We showed the validity of our approach for the beam problem by generating a mesh of
the deformed configuration from 2D images and recovering the undeformed configuration.
In future work we intend to apply this algorithm to segmented 3D geometries to calculate
the undeformed configuration of an organ.

3.6 Appendix
3.6.1 Verification of the direct simulation

The inverse deformation framework is very similar to the traditional direct framework. To
assess the numerical precision of the inverse method, we first apply a series of tests to verify
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the soundness of the direct approach in which an analytic solution is known. The geometry
for every example will remain the same with a unit cube discretized in 216 points.

3.6.2 Shear deformation

Simple shear: Simple shear deformation is a popular benchmark test [149]. The initial
geometry is a unit cube with prescribed Dirichlet boundary conditions ug = (y - k,0,0)7
with y the y-coordinate and k a constant, as illustrated in figure 23]

k

>,
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Figure 23: 2D plane cut of a simple shear deformation of a unit cube. An z-displacement
of y - k is applied on the boundary while the bottom is subject to a null Dirichlet boundary
(uo = (0,0,0)T when y = 0).

For simple shear deformation, the deformation gradient is equal to

1 k 0
F=Vou+I=|[0 10 (46)
00 1

Now, let us consider a cube made of a Mooney-Rivlin material. Following [149], we can
obtain the energy density and the components of the Cauchy stress tensor o

b =k (C1 + Ca), (47)
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k2(205 + 4CY)
goo = fa
k2 (402 + 201)
011 = _fv
k2(2C — 2C1) (48)
022 = fa

op1 = k‘(QCQ + 201),
og2 = 012 = 0.
The values of ¥ and o have been evaluated in our framework with several values of k,
degrees of discretization, and constitutive parameters. The relative error (by using the [2-
norm) in strain energy and Cauchy stress tensor, compared to the analytical values, shows

the exactness of the direct deformation framework to machine precision (10~!? magnitude
error).

Generalized shear The generalized shear deformation test is similar to the simple shear
deformation [149]. The initial geometry is a unit cube with prescribed Dirichlet boundary
conditions ug = (y? - k,0,0)” with y the y-coordinate and k a constant, as illustrated in

figure

Y YA

—>

X X

Figure 24: 2D plane cut of a generalized shear deformation of a unit square. An -
displacement of 32 - k is applied to the boundary of the cube while the bottom is subject to
a null Dirichlet boundary (ug = (0,0,0)” when y = 0).

For generalized shear deformation, the deformation gradient is equal to

2ky
F =

o O =

0
1 0]. (49)
0 1
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In the same manner as in the simple shear deformation, we consider a cube made of a
Mooney-Rivlin material and can apply the same methods to find the analytical strain energy
density function ¥ and the Cauchy stress tensor components o

1 PR PR
W= / (O (T = 3) + Co(TTr — 3)] dy
0

1
= / 4k‘2y2(C’1 + CQ) dy (50)
0

_ 4]{:2(01 +CQ)
-3

k2(8Cy + 16C))

o0 = 9 )
k2(16Cy + 8C1)
011 = — 9 )
k2(8Cy — 8C1) (51)
022 = fa

oo1 = k(2Cy + 2CY),

ooz = 012 = 0.

We realize the same tests as the simple shear (different k& values, mesh precision, and
mechanical parameters) and evaluate the identical quantities, ¢ and o values. We observed
an impact of the mesh on the strain energy and the Cauchy stress. The error quickly
decreases on mesh refinement to reach relative errors under 2%.

3.6.3 Verification of the inverse simulation

This section presents a series of tests to verify the consistency of our inverse method with the
direct approach. More precisely, we show that the undeformed configuration corresponds
to the initial configuration used to deform it. During these tests, we also compare our
method to the IGA method presented in section and evaluate their performance and
convergence rates.

3.6.4 Inverse shear deformation

This test is based on the direct shear deformation verification performed in section [3.6.2]
We verify that the inverse deformation of the simple shear and the generalized shear is
consistent with the direct finite element analysis. The idea is to start the test with the de-
formed configuration and apply the inverse deformation to verify that the rest-configuration
corresponds to the initial geometry of the direct deformation. Since both shear deforma-
tions are entirely determined by a displacement field, the inverse deformation consists of
applying the opposite displacement field. It is then trivial to claim that the geometry will
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be recovered, i.e. a unit cube. However, this test also verifies the deformation gradient, the
strain energy, and stress tensors are sound. As explained previously, those measures should
be equal in both inverse and direct deformation. We verify these statements numerically in
these tests.

Inverse simple shear : For the inverse simple shear deformation, the material points are
now shifted by —k -y on the z-axis while the bottom is fixed (y = 0). As illustrated in

figure

k

Y A Y

X X

Figure 25: 2D plane cut of an inverse simple shear deformation of a unit cube. An z-
displacement of —y - k is applied on the boundary while the bottom is subject to a null
Dirichlet boundary (ug = (0,0,0)” when y = 0).

We calculate the deformation gradient F' which is equal to the deformation gradient in
equation [46] as expected

1 —k 0
V' +I=(0 1 0}, (52)
0 0 1
1 kO
F=WVd +D)'=(01 0]. (53)
00 1

Therefore, the strain energy, which is usually defined depending on F', is equal to the
strain energy in equation [47] and the stress tensor of equation 48| remains valid. Since the
deformation is homogeneous (constant deformation gradient), our quadratic finite element
method is able to reproduce the analytical solution down to machine precision.
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Inverse generalized shear: Similarly, the inverse version of the generalized shear de-
formation leads to the same deformation gradient tensor (equation , then to the same
strain energy density function (equation . The relative error is evaluated with different
discretizations of the initial mesh but the same parameters set and we obtain with high
precision the initial geometry.
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4 SONICS: DEVELOP INTUITION ON BIOMECHANICAL SYSTEMS THROUGH
INTERACTIVE ERROR CONTROLLED SIMULATIONS

4 SOniCS: Develop intuition on biomechanical systems through
interactive error controlled simulations [

Abstract

We describe the SOniCS (SOFA + FEniCS) plugin to help develop intuitive understanding of com-
plex biomechanics systems. This new approach allows the user to experiment with model choices
easily and quickly without requiring in-depth expertise. Constitutive models can be modified by one
line of code only. This ease in building new models makes SOniCS ideal to develop surrogate, re-
duced order models and to train machine learning algorithms for enabling real-time patient-specific
simulations. SOniCS is thus not only a tool that facilitates the development of surgical training
simulations but also, and perhaps more importantly, paves the way to increase the intuition of users
or otherwise non-intuitive behaviors of (bio)mechanical systems. The plugin uses new developments
of the FEniCSx project enabling automatic generation with FFCx of finite element tensors such as
the local residual vector and Jacobian matrix. We verify our approach with numerical simulations
such as manufactured solutions, cantilever beams, and benchmarks provided by FEBio. We reach
machine precision accuracy and demonstrate the use of the plugin for a real-time haptic simulation
involving a surgical tool controlled by the user in contact with a hyperelastic liver. We include
complete examples showing the use of our plugin for simulations involving Saint Venant-Kirchhoff,
Neo-Hookean, Mooney-Rivlin, and Holzapfel Ogden anisotropic models as supplementary material.

4.1 Introduction

Designing efficient finite element (FE) simulation software is a challenging task. Indeed, as
FEM is a vast field, numerous pieces of software emerged to fill different gaps. For instance,
commercial software such as Abaqus [207] or Ansys [53| focus on user-friendly GUIs (Graph-
ical User Interface) guiding the user from pre-processing to post-processing. This has the
advantage of allowing users to perform complex simulations with a relatively basic theo-
retical knowledge of FE. Meanwhile, other pieces of software focused on specific domains
such as Gmsh [80] for FE meshing, Paraview [2] for FE visualization, OpenFoam [106] for
CFD (Computational Fluid Dynamic) simulations, OpenXFEM [24] for extended finite el-
ements [105], collocation methods [102], meshfree methods [161], multiscale problems [214],
or material point methods (MPM) [205]. This historical perspective explains the countless
FE solvers which makes an exhaustive state-of-the-art review quasi-impossible. Before se-
lecting one piece of FE software, user should consider the benefits and disadvantages associ-
ated with each (i.e., meshing, parallel support, solvers, coding language, and visualization).
However, generally, simplicity of use and the ability to easily test modelling hypotheses
appears like the most important considerations in selecting such a computational tool.
In the medical simulation context, several specific aspects have to be considered.

SReproduced from: A. Mazier, S. El Hadramy, J-N. Brunet, J.S. Hale, S. Cotin, S.P.A. Bordas, SOn-
iCS: Develop intuition on biomechanical systems through interactive error controlled simulations, pre-print
submitted, https://doi.org/10.48550/arXiv.2208.11676.
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e The material model complexity. Contrary to engineering materials such as steel or
copper, the mechanical properties of living organs were only recently quantified [81,
172] (early 90s against 1700 for copper) and show immense variability [151]. Various
models have been proposed, e.g., anisotropic [25, 63, 72, 175, [236], hyperelastic [38,
100 140, 150, 234], viscoelastic [61}, 89, (139, [221], or poroelastic |15} 31}, |51}, 120} [188],
204, [208| to accurately depict their complex mechanical behaviors. Indeed, predicting
the deformations of bio-materials can only be achieved through complex material
models (sometimes even multi-scale), which are rarely implemented in commercial
software. One major difficulty of this implementation remains the differentiation of
highly nonlinear equations. Indeed, predicting the deformations of such materials can
only be achieved through complex material models, rarely implemented in commercial
software. One major difficulty of this implementation remains the linearization of
highly nonlinear equations. For instance, hyperelasticity equations can be written as
a minimization of a tensorial function. In most cases, this minimization is solved using
gradient-descent algorithms requiring the first and second derivatives of the functional.
Therefore, obtaining such high-order nonlinear derivatives is not straightforward and
can be prone to manual errors.

e The complexity of the simulation. In addition to the complexity of the material
model, the simulation setup itself can be problematic. For instance, the material pa-
rameters are patient-specific and require data-driven or inference methods |91} 220].
The simulations can also (partially) involve unknown boundary conditions [213], con-
tact with other organs [50, |148], or surgical tools |48 [126]. The problem can also
require multi-physics models (such as FSI |21} [23] (Fluid-Structure Interactions)) or
incompressibility [142, 228|, where classical displacement-based finite elements are
prone to locking.

e The error control and uncertainty of the solution. When dealing with biomechanical
simulations, several uncertainties always arise from the material parameters, loads,
geometry, or boundary conditions. This is mainly due to the difficulty in estimat-
ing the mechanical properties through ex-vivo methods or the topology of biological
tissues using medical imaging. Similarly, error control and mesh adaptivity are neces-
sary to ensure homogeneous convergence of the solution over the domain and that the
mesh is optimal given a quantity of interest [3]. Therefore, quantifying the uncertainty
or controlling the error on quantities of interests often requires making a very large
number of simulations [183] 185] which is incompatible with surgical timing [94} 95].
Meanwhile, those approaches could be functional in clinical settings by using acceler-
ated simulations [30] to build surrogate models or/and machine learning models for
faster solutions of those highly non-linear parametric problems.

e The real-time aspect. In addition to the previous point, for clinical environments, the
run time of the numerical simulation is crucial. When performing an operation, the
surgeon cannot, in general, spend minutes waiting for the model predictions. Even-
tually, this aspect is also applicable to artificial intelligence. Indeed, in order to build

78



4 SONICS: DEVELOP INTUITION ON BIOMECHANICAL SYSTEMS THROUGH
4.1 Introduction INTERACTIVE ERROR CONTROLLED SIMULATIONS

an efficient machine learning model, a significant amount of data is necessary. Using
numerical simulations to create synthetic data is now standard and directly depen-
dent on the simulation time [55, 164]. Consequently, the run-time of the simulation
can be considered a principal feature of biomechanics simulations, and indeed, of
any non-intuitive non-linear problems subject to significant uncertainties in loading,
boundary and initial conditions, and parameters. Nowadays, gaming engines such as
Unity3D [145] or Unreal Engine [198] offer real-time animation where physics-based
algorithms can be included [46, 218, 224].

e The interaction with the user. In a surgical simulation setting, external variables can
impact the simulation during the execution. For example, the exact movement of
the surgeon’s tool influences the simulation at run-time. Thus, the parameters of the
simulation must be tuned, "live”, to integrate interactions between the user and the
simulation [163, [230].

e The visual rendering. Depending on the research field, visualization can play a critical
role in the understanding of the results. For instance, in the computer graphics com-
munity, photo-realistic visualization is one of the main objectives |82} 138]. Contrast-
ingly, in the mechanical engineering culture, visualization is a manner of extracting
and understanding quantitatively a solution or data set (i.e., stress or displacement
fields). For medical simulations, an optimal solution must combine both the accu-
racy of the results and photo-realistic rendering reflecting the clinical ground truth
all within clinical time frames [88].

According to the state-of-the-art, SOFA [70] (Simulation Open Framework Architec-
ture) appears to be a suitable compromise. Indeed, SOFA employs efficient rendering while
providing the possibility to interact in real-time with the running simulation. One can note
that real-time computing is only possible depending on the complexity of the problem. In-
deed, using excessive numbers of degrees of freedom (DOFs) or solving a highly nonlinear
problem cannot result in a real-time simulation (without using model order reduction |41,
83,84 or machine learning [55]). SOFA can also manage complex simulations through an ef-
ficient implementation of contact [Duriez2004, Courtecuisse2010, Courtecuisse2011],
for example, or enabling multi-physics coupling. Therefore, only a few material models and
elements are available. A similar issue is observed for material models where numerous
implementations only focused on a 3-dimensional isotropic behavior. Therefore, coding a
new material model or element in SOFA requires advanced C++ skills that may discourage
individuals from using the software.

To alleviate the problem of complex material models, FEniCS [4] seems like an appro-
priate solution. Indeed, FEniCS may not possess all of SOFA’s features, but definitely
overcomes SOFA’s capabilities for material model complexity. With FEniCS, the user can
generate any material model, regardless of the element’s geometry or interpolation. Plus,
it authorizes an export of the pertinent finite element tensors in C code to be efficiently
plugged into SOFA. The benefits of the synergy are considerable. By using SOFA’s interac-
tivity and real-time features, the user can easily prototype a real-time simulation. Indeed,
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by modifying ”live” various boundary conditions, geometries, or topologies, the user can
effortlessly and rapidly verify modeling hypotheses for a specific problem. Combined with
the specificities of FEniCS, the user can additionally smoothly prototype complex material
models for modeling elaborate scenarios. Such feature has already been used by coupling
FEniCS and Acegen but with different objectives |[124]. To the authors’ knowledge, this
paper is the first to use FEniCS code generation capabilities for such an endeavor and is
the first coupling between FEniCS and SOFA.

This paper has the following outline. We will first briefly introduce SOFA and FEniCS,
highlighting the relative advantages and design choices in each. Section will detail the
plugin functionalities and a short tutorial for importing a Saint Venant-Kirchhoff model from
FEniCS in SOFA. Then, section will focus on confirming our implementation for various
numerical tests. We will use a manufactured solution in [4.3.1] as validation and compare
our solutions for a cantilever beam problem with SOFA in The last test consists in
implementing a new material model (Mooney-Rivlin) in SOFA and benchmarking it with
FEBio [137] in Finally, in the last section we will use our plugin in a complex
haptic simulation that cannot be implemented in FEniCS, using a custom material model
inexistent in SOFA.

4.1.1 SOFA

SOFA was created in 2007 by a joint effort from Inria, CNRS, USTL, UJF, and MGH. This
piece of software aims to provide an efficient framework dedicated to research, prototyping,
and the development of physics-based simulations. It is an open-source library distributed
under the LGPL license, hosted on GitHub at https://github.com/sofa-framework/
sofa, and developed by an international community. SOFA is modular. Users can create
public or private plugins to include additional features.

SOFA is a C++ library, including Python wrappers for a user-friendly prototyping
interface. It was originally designed for deformable solid mechanics but has been extended
to various domains such as robotics, registration, fluid simulations, model-order reduction,
and haptic simulations [Courtecuisse2010-2, 58, 59]. SOFA exhibits many attractive
features, but among them, the combination of multi-model representations and mappings
differentiate it from other software.

Multi-model representation: Most classical FE software uses an identical discretization
for the whole model. Consequently, if one user wants to refine the mesh along a contact
surface, the FE mesh will undergo the same refinement in the contact region. It can induce
slow simulations for solving the FE system while the user was initially only interested in
the contact part. Conversely, utilizing a multi-model representation approach, users can
split the principal model into three distinct sub-models: deformation, collision, and visual.
Thus, the user can decide to have high fidelity deformations with flawed contact detection
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while maintaining a fine rendering, or vice-versa. Similarly, an object can be made of several
deformation models. For example, one can model a muscle by the interaction of FE 3D
tetrahedra for the volume and 1D beams for modeling ligaments, using 2 different solvers.

Mappings: In SOFA, the "mappings” are responsible for the communication between the
different models. The models have parent-child relationships constructing a hierarchy (and a
DOF hierarchy by extension). It enables propagating the positions, velocities, accelerations,
and forces across the different models. For example, if the contact model calculates a
force, it is mapped on the deformation model that will communicate back the computed
displacement.

Finally, by combining the multi-model representation with the mappings, SOFA can
build complex real-time simulations with high fidelity rendering. In addition to a scenegraph
structure and visitors (responsible for going through the model hierarchy) implementation,
it can account for interactivity with the users.

Despite the advantages provided by SOFA, some drawbacks have to be acknowledged.
First, in terms of solid mechanics simulations, only a few elements and material models are
available. Indeed, SOFA only proposes Lagrange linear elements, and the geometries are
limited to segments, triangles, quadrangles, tetrahedra, and hexahedra. The following ma-
terial models are coded: Boyce and Aruda [8], Costa [47], isotropic and anisotropic Hookean,
Mooney Rivlin (2 invariants) [154], classical and stabilized Neo-Hookean, Ogden [165], Saint
Venant-Kirchhoff, and Veronda Westman [223]. Despite a reasonable number of mechanical
models, a few of them are actually implemented for each element type. Secondly, the benefits
provided by the mappings can also turn out to be a disadvantage when it comes to imple-
mentation. Indeed, the structure of the mappings is usually complex for unexperimented
C++ users, and the mechanical tensors such as the Cauchy-Green or Piola-Kirchhoff are
rarely computed. The two previous drawbacks are associated to the same flaw: the strong
coupling between the material models and the topology of the element assumed within
SOFA’s architecture. This coupling implies that changing an element’s topology or interpo-
lation will involve a new mapping or the rewriting of the material model, even in the case
of a similar material model.

4.1.2 The modular mechanics plugin (Caribou)

The initial goal of the plugin (called Caribou at the time of writing, https://github.com/
mimesis-inria/caribou) was to quickly implement new shape functions and their deriva-
tives for different Immersed-Boundary and meshless domain discretization while keeping the
compatibility with the existing SOFA surgical simulations [29]. Besides, the plugin enabled
to effortlessly implement different volumetric quadrature schemes and several hyperelastic
material models. Hence, the software design had to be generic enough to combine all the
previous requirements. It also had to be efficient enough to avoid the creation of a bot-
tleneck that would prevent the biomechanical model from meeting its computational speed
requirement. Hence, the plugin was made as an extension to SOFA, bringing a redesigned
software architecture.
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In the plugin, the authors implemented a compile-time polymorphism design using
generic C++ template programming. The idea is to write the code as close as possible
to equations found in traditional FE books. Then, the C++ compiler optimizes the set of
operations executed during the simulation while keeping an object-oriented code. In this
design, the "Element” concept was created as a generic computational class that would
be inherited by all element types. Similarly to OpenXFEM++ [24], it provides a flexible
implementation to add interpolation and quadrature numerical procedures quickly. Since
standard isoparametric elements have a number of nodes, quadrature points, and shape
functions already known at compile-time, most modern compilers will be able to aggres-
sively inline the code to optimize the computation.

Finally, the plugin allows the creation of additional material models by simply defining
three methods per material: the strain energy density function, the second Piola-Kirchhoff
stress tensor function, and its derivative functions. These three functions are evaluated
at a given integration point automatically provided by the plugin. This design delivers an
undeniable advantage: writing a new material model is now independent of the topology and
integration scheme. However, it comes with a non-negligible cost. The author of the new
material model has to manually differentiate the strain energy twice and write it in C++.
This manual intervention is error prone and can quickly become a substantial drawback for
complex materials.

4.1.3 FEniCS

The FEniCS Project (FEniCS) [4] is a collection of tools for the automated solution of
partial differential equations using the finite element method. Like SOFA, the FEniCS
components are distributed under open-source licenses (LGPL v3 or later, and MIT) and
development is hosted on GitHub at https://github.com/fenics.

A distinguishing feature of FEniCS is the ability to allow the user to write variational of
weak formulations of finite element methods in a high-level Python-based domain specific
language (DSL), the Unified Form Language (UFL) [5]. Subsequently, that high-level de-
scription can be compiled/transformed using the FEniCS Form Compiler (FFC) |112] into
low-level and high-performance kernels. These kernels can calculate the corresponding local
finite element tensor for a given cell in the mesh. UFL is also used by other finite element
solvers with independently developed automatic code generation capabilities, notably Fire-
drake [186] and Dune [16]. Compared with SOFA, FEniCS is limited in scope; its primary
focus is the specification and solution of partial differential equations via the finite element
method, leaving difficult problems like mesh generation, post-processing and visualisation
to leading third-party packages such as Gmsh [80] and Paraview [2].

In the context of implementing finite element models of hyperelastic materials, this
automatic approach has a number of advantages over the traditional route used by most
finite element codes (including, to some extent, SOFA); differentiating analytical expressions
for the residual (first derivative) and Jacobian (second derivative) of the energy functional
for the hyperelastic model, picking a suitable finite element basis and then hand-coding
the corresponding finite element kernels in a low-level language (C, Fortran, C++) for
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performance. Specifically:

1. The symbolic residual and Jacobian can be derived automatically using the symbolic
differentiation capabilities of UFL. By contrast taking these derivatives by hand can
be tedious and error-prone.

2. The compilation of the UFL description of the problem by FFC into the associated
low level kernels is entirely automated. Again, this step is often time consuming and
difficult to perform manually.

3. Because of the high-level description of the problem it is possible to experiment quickly
with different concrete finite element formulations (material models, basis functions,
element topology etc.) without manually modifying low-level kernel code.

The potential of this high-level approach for solid mechanics were recognised early on in
the development of FEniCS, with two chapters in the FEniCS Book [157} [240] promoting
this direction. Since then, FEniCS has been used in a large number of publications on the
topic of hyperelastic large-deformation elasticity e.g. |14, 162} 171, |174, [227].

Recently the FEniCS Project has undergone a major redevelopment, resulting in the
new FEniCSx components; DOLFINx (the finite element problem solving environment,
replacing DOLFIN), FFCx (the FEniCSx Form Compiler, replacing FFC) and Basix [200]
(a finite element basis function tabulator, replacing FIAT [111]). UFL is largely unchanged
from the version used in the old FEniCS components and Firedrake.

In this work we do not use DOLFINx. DOLFINx contains the basic finite element data
structures and algorithms (e.g. meshes, function spaces, assembly, interfacing with linear
algebra data structures in e.g. PETSc []) and therefore there is a significant overlap with the
functionality already available in SOFA. Directly interfacing DOLFINx and SOFA at the
Application Programming Interface (API) level would be a significant technical challenge
due to the substantial differences in their internal data structures. Dedicated weak coupling
libraries such as PreCICE [191] could be an interesting alternative to API coupling, but it
is not a path that we explore in this work.

Instead, the approach taken by SOniCS is to only use UFL and FFCx (which in turn
depends on Basix) to convert the high-level description of the finite element problem into
low-level C code, which are then called using SOFA’s existing C++ finite element data
structures and algorithms. Compared with coupling DOLFINx and SOFA directly, our
approach creates a relatively light compile-time coupling between FEniCS (specifically, the
generated C code) and SOFA (a large complex C++ code with many dependencies). Con-
sequently, no additional runtime dependencies required for SOFA. This methodology will
be familiar to users of the DOLFINx C++ inteface where C finite element kernels are gener-
ated in a first step using UFL and FFCx and are then integrated into the DOLFINx solver
in a second step through a standard compile/include/link approach. Without going into
excessive detail, two changes in the redeveloped FEniCSx components have made SOniCS
significantly easier to realise:
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1. Basix and FFCx have full support for Serendipity finite elements of arbitrary polyno-
mial order following the construction of Arnold and Awanou [7]. Serendipity elements
are used in SOFA and there was a desire to continue supporting Serendipity basis
function due to their lower number of degrees of freedom per cell and generally lower
number of local computations compared with standard tensor-product Lagrange ele-
ments. We remark that despite the widespread use of Serendipity elements in many
solvers, they can only obtain optimal order convergence on affinely-mapped meshes,
see e.g. [6] for more details.

2. FFCx outputs C99 compliant code according to the UFCx interface, which is specified
as a C header file included with FFCx. This is in contrast with FFC, which outputs
C++403 compliant code conforming to an interface specified with a C++ header file.
This switch makes it significantly easier to call FFCx generated kernels from libraries
with a C Foreign Function Interface (FFI) such as Python and Julia, or any language
which can easily call functions with a C ABI (e.g. Fortran). Although SOFA is a C++
libraries and could certainly call C4++ generated kernels, the C interface is simpler to
use, consisting only of structs containing basic native data types and functions.

4.2 SOniCS

In this section, we present more in-depth the SOniCS (SOFA + FEniCS). The plugin
is available on a development branch in GitHub https://github.com/mimesis-inria/
caribou/tree/FeniCS-features and will soon be merged into the main branch. We first
introduce the procedure for defining the material model, the element geometry, and the
quadrature rule or degree using the UFL (Python) syntax. For simplicity, we only focused
on a Saint Venant-Kirchhoff model. But the method can be generalized to all element
types following the pipeline shown in figure Secondly, we explain the methodology for
converting the UFL script into efficient C kernels. Finally, we show the interface between
the SOniCS plugin and SOFA, stating the conceptual and coding differences. For simplicity
and as the modular mechanics plugin’s name (Caribou) might change, we use the name
SOFA to denote the combination of SOFA and the modular mechanics plugin.
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Figure 26: Description of the SOniCS pipeline (on the right) and differences with SOFA (on
the left). In SOFA, each element has to be defined, embedding its geometry, shape functions
(including derivatives), and the quadrature scheme and degree. In SOniCS, it has been
replaced by two Python lines of code for describing the element and its quadrature. The
same benefit goes for the material model description. In SOFA, each material has to be
created in a separated file stating its strain energy, derivating by the hand the second Piola
Kirchhoff tensor (S) and its Jacobian. It was replaced in SOniCS by only defining the strain
energy of the desired material model in UFL. The derivative of the strain energy will then
be automatically calculated using the FFCX module. Finally, both plugins share the same
Forcefield methods for assembling the global residual vector (R) and stiffness matrix (K).

4.2.1 UFL: from FE model to Python code

The first step is to define the FE model using the UFL syntax in a Python script. As an
example, in listing 1} we describe the 3D simplest hyperelastic model and element: Saint
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Venant-Kirchhoff with linear Lagrange finite elements on tetrahedra. In the context of
hyperelastic simulations, we will exclusively describe features that users could be interested
in customizing.

1 # material.py

from ufl import (Coefficient, Constant, Identity,
TestFunction, TrialFunction, inner, ds,
VectorElement , derivative, dx, grad,

tetrahedron, tr, variable)

N

oA W

7 # Function spaces

s cell = tetrahedron

9 d = cell.geometric_dimension ()

10 element = VectorElement("Lagrange", cell, 1)

12 # Trial and test functions

13 du = TrialFunction(element) # Incremental displacement

14 v = TestFunction(element) # Test function

15

16 # Functions

17 u = Coefficient(element) # Displacement from previous iteration
18 B = Coefficient (element) # Body forces

19 B = Coefficient (element) # Traction forces

Kinematics

= Identity(d) # Identity tensor

variable (I + grad(u)) # Deformation gradient

= variable(F.T * F) # Right Cauchy-Green tensor

= variable (0.5 * (C - I)) # Green-Lagrange tensor

¥
M aQTH #
]

27 # Elasticity parameters

28 young = Constant (cell)

20 poisson = Constant(cell)

30 mu = young / (2 * (1 + poisson))

31 lmbda = young * poisson / ((1 + poisson) * (1 - 2 * poisson))

33 # Stored strain energy density (compressible Neo-Hookean model)
34 psi = (1lmbda / 2) * tr(E) **x 2 + mu * tr(E * E)

36 # Total potential emnergy

37 Pi = psi * dx(degree=1) - inner(B, u) * dx(degree=1) - inner (T, u) * ds(
degree=1)

30 # First variation of Pi (directional derivative about u in the direction of
v)

10 F = derivative(Pi, u, v)

12 # Compute Jacobian of F
13 J = derivative(F, u, du)

15 # Export forms
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forms = [F, J, Pil

Listing 1: Python code example (material.py) of a Saint Venant-Kirchhoff material model
using Lagrange linear tetrahedron.

Element: After importing the necessary packages, we can define the element geome-
try. In listing [1} on line 10, we used a linear Lagrange tetrahedron. The user can easily
modify different parameters of the element, such as the geometry, the family type, or the
interpolation degree. For example, by only changing line 10 to

element = VectorElement ("Serendipity", hexahedron, 2)

the element is now a quadratic Serendipity hexahedron. Note that VectorElement creates by
default a function space of vector field equal to the spatial dimension. A complete list of
the element available in the Basix documentation [200].

Material model: By definition, boundary value problems for hyperelastic media can
be expressed as minimization problems. For a domain © C R3, the goal is to find the
displacement field w :  — R3 that minimizes the total potential energy II. The potential
energy is given by

H(u):/Qw(u)d:z:—/QB~udx— 8QT-uds, (54)

where 9 is the elastic stored energy density, B is a body force (per unit reference volume),
and T is a traction force (per unit reference area) prescribed on a boundary 92 (of measure
ds) of the domain Q (of measure dz).

In listing [1] at line 37, we define the strain energy of a Saint Venant-Kirchhoff material
model as:

b= %tr(E)Z  utr(E?), (55)

where A and p are Lamé material constants while E is the Green Lagrange strain tensor
defined as %(C’ — I) where I is the identity matrix and C the right Cauchy-Green tensor
C = FT'F = (Vu + INT(Vu + I). Therefore, we observe that tensor E is expressed with
respect to the displacement u, which is the unknown displacement field. Moreover, A and p
are a function of the Young’s modulus and of Poisson’s ratio that are assumed to be known
constants.

If the user would like to change the material model for Neo-Hookean with the strain

energy density
A
b = g(IC —3) = uin(J) + S (7). (56)
It would only require in replacing line 31 with:
psi = (mu / 2) * (Ic - 3) - mu * 1n(J) + (lmbda / 2) * (1n(J)) *x 2

in addition to previously defining the corresponding kinematics variables J = det(F') and
Ic ::tr((7)

J = det (F)
I_.C = tr(C)
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Quadrature rule: In listing |1} at line 37, when calculating the total potential energy
it is also possible to choose the quadrature rule and the degree. In our example, we selected
a quadrature degree of 1, triggering by default the Zienkiewicz and Taylor scheme [238] for
tetrahedra. Hence, the user could also choose to use a Gauss-Jacobi quadrature of degree
2 [182] by replacing line 37 with:

Pi = psi * dx(degree=2, scheme="Gauss-Jacobi") - inner (B, u) * dx(degree=2,
scheme="Gauss-Jacobi") - inner (T, u) * ds(degree=2, scheme="Gauss-
Jacobi")

4.2.2 FFCx: from Python code to efficient C kernels

In the particular case of static hyperelastic simulations, we solve the following non-linear
system of equation
K(u) - -du = R(u) — f(u). (57)

The R tensor is called the residual vector and is defined as the Gateaux derivative of the
total potential energy II with respect to change in the displacement u in direction v

dIl(u + ev)

R= de

|e:0- (58)
The tensor K is the Jacobian (also called stiffness in the context of mechanics) matrix and
corresponds to the derivative of R

dR(u + edu)

K =
de

|e:0- (59)

Solving the non linear system in equation[57] can be achieved using the Newton-Raphson
algorithm that will iteratively solve a set of linear systems, assuming an initial guess u,,

Upi1 = Up — du. (60)

The two tensors can be derived symbolically and exported using the UFL syntax with
the function derivative, as shown at lines 40 and 43 in listing [1} A simple call to ffcx will
create a .c and .h files containing the code for generating the local R and K tensors.

$ ffcx material.py

4.2.3 Integration in SOniCS

In SOFA, the definitions of the residual and stiffness tensors are carried out within a C++
file, HyperelasticForcefield.cpp. Each material model is in a separate file. So far, only Saint
Venant-Kirchhoff and Neo-Hookean models have been implemented. The users can easily
access those functionalities through Python wrappers:
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node.add0Object ("SaintVenantKirchhoffMaterial", young_modulus=E,
poisson_ratio=nu)

node.add0Object (’HyperelasticForcefield’)

Listing 2: Python definition of a hyperealstic forcefield in SOFA using a Saint Venant-

Kirchhoft material model.

The HyperelasticForcefield contains several functions, but we are particularly focus-
ing on two of them. The addForce and assemble_stiffness functions are assembling the
global residual and stiffness tensors respectively. Algorithm [2| details the addForce function,
while algorithm [3]| presents our reimplementation of the procedure. We did not detail the
assemble_stiffness as it involves the exact same differences between the two implementa-
tions.

Algorithm 2 SOFA addForce function. The addForce function is in charge of assembling
the global residual vector.

1: for element in elements do

2: X ¢ element.positions > return the current positions of the element

3: Rgiobal < 0 > zero the global residual vector of dimension (DOFs x3)

4: Riocal < 0 > zero the local residual vector of dimension (element DOF's x3)

5: for quadrature in quadratures do

6: detJ < det(quadrature.nodes) > return the Jacobian of the quadrature nodes

7 dN < quadrature.nodes.shape _functions derivatives > return the
derivatives of the shape functions of the quadrature nodes

8: w ¢— quadrature.nodes.weights > return the weights of the quadrature nodes

o: F+ XT.dN

10: J < det(F)

11: C«F'.F

12: S « f(C,MaterialParameters) > return the second Piola-Kirchhoff depending
on the material parameters and kinematics tensors

13: for i in range(0, NumberOfNodesPerElement) do

14: dr « dN[i]T

15: Riocar[i]  (detJ -w) - F- S -dx > allocate the result in the local residual
vector

16: end for

17: end for

18: for i in range(0, NumberOfNodesPerElement) do

19: Rg1oba1[global(i)] <= Rglobal[global(i)] — Rigealli] > 4 indicates the element

node index while global(i) denotes the global node index
20: end for
21: end for

The structure is similar but we can still observe a few differences.

e The new implementation of algorithm 3| is more concise and involves less visible ten-
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Algorithm 3 SOniCS addForce function. The addForce function is in charge of assembling
the global residual vector.

1: for element in elements do

2: X ¢ element.positions > return the current positions of the element
3: Xp ¢ element.rest_positions > return the initial positions of the element
4: B + gravity > return the body forces

5: T < element.forces > return the traction forces applied on the element

6: u<+— X — Xp

7: Rgioba1 < 0 > zero the global residual vector of dimension (DOFs x3)

8: Rioca1 < 0 > zero the local boundary conditions residual vector of dimension

(element DOFs x3)

9: RPC.., <0 > zero the local residual vector of dimension (element DOFs x3)
10: constants <— MaterialParameters > return the material parameters
11: Rioca1 ¢ tabulate tensor(Rioca1,u, B, constants, X))

12: RS .1 + tabulate_tensor(Rioca1,u, T, constants, X)
13: for i in range(0, NumberOfNodesPerElement) do
14: Rg1oba1|global(i)] < Rgioba1|global(i)] — (Rioca1li] + R¥Scanli]) > ¢ indicates

the element node index while global(i) denotes the global node index
15: end for
16: end for

sorial operations because all those operations are efficiently hard coded in the C file
provided by FFCx. For example, in algorithm [2] lines 5 to 17 were replaced in the
new algorithm [3] by solely line 11.

e Algorithm [3| needs to have access to the initial position of the object and to the
displacement vector. This was indeed not needed in the previous implementation since
the modular mechanics plugin takes advantage of writing the deformation gradient
only based on the current nodal coordinates «:

F=I+Vqu=1I+Vq,(x—xo) =Vg,x. (61)

Vi, and xg respectively denote the gradient and the nodal coordinates in the initial
configuration, thus saving one extra vector operation.

e In the SOFA implementation, the boundary conditions and body forces are treated in
separate files. In the new implementation of the Forcefield [2, the boundary conditions
and body forces are now directly carried out in the Forcefield on lines 11 and 12. It
avoids calling another function to loop again through every element of the object,
thus speeding up the assembly of the residual vector.

Based on this new implementation, we created a new forcefield HyperelasticForcefield_FEniCS
as close as possible to the existing syntax of HyperelasticForcefield. We also needed to tune
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the existing material definition to replace unnecessary calculations and allow us to read the

corresponding .c file.

node.add0Object ("FEniCS_Material", material="SaintVenantKirchhoff",
young_modulus=E, poisson_ratio=nu)

node.add0bject (’HyperelasticForcefield _FEniCS?’)

Listing 3: Python definition of a hyperelastic forcefield in SOniCS using a Saint Venant-

Kirchhoff material model.

Finally, the last hurdle was the element definitions. Indeed, SOFA and FEniCS do
not use the same vertices, edges, and facets ordering (as shown in figure . To avoid
any conflict with the existing users of SOFA and solve the ordering issue, we proposed
rearranging the topology indices, edges, and vertices and create new elements. It ensured
an accurate integration over the elements (especially for quadratic Serendipity integrating
over the edges) and preserved an appropriate visualization. Those elements have been
interfaced with the existing topology named CaribouTopology.

node .addObject (’CaribouTopology’, name=’topology’, template="Hexahedron",
indices=mesh.cells_dict[’hexahedron’])

node.addObject (’CaribouTopology’, name=’topology’, template="
Hexahedron_FEniCS", indices=mesh.cells_dict[’hexahedron’][:, [4, 5, O,
1, 7, 6, 3, 211)

Listing 4: Python definition of hexahedron topology in SOFA and SOniCS.

(a) FFCx/Basix.

Figure 27: Local numbering of element vertices and edges in both FEniCS and SOFA

4.3 Numerical examples

In this section we describe three numerical examples used for the validation of our SOn-
iCS implementation. Every simulations described in this section can be reproduced and are
available on our GitHub page [143] (https://github.com/Ziemnono/SOniCS_validation).
We use the same domain description for each example while varying the boundary conditions
and material parameters of each simulation.
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(a) Hexahedral elements. (b) Tetrahedral elements.

Figure 28: Cantilever beam domain discretization and displacement field. € is a domain
represented by a squared-section beam of dimensions 80 x 15 x 15m3, considered fixed on
the right side (v = 0 on I'p) while Neumann boundary conditions are applied on the left
side (' ).

Let © be a domain represented by a squared-section beam of dimensions 80 x 15 x 15m?,
considered fixed on the right side (u = 0 on I'p) while Neumann boundary conditions are
applied on the left side (I'y), as shown in figure and

) was discretized using two different geometrical elements using linear and quadratic
interpolations. P1 and P2 elements stand for linear or quadratic tetrahedra, while Q1 and
Q2 denote linear and quadratic hexahedra.

To solve each hyperlastic formulation described in equation [57] we used an identical im-
plementation of the classical Newton Raphson (NR) solver for SOniCS, SOFA and FEBio.
The solver had the following parameters: a maximum of 25 iterations with a residual and
displacement tolerance of 1070, In order to compare the running time of the two imple-
mentations, we, therefore, introduced the mean NR iteration time. We defined the NR
iteration time as the duration for assembling and factorizing the system matrix, solving
and propagating the unknown increment, updating, and computing the force and displace-
ment residual. After checking that the same number of iterations have been achieved, we
averaged the total time over the number of iterations needed for the solver convergence.
All calculations were performed using an Intel®) Core™ i5-6300HQ CPU @ 2.30GHz x 4
processor with a 16GiB memory and a NV117 / Mesa Intel@®) HD Graphics 530 (SKL GT2)
graphics card.

We evaluated the soundness of the SOniCS solution using SOFA, FEBio or a manufac-
tured solution as the reference solution and computed the Euclidean relative L? error for
the displacement and strain fields .

e llu=oll .
u(u,'l)) HUHQ ) ( )
E, — Ey||2
L2 —_ || u v
E(u7 ’U) HEUHQ ; (63)
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where u and v are the calculated displacement vectors for SOniCS and the reference im-
plementation, respectively, || ® || the Euclidean norm, and E,, the Green-Lagrange strain
tensor of the displacement u.

In this section, we first compare our solution with an analytical one: the manufactured
solution. Then, we consider a clamped cantilever beam subject to Neumann boundary
conditions and compare its deformation with the SOFA solution. Finally, using the same
cantilever beam, we implemented a Mooney Rivlin model (uncoded in SOFA) using SOniCS
and compared the solution with FEBio.

4.3.1 Manufactured solution

Aiming at code verification, the method of the manufactured solution consists in choosing
an exact solution to the problem as an analytical expression [39]. The chosen analytical
expression is then inserted into the Partial Differential Equation (PDE) under consideration
to find the conditions that lead to this solution. In general, the manufactured chosen
solution is expressed in simple primitive functions like sin(), exp(), tanh(), etc... In the
context of hyperelastic equations, we considered the following manufactured solution for
the displacement

10722 €
u(z,y,2) = [1072.2-¢¥| on Q. (64)
1072 2 ¢?
Starting from the above chosen displacement and using continuum mechanics laws, the

relative analytical forces are applied as Neumann boundary conditions and deduced as
follows

F = I;+ grad(u), (65)
ow
f=-V-Ponly. (67)

Where F' is the deformation gradient, I is the identity matrix of dimension d, P is
the first Piola-Kirchhoff stress tensor and W is the strain energy density depending on the
material model constitutive law. We used a Saint Venant-Kirchhoff material with a
Young’s Modulus of 3 kPa and a Poisson’s ratio of 0.3, the computation of this solution was
performed using Python Sympy package |147].

In this experiment, we generated 8 and 6 discretizations of P1 and P2 elements, respec-
tively, with a decreasing element size in both scenarios. For each discretization, we applied
the relative analytical forces deduced from the manufactured solution and used SOn-
iCS Saint Venant-Kirchhoff material implementation with the same parameters as Sympy’s
to fill the domain. The displacements obtained were compared to the chosen analytical
solution in equation for each discretization. The results are presented in figure the
error metrics are the relative errors presented in equations [62] and [63}
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Figure 29: Plot of the mesh convergence analysis of the manufactured solution. The L?
errors (L2 for displacement and L% for strain) between the analytical and the SOniCS
simulation is calculated for different number of Degrees Of Freedoms (DOF's) with fixed pa-
rameters (E=3kPa and v=0.3) for P1 linear tetrahedra (blue) and P2 quadratic tetrahedra
(red) elements.

4.3.2 Benchmark with SOFA

The cantilever beam deflection is a classical mechanical test case, as you can smoothly
refine the mesh due to the simplicity of the geometry or modify its boundary conditions
to fit real-life experiments. In this context, the beam was still clamped on the right side
(natural Dirichlet condition on I'p) while Neumann boundary conditions were applied on
the left side (I'y). To compare our SOniCS implementation, we model the deformation of
the beam with two hyperelastic material models: Saint Venant-Kirchhoff and Neo-Hookean.
We fixed the mechanical parameters and the Neumann boundary conditions equal to —10 Pa
in the y direction, until reaching sufficient large deformations with the same parameters as
before: E = 3kPa and v = 0.3.

This study aims at comparing the finite element solutions provided by SOniCS and
SOFA under the same constraints in terms of computational and running time perfor-
mances. To do so, we computed the relative L? error for the displacement and strain fields
(L2 (usonics, wsora) and LQE(UsQnics, usora))between the SOniCS solution using SOFA as the
reference solution.

The results obtained are presented in tables [4] and [] for Saint Venant-Kirchhoff and
Neo-Hookean materials, respectively.
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Saint Venant-Kirchhoff material model
Element Number SOniCS SOFA Li(uSonics, uSUFA) L2E(uSUniC37 uSUFA)
of DOFs | mean NR | mean NR

iteration iteration

time (s) time (s)
P1 10935 0.387 0.438 4.10e-14 2.32e-16
P2 12705 0.810 0.808 3.49e-14 8.18e-15
Q1 10935 0.449 0.464 6.19¢-13 3.76e-16
Q2 11772 0.839 0.942 3.81e-13 23.68e-14

Table 4: Relative error for displacement (L2 (usgnics, Usora)) and strain (L2E(’u,sgnics, UsoFa))
defined in equations and and mean NR (Newton-Raphson) iteration time between
SOniCS and SOFA for different element geometries and interpolation schemes using Saint
Venant-Kirchhoff material model. P1 and P2 elements stand for linear or quadratic tetra-
hedra, while Q1 and Q2 denote linear and quadratic hexahedra.

Neo-Hookean material model
Element Number SOniCS SOFA L%(“SUHiCS) USDFA) L2E(USDniCS, USOFA)
of DOFs | mean NR | mean NR

iteration iteration

time (s) time (s)
P1 10935 0.391 0.428 2.17e-14 7.78e-14
P2 12705 0.826 0.852 1.40e-14 2.18e-20
Q1 10935 0.471 0.478 4.92e-13 5.77e-16
Q2 11772 0.826 0.864 1.64e-13 2.17e-14

Table 5: Relative error for displacement (L2 (usgnics, sora)) and strain (LZE(Usgnics, UsoFa))
defined in equations and and mean NR (Newton-Raphson) iteration time between
SOniCS and SOFA for different element geometries and interpolation schemes using Neo-
Hookean material model. P1 and P2 elements stand for linear or quadratic tetrahedra,
while Q1 and Q2 denote linear and quadratic hexahedra.
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4.3.3 Benchmark with FEBio

FEBio is a open-source finite element package specifically designed for biomechanical ap-
plications. It offers modeling scenarios, a wide range of constitutive material models, and
boundary conditions relevant to numerous research areas in biomechanics. In this section,
FEBio was used to compute the same scenarios as in section to evaluate the trust-
worthiness of SOniCS. A more advanced constitutive material model, Mooney Rivlin, was
introduced for this purpose

¢ = Co1 (Ic — 3) + Cio (e — 3) + gln(J). (68)

Where Cy1, Chp, and K are the material constants in addition to the modified invariants
Ic = J73 Ig, Illg = J73 Il defined based on the classic invariants I¢ = tr(C), Ilg =
3 ((tr(C))? —tr (C?)). In order to obtain sufficiently large deformations, we chose the
following material parameters: Cy; = 2000 Pa, C19 = 100 Pa, and K = 1000 Pa.

Tables [0}, [7] [§ show the results obtained for Saint Venant-Kirchhoff, Neo-Hookean and
Mooney Rivlin material models and considering the four discretizations implemented so
far in SOniCS. The error evaluation is still based on the mean relative error defined in
equation [62] using FEBio as the reference while using a Newton Raphson solver with the
same characteristics in both cases.

Saint Venant-Kirchhoff material model
Element | Number | SOniCS FEBio L2 (usonics, UrEBio) LQE(USOniCS,uFEBio)
of DOFs | mean NR | mean NR
iteration iteration
time (s) time (s)
P1 10935 0.387 0.401 6.01e-10 4.23e-7
P2 12705 0.810 0.991 0.08 0.117
Q1 10935 0.449 0.508 4.19¢-10 2.96¢-6
Q2 11772 0.839 0.102 0.13 0.189
Table 6: Relative error for displacement (L2 (usgnics, Uresio)) and strain

(L?E (usonics, Uresio)) defined in equations |62 and |63| and mean NR, (Newton-Raphson) iter-
ation time between SOniCS and FEBio for different element geometries and interpolation
schemes using Saint Venant-Kirchhoff material model. P1 and P2 elements stand for linear
or quadratic tetrahedra, while Q1 and Q2 denote linear and quadratic hexahedra.

4.4 Hozapfel and Ogden anisotropic material model coupled with haptic
simulation

In the context of numerical surgical simulations, a robot haptic feedback has been shown
to be a consistent tool for drastically improving user-interactions and opening up countless
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Neo-Hookean material model
Element | Number | SOniCS FEBio L2 (usonics, UrEBio) L2E(uSUniCS7uFEBio)
of DOFs | mean NR | mean NR
iteration iteration
time (s) time (s)
P1 10935 0.391 0.458 6.53e-10 7.33e-7
P2 12705 0.826 0.101 1.5e-2 3.16e-2
Q1 10935 0.471 0.523 8.08e-10 1.02e-6
Q2 11772 0.826 0.908 0.09 0.13
Table 7: Relative error for displacement (L2 (usgnics, Uresio)) and strain

(LQE(usgnics,upEBio)) defined in equations and and mean NR (Newton-Raphson)
iteration time between SOniCS and FEBio for different element geometries and interpola-
tion schemes using Neo-Hookean material model. P1 and P2 elements stand for linear or

quadratic tetrahedra, while Q1 and Q2 denote linear and quadratic hexahedra.

Mooney Rivlin material model
Element Number SOniCS FEBio L%L('U'SUniCS’ uFEBio) LQE(USUniCS’ uFEBio)
of DOFs | mean NR | mean NR
iteration iteration
time (s) time (s)
P1 10935 0.662 0.804 2.49e-9 6.81-8
P2 12705 0.102 0.112 9.97e-3 8.28e-2
Q1 10935 0.818 0.910 10.92 14.71
Q2 11772 0.101 0.125 4.23e-2 1.229e-1
Table 8: Relative error for displacement (L2 (usgnics, Uresio)) and strain

(LQE(usonics,upEBio)) defined in equations and and mean NR (Newton-Raphson)
iteration time between SOniCS and FEBio for different element geometries and interpola-
tion schemes using Mooney Rivlin material model. P1 and P2 elements stand for linear or
quadratic tetrahedra, while Q1 and Q2 denote linear and quadratic hexahedra. The large
errors obtained for Q1 elements are further discussed in section
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applications. Among them, haptic devices have mainly been used as a training tool for
surgeons. Indeed prior to surgery, under the assumption of known geometry and mechan-
ical properties of the patient’s organ, a surgeon would be able to plan and better choose
between specific surgical paths/approaches. In this paper, we used the 3D Systems Touch
Haptic Device robot coupled with the SOFA plugin Geomagic to allow interactions between
the instrument and the simulations. For this hypothetical simulation, we virtually simulate
the contact between a surgical tool and a liver during surgery. The liver was described
by an anisotropic Holzapfel Ogden model [98, [173], with an existing FEniCS implementa-
tion [95] validated using the manufactured solution. Therefore, to assess the soundness of
our implementation, we conducted a mesh convergence analysis on a beam and liver meshes
provided in figure We prescribed natural Dirichlet boundary conditions on one side and
Neumann boundary conditions on the other side to obtain noticeable deformations. Such
material could be described using the following strain energy density function

Y = Yiso (F) + ¢vol(‘])' (69)

¥iso and 1y, are the isochoric and volumetric part of the strain energy density function
respectively. The volumetric part can be evaluated as a function of the bulk modulus x of
the material and J

bt () = (77 = 1= 2In(J)), (70)

Yiso (F) = %exp (I - 3) +Z—eXp[ 14,—1)}
s (71)

Qfs
e (exp [bfslgfs] 1) ,

with
Lif = fo-C- fo, Ius = s0 - C - sg, and Igts = fo - C - sp. (72)

The transversely isotropic behavior can be obtained by removing the parameters a s, by,
as and b, while the isotropic behavior is obtained by also suppressing the two parameters
ay and by. This kind of model is frequently used to model orthotropic materials (e.g. muscle
with fibers or tendons). Vectors fo, so are the unit base vectors normal to the planes of
symmetry. For our application, we selected the following material properties allowing to
obtain sufficient deformation of the objects: x = 10> MPa,a = 1.10?kPa,b = 5Pa, ay =
16 kPa, by = 12.8 Pa, a; = 18 kPa, by = 10Pa, ay, = 9kPa,bss = 12 Pa.

The instrument is assumed to be a rigid body kinematically constrained by the haptic
device position at each time step. The contact forces generated by the collision between
the instrument and the liver are calculated using frictional contact and an implicit Euler
scheme to solve the dynamic system [49]. Finally, the contact forces are transmitted back
to the user’s hand through the haptic device. The result is a simulation running at 100 FPS
(Frames Per Seconds) on average displayed in figure A full video of the interaction with
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Figure 30: Plot of the mesh convergence analysis applied to a beam and liver using the
Hozapfel and Ogden anisotropic material models with the parameters x = 10?2 MPa,a =
1.10°kPa,b = 5Pa, ar = 16kPa,by = 12.8 Pa,as; = 18kPa, b, = 10Pa,ars = 9kPa,bss =
12 Pa. The maximum displacement of a beam u2%2® and liver u:17®* meshes are respectively
computed in orange and blue for different mesh size increasing the number of Degrees of
Freedom (DOFs).

the haptic device is available in the Supplementary Materials. The real-time performance
has been obtained by using a small number of DOFs (543). A higher number of DOFs could
be used once a GPU implementation is available.

4.5 Discussion

We show that the SOniCS plugin is an efficient implementation of material models for hy-
perelastic simulations and enables the user to develop an intuitive understanding of the
impact of modelling choices on the accuracy and reliability of the predictions. We first
demonstrated a convergence study for Saint Venant-Kirchhoff material using P1 and P2 el-
ements with the manufactured solution in section Indeed, as expected, by refining the
mesh, the L? relative errors for strain and displacement fields almost follow the theoretical
slopes when increasing the number of DOFs (on a log-log plot), showing the stability of our
method.

Then, from section two main results are noteworthy from tables [4] and [5] First,
the relative errors of the displacement and strain between SOniCS and SOFA, for both
material models, is close to machine precision for P1, P2, Q1, and Q2 discretizations.
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Figure 31: Three different deformation states of a liver in contact with a surgical tool
connected to a haptic device. The surgical tool (in red) is guided by the user through
the 3D Systems Touch Haptic Device to deform the liver from the initial configuration
(green wire-frame) to a deformed state (textured). The liver is modeled using the Holzapfel
Ogden anisotropic material with the following parameters £ = 10> MPa,a = 1.10° kPa,b =
5Pa,a; = 16kPa,by = 12.8Pa,as, = 18kPa,bs = 10Pa,ay, = 9kPa,bs, = 12 Pa. The
maximum displacement of a beam u2e2® and liver u:i’®*. In the case of contact detection,
the contact forces are transmitted to the user through the haptic device. A video of the
simulation is available as supplementary materials.

Secondly, the last comment concerns the mean NR iteration time. We observe that the
SOniCS implementation is slightly faster than SOFA for any elements using Saint Venant-
Kirchhoff or Neo-Hookean material model. The reason for this difference is the need for
SOFA to compute the shape functions and derivatives, then calculate the local residual and
Jacobian using multiple tensor operations. Conversely, SOniCS has all those operations
efficiently hard-coded in C kernels, thus performing faster than SOFA.

We compared the SOniCS and FEBio simulations for several material models: Saint
Venant-Kirchhoff, Neo-Hookean, and Mooney-Rivlin in section For P1 elements,
the errors are close to machine precision for all 3 models. For P2 and Q2 elements, the
3 models display similar errors that still represent a minor error (less than 0.08 and 0.1,
respectively) which is of same magnitude between SOFA and FEBio, as well as FEniCS and
FEBio. The reasons for those minor errors could be the difference in the implementation
of the elements or in the choice of solver parameters. For Q1 elements, we reached an
accuracy near machine precision for Saint Venant-Kirchhoff and Neo-Hookean. However,
the relative error for displacement rose close to 11 for the Mooney-Rivlin model, while similar
behavior is observed for the relative strain errors. To further understand this divergence,
we included a third open-source software AceGen. AceGen similarly uses an automatic
code generation package for the symbolic generation of new finite elements. The cantilever
beam scenario presented in section was reproduced using AceGen under the same
conditions and with an identical Q1 discretization of the domain. Using the same metric
as defined in equation the results are the following: Li(uSDniC&uAcegen) = 3.33 and
Li(uFEBio,uAcegen) = 14.19. Even if SOniCS and Acegen showed similar results, a more
in-depth study would be needed to confirm the soundness of our solution. Despite using a
finer mesh the error was slightly lower but still noticeable. Eventually, FEBio has shown
difficulty in converging with trivial parameter sets or when increasing the number of DOFs.
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Thus, as shown in tables and [8] on average, SOniCS is solving the equation system
faster than FEBio. Several reasons could explain those differences, such as the number of
quadrature points used, the implementation of the Newton-Raphson scheme, or the solver
parameters.

Finally, we showed the capabilities of the SOniCS plugin in simulating complex mate-
rial models such as the Holzapfel Ogden anisotropic model coupled with a haptic device in
section The material model was effortlessly implemented for several elements (P1, P2,
Q1, and Q2) without needing any manual derivation or coding. A manufactured solution
was used in [95] to validate the FEniCS implementation, while figure [30| demonstrates a
convergence of the solution for a beam and liver shape using the SOniCS implementation.
Therefore, the absence of analytical solutions or experimental data only proves the conver-
gence to a numerical solution that is not necessarily a ground truth. The final result is a
real-time simulator functional for surgeons’ training or any other biomechanics simulation
replicating the behavior of a liver in contact with a surgical tool.

4.6 Conclusion and outlook

We performed several numerical experiments to develop intuitive understanding of new ma-
terial models in SOFA using the SOniCS plugin. First, we validated the most common
hyperelastic material models: Saint Venant-Kirchhoff and Neo-Hookean using a manufac-
tured solution. Then, utilizing FEBio as a reference, we verified our implementation of a
Mooney-Rivlin material model using P1, P2, Q1, and Q2 elements. The final application
employed a haptic device to interact with an anisotropic Holzapfel Ogden liver model in
real-time.

The study used our SOniCS plugin to generate optimized C code for complex mate-
rial models compatible with SOFA. On one side, we benefited from FEniCS automatic
differentiation and code generation capabilities to bypass the difficulties of deriving and
implementing the consistent Jacobian in SOFA. On the user side, we implemented compat-
ible and user-friendly SOFA Forcefields to use the FEniCS C kernels. A SOFA user can
now easily define a new material model by specifying its strain energy function, element
geometry or family and the quadrature scheme and degree only in Python. We made the
open-source code and all data and test cases available as supplementary material.

In future work, we intend to apply the SOniCS plugin for solving more complex me-
chanical phenomena. For example, mixed formulations for solving incompressible materials,
viscous or plastic effects, and multi-material systems. In this paper, we only utilized the
plugin for solving hyperelasticity equations, but it would be interesting to tackle multi-
physics problems such as thermomechanics or magnetomechanics. An interesting future
work could be to investigate the effectiveness of the SOniCS plugin for complex material
real-time simulations with surrogate and machine learning models in SOFA. Further, the
next step would be to quantify the uncertainty of biomechanical simulations in SOFA via
the SOniCS plugin. We only used Lagrangian P1, P2, Q1, and Q2 elements while more
geometries such as prisms could be relevant for the SOFA and FEniCS community. Finally,
our validation only focused on the deformation field of the structures, while a more in-depth
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study would also enable us to validate an analytical stress field.

Some work remains to improve user-friendliness of our package. Indeed, even if writing
the Python file describing the material model and generating the associated C file is mostly
effortless and automated, some steps are still manual. Indeed, the FEnicS_Material C++ class
must have knowledge of every new C file created at compile time. Hence, for the moment,
the user still has to manually specify two C++ functions in the code and recompile the
whole plugin. Even if this step is manageable, it still requires diving into the C++ code,
which can discourage a few users. Meanwhile, to mitigate this effect, actions have been
taken by providing detailed documentation and tutorials for this crucial step. In addition,
future works aim at improving this stage by directly providing the path of the C file in the
Python code to trigger just-in-time compilation for new materials.
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5 BREAST SIMULATIONS PIPELINE: FROM MEDICAL IMAGING TO
PATIENT-SPECIFIC SIMULATIONS

5 Breast simulations pipeline: from medical imaging to patient-
specific simulations

5.1 Introduction

In breast surgical practice, images are acquired in the prone configuration whereas the
surgery is done in the supine position. In this chapter, we are interested in using the Finite
Element Method (FEM) to simulate the motion and, thus the tumor movement from one
stance to another, hence predicting the displacement and final position of the tumor. The
FEM relies on using a model that should mimic as well as possible the movement of the
breast. The model behavior is driven by the rheological parameters of the breast, which can
significantly modify the final breast shape. Hence, the breast parameters are most of the
time impossible to measure in-vivo and can evolve in time depending on many biological
factors within the patient’s body. The goal of this chapter is to present a numerical pipeline
to simulate the change of stance between the imaging to the surgical configuration. We will
first present the different steps to obtain a patient-specific FEM model from medical images
(MRI). Then, we will detail the different existing breast models, stating our modeling choices
for creating a new model. Then, we will introduce our new and intuitive breast model
allowing to simulate quickly the change of stance. Finally, we will detail our optimization
procedure, only based on a surface scan of the patient to infer the patient-specific material
properties and estimate of where the tumor is now located.

5.2 Breast numerical models: a state-of-the-art

Over the past decades, biomechanical breast models have been extensively studied for dif-
ferent medical applications. From surgical training or pre-operative planning to image
registration or material parameter estimation. Several of those studies relied on the finite
element theory. The model complexity varies from one application to another. Indeed,
before selecting a model, a careful reflection has to be accomplished about the number of
anatomical structures and the complexity (fidelity) carried out to describe its behavior.

As an example, [42, 91, (180} 193,197, [210| tackled non-rigid registration from uncom-
pressed data to mammogram. By assuming a linear elastic model combined with natural
Dirichlet boundary conditions without calculating the undeformed configuration, the au-
thors successfully mapped the mammogram deformations. Therefore, such a model could
be convenient for describing compression efforts but might not be suitable for large defor-
mations occurring in the change from prone to supine configuration.

In the mammogram FEM simulations domain, intensive work has been carried out |10,
127 (153} [195]. The studies showed different aims, such as the paddle’s optimal design by
minimizing the stress constraints generated on the breast. Notably, [153] discovered that a
Gent model was more suitable for compression-like behavior, instead of Neo-Hookean.

In the context of breast preoperative surgical planning, extensive work has been inves-
tigated. Those studies mainly differ from FEM mammograms as they involve a larger spec-
trum of deformations requiring different needs. For instance, when simulating the gravity
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direction change from prone to supine, the breast totally changes shape from a hemisphere
to an almost flat object [79, 178, [180]. Consequently, a specific need is to reach a fair
accuracy compared with the clinical data, which could only be achieved through careful
tuning of the mechanical and anatomical breast properties. In this context, patient-specific
models should include personalized boundary conditions, material models, and anatomical
structures.

In the following non-exhaustive state-of-the-art, we will chronologically detail a few
models that display common intersections with our application. Even if the technique or
metrics differ, they can still be used as a comparison for our study.

e Over the past 15 years, [178-181] developed a series of models for various contexts,
including breast biomechanics for multi-modal image analysis or breast tissue mechan-
ical model under gravity loading. The study used two patient-specific FEM from MR
images of the prone gravity-loaded configurations. These personalized models were
used to predict the unloaded and supine gravity-loaded configurations and compared
to MR images acquired for these states. The unloaded states were predicted with sur-
face Root Mean Square errors of 4.2 mm and 4.1 mm for the two volunteers, while the
supine gravity-loaded states were predicted with RMS errors of 8.4 mm and 7.7 mm.
The study used a Neo-Hookean model with ¢; = 0.08 kPa and 0.15 kPa, respectively,
while using fixed boundary conditions on the inner breast.

e [35] described a method to determine breast mechanical properties. They showed that
the stress-free state of an object can be approximated by submerging it in a liquid of
a similar density. An intensity-based non-rigid image registration algorithm is used
to establish point-by-point correspondence between MR images in prone and supine
configurations. A FEM of the breast was constructed from the submerged images, and
the deformation to prone was simulated by imposing the nodal displacement found
previously. The study assumed a Neo-Hookean material model with an initial shear
moduli of fibroglandular and adipose tissue of 0.4 kPa and 0.3 kPa, respectively. The
mean target registration error for 8 landmarks was 1.0mm for the left breast and
1.6 mm for the right breast.

e [90, 91] proposed a nonlinear biomechanical model-based image registration method
with a simultaneous optimization procedure for both the material parameters of breast
tissues and the direction of the gravitational force. FEM was used to estimate a
physically plausible deformation of the pectoral muscle and the deformation of breast
tissues due to gravity loading. Then, nonrigid intensity-based image registration was
employed to recover the remaining deformation that FE analyses did not capture
due to the approximations of models and the uncertainties of external forces and
constraints. The registration resulted in prone and supine MR images for five patients,
achieving the best registration performance on 45 fiducial markers of 8.44 + 5.5 mm.
The Neo-Hookean model was used, describing 4 phases with an average shear modulus:
fat (5.16 kPa), glandular (2.96 kPa), skin (3.63 kPa), muscle (4.16 kPa), and frictionless
sliding for the boundary conditions with the pectoral.
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e [62] presented biomechanical modeling with a surface registration algorithm to opti-
mize the material parameters and perform a regularised surface alignment to atone
for contact with the MR coil. The algorithm was evaluated for the prone-to-supine
case using prone MRI and the skin outline of supine Computed Tomography (CT)
scans for 3 patients. The optical 3D surface scan was used as a registration target and
the nipple distances after alignment between the transformed MRI and the surface
were 10.1 mm and 6.3 mm respectively. The breast was approximated using a skin
membrane model, adipose, and fibroglandular tissues using a Neo-Hookean model.
The boundary conditions are natural Dirichlet on the inner side of the breast.

e [152] developed a breast FEM, including adipose and glandular tissues, muscle, skin,
suspensory ligaments, and pectoral fascias. Modeling the tissues using the Neo-
Hookean material models, the stress-free breast geometry and subject-specific con-
stitutive models are optimized using MR images. The breast geometry in three
breast configurations (prone, supine, supine-tilted) was computed using the breast
stress-free geometry with the estimated set of equivalent Young’s modulus (E} . =
0.3kPa, E! .
10kPa). The Hausdorff distance between estimated and measured breast geometries
for prone, supine, and supine tilted configurations is equal to 2.17mm, 1.72mm, and
5.90 mm respectively. Sliding boundary conditions were applied including the con-
straint of the ligament.

e [11}, 76] developed an automated breast image analysis workflow to assist clinicians
during breast cancer detection and treatment procedures. They designed a fully auto-
mated pipeline from image segmentation using Convolutional Neural Networks (CNN)
to simulation using population-based statistical analysis and visualization. A Neo-
Hookean model was used with Young’s modulus varying between 0.25 and 0.3 kPa.
The whole process of visualizing the supine simulated configuration from prone takes
about an hour per patient. The study showed a Residual Mean Square Error of 5 mm
with a maximal distance of 9.3 mm. Sliding boundary conditions were used to demon-
strate the importance of the pectoral shape due to arm rotations during the pose
change.

In all previous models, few studies attempted simulating the tumor movements, and
few communicated the run-time of the simulation. Hence, it makes it difficult to assess the
possible applications of the previous studies to breast surgery planning. Among the different
models, different choices were made for modeling the breast and organs of interest. Following
a short state-of-the-art on the various modeling hypotheses and mechanical properties of
such organs.

Muscle

The muscle depicts a complex geometry and mechanical behavior. It is non-linearity,
anisotropic, incompressible, and depends on the contractile activity. Hence, to reproduce
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the complexity of the muscle behavior, material models such as Hill [113] or Feldman’s
lambda |158] have been developed, considering the variation of elasticity dependent on the
muscle state. For breast biomechanical modeling, the muscle is combined with the thoracic
cage and is frequently considered rigid breast support.

Glandular and adipose tissues

Breast, like most soft tissues, are assumed to be incompressible (due to their high wa-
ter concentration), non-linear, anisotropic, and viscous. Therefore, viscous effects could
be neglected in a static simulation, such as breast-conserving surgery, as they only oc-
cur in time-dependent situations. In the case of breast simulations, optimal values of the
Poisson’s ratio range from 0.45 to 0.499 to ensure incompressibility [215]. Several studies
demonstrated that breast composition experiences significant changes during a woman’s
life, especially if the breast develops malignant conditions. Among the reviewed literature,
the breast Young’s modulus ranges between 0.1 kPa to 271.8 kPa, composing a large gap.
Such a significant difference in measurements can be explained by several factors like phys-
ical condition, age, the period in the menstrual cycle of the patients, or the experimental
set-up itself |91} |132]. Similarly, differences between estimated mechanical properties using
the FE method are noticed dues to the variability of modeling techniques [60} |[196]. For
example, improper speculations on breast mechanics can substantially affect the assessed
parameters. Among them, overconstrained boundary conditions such as natural Dirichlet
might significantly impact soft material behavior. Conversely, authorizing too much free-
dom in the boundary conditions (sliding only) of the breast over the chest wall can lead to
stiff material properties.

Skin

The skin is subject to nonlinear and anisotropic behavior due to collagen fibers, and me-
chanical properties are still investigated |63]. Hence, few were interested in estimating the
in-vivo skin properties by ultrasound [212] or suction testing [28]. Several studies have
shown the importance of considering the skin in biomechanical breast modeling. [212]
published a complete study about breast skin of a diverse cohort, estimating the Young
modulus in 16 different breast regions. The results are an elastic modulus of 334 4+ 88 kPa
on average, with an enormous variation in the radial direction. The mechanical properties
of the skin are stiffer in the lateral region followed by the superior, inferior, and medial
zone with the softest behavior. In several breast simulations, the anisotropic behavior of
the skin is generally bypassed for an isotropic, hyperelastic, and incompressible. Through
FEM a wide spectrum of Young moduli have been identified ranging from 7.4 kPa [90] to
58.4kPa [96].

118



5 BREAST SIMULATIONS PIPELINE: FROM MEDICAL IMAGING TO
5.3 From medical images to finite element model PATIENT-SPECIFIC SIMULATIONS

Ligaments

In addition to the complex structure of the breast, the surrounding ligaments are also
describing a complicated behavior. Among them, the deep cranial, medial, lateral, and
inframammary ligaments are responsible for the solid attachment of the breast to the pec-
toral [144]. They are well documented, but few mechanical trials were made [201]. On the
FEM field, those ligaments are usually represented as a natural Dirichlet boundary condi-
tion |11} [87, [170L [179]. In |152], the authors employed a Neo-Hookean material model to
describe the behavior, leading to consistent results. Similarly, Cooper’s ligaments consti-
tuting the support matrix were identified as collagen fibers for surgery purposes but with
little mechanical testing. [79] used a spring-mass model to describe the ligaments improv-
ing the FEM solution stability of the prone-supine simulation. A first approximation of
the elastic modulus of Cooper’s ligaments was provided by [78]. By extrapolating known
ligamentous structures in the human body, [7§] found a range of 80 and 400 MPa. More
recently, mechanical properties of Cooper’s ligament were identified on 28 breast cadaver
samples using uniaxial testing [27]. The results showed a distribution of Young’s modulus
values that ranges between 1 and 10 MPa, with a mode at 3.00 MPa.

5.3 From medical images to finite element model
5.3.1 Data acquisition

Our study is an observational, retrospective study carried out by the gynecological surgery
department of the Centre Hospitalier Universitaire (CHU) of Montpellier. The patients
were selected from the ”Programme de Médicalisation des Systeémes d’Information” (PMSI)
database. All patients who had undergone conservative surgical treatment for subclinical
breast cancer between September 2016 and June 2017 were selected. Inclusion was based
on medical records with rigorous verification of eligibility criteria and is reported in table

i)

Table 9: Inclusion and exclusion criterion to participate to the study.

H Inclusion criterion Exclusion criterion H
Histologically proven breast cancer Minor or under guardianship
Major Justifying a neo-adjuvant treatment
Single tumor
Breast MRI

Preoperative and per-operative 3D surface scan

Had a breast conservative surgery
Did not object to the use of the data

The age of the patients varied between 47 to 69 years, and the surgeon manually mea-
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sured their breast size from 36A to 42C in US/UK bra sizing [235] with significant mor-
phological differences. The lesions (tumor) ranged from 8 to 20mm, with an average of
12. Anatomopathological examination of the surgical specimen revealed invasive ductal
carcinoma (IDC) for every patient.

Similarly to section we obtained consent from the 7 patients for the study and
a favorable opinion from the “Comité Local d’éthique Recherche”. It has been precisely
obtained on the 07/16/2017 under the label 2017_CLER-MTP_07-04. The study was de-
clared in the registry of the CNIL (MRO003) under the name of the ”Centre Hospitalier
Universitaire” (CHU) of Montpellier and registered on the ClinicalTrials website https:
//www.clinicaltrials.gov/ct2/show/study/NCT03214419.

Every patient had MRI in prone configuration (following the procedure explained in
section namely, in the prone position, breasts hanging, arms abducted above the head.)
and a surface scan in the intra-operative (supine) position. We recall such pipeline in figure
copied from section . It is important to note that the MRIs are not specific to this study.
They are performed routinely as part of the preoperative workup for each patient. Through
discussions with a few surgeons, it has been observed that the preoperative workup can
change from one country to another or one hospital to another.

5.3.2 Image segmentation

Following the MRI (axial section, T2 injected sequence), a sequence of 2D grey-scale images
is obtained, showing the different organs of the patient. On each slice, segmentation has
to be performed to extract each organ’s geometry separately. Segmentation consists of
isolating a pattern in an image by texture, edge, or color, for example. For our application,
we want to segment the 3D image to isolate the mammary gland, the adipose tissues, the
pectoralis major and minor muscle, the skin, and the tumor. Segmentation is a tedious
task requiring expertise and knowledge of the anatomy to segment. We used the open-
source software 3D Slicer [71] to perform our segmentations. It already offers multiple
automatic, semi-automatic, and manual tools to achieve segmentations. It is also furnished
with numerous open-source plugins that can facilitate the segmentation depending on the
imaging procedure and format. In our case, the MRI format is a standard medical format
called a .mhd file combined with a .raw file. The images’ grey levels and voxels are stored
in the .raw file, while the .mhd indicates machine parameters such as the contrast, voltage,
or filters used.

The MRI acquisition is displayed as three collections of images representing three differ-
ent points of view on the patient (see figure . These views correspond to the anatomical
planes, with the axial plane, sagittal plane, and coronal plane depicted in figure The
3D reconstruction algorithms, such as marching cubes |131], are usually automatically used
to reconstruct and export a 3D mesh, describing the external surface of the organ. A large
panel of techniques exists to identify and isolate patterns on images. Among them, auto-
matic methods such as machine learning algorithms using Convolutional Neural Networks
(CNN) can rapidly segment organs of interests [155, [226]. Unfortunately, those algorithms
are mostly trained for a specific segmentation with a precise image format that did not
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Preoperative imaging Tumor localization

Figure 32: Breast-conserving surgery clinical pipeline. Starting from the left, the identifi-
cation and evaluation of the tumor occur using an MRI in prone configuration. It allows to
naturally expend the breast to evaluate the shape, position, and any relevant information
helping the diagnosis. On the right side, the end of the pipeline is represented by a 3D
surface acquisition of the patient. In the intra-operative configuration (supine), the surgeon
will operate to remove the tumor without any medical imaging guidance. One problem
remains, forecasting the tumor position after such a large movement of the breast from the
imaging to the surgical configuration. To improve the surgeon’s precision, in the middle of
the image, an additional step is needed for locating the tumor. The position of the tumor
is marked in another new configuration using ultrasound imaging for spotting the tumor
and using a Radioguided Occult Lesion Localization (ROLL) or metallic harpoon. The
goal of this thesis is to remove this extra step by proposing numerical methods capable of
predicting the tumor localization from the imaging to the intra-operative configuration.
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Figure 33: The three medical planes: axial, coronal, and sagittal. Image extracted from
”Building a user interface with MATLAB GUIDE for MRI data volumes in Imiomics” from
A. Larson, http://uu.diva-portal.org/smash/get/diva2:1257377/FULLTEXTO1. pdf.

match our needs. Another option would have been to create our own machine learning
algorithm. Sadly, the amount of data required to train such a network is not compatible
with our database size. In this study, we will mainly focus on the thresholding and growing
region methods. Indeed, we mostly privileged those two methods for our segmentation, as
they demonstrated to be the most efficient and rapid. Given the contrast product used
before the MRI, the acquisitions were detailed and contrasted, making the two following
methods straightforward and effective.

Threshold

Thresholding is one of the most utilized techniques in segmentation due to the easy imple-

mentation and principle. On a greyscale image, as it is the case in MRI acquisitions, it is

possible to represent the image as a function s(z,y) where (x,y) are the coordinates in the

image and s(z,y) the value of the pixel at the given coordinate. Basically, the threshold

method consists in choosing two values 17 and 75 such that

p(z.y) = {1 if Ty < s(z,y) < Tp (73)
0 else

where s(z,y) represents the region we want to isolate.

A principal drawback of this method is the requirement of having an image which is
well nuanced in colors with sufficiently delimited regions. As shown in figure [34] this was
not the case in most of our segmentation, resulting in an incomplete segmentation. As we
can see, the MRI image has acceptable blur and color distribution. But different regions of
interest can have similar grey level intensities color such as the adipose and the sternum’s

122


http://uu.diva-portal.org/smash/get/diva2:1257377/FULLTEXT01.pdf

5 BREAST SIMULATIONS PIPELINE: FROM MEDICAL IMAGING TO
5.3 From medical images to finite element model PATIENT-SPECIFIC SIMULATIONS

B: T2_HR__AXIAL_BOcoupes 2mm_BLADE

Y e e 2196mm HGE 14.673mm

B: T2_HR__AXIAL 8 2mm_BLADE B: T2_HR__AXIAL 80coupe:

Figure 34: View in 3D Slicer of the MRI acquisition of a patient in prone configuration.
The slices of the MRI can be seen in three different views: axial in the top left corner,
coronal in the lower right corner, and sagittal in the lower left corner. In each view, a part
of the skin is segmented (in green) and the reconstructed surface mesh can be seen in the
top right corner.

cartilage, making the use of thresholding methods challenging. Thresholding was the first
safe choice, but the growing region method had to be used as a complementary approach.

Growing region

The growing region method relies on the development of seeds [168]. A seed is a pixel or
a pixel set, that can be manually or automatically placed. When running the algorithm,
the seeds spread to the surrounding pixels based on the characteristics of those pixels, the
grey level intensity for example. Each seed will therefore grow into a specific region defined
by its own pattern. To be more explicit, we consider a simple case where only one region
needs to be segmented. We call S(z,y) the map of the seeds’ position, meaning S(z,y) =1
if the pixel at coordinates (z,y) is a seed. Then we choose a predicate P and we construct
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recursively our region by updating S such that
S(z,y) = 1ifT(x,y) = True and (z,y)is a neighbor of a seed in S. (74)

This algorithm proved to be efficient, even in complex cases. Despite the contrast liquid
injected into the patient before the screening, the MRI acquisition still lacked contrast,
and many regions were difficult to distinguish. By using 3D Slicer, we inserted precise
seeds for different organs and obtained an admissible segmentation, drastically reducing
manual editing. We encountered one specific case where the algorithm failed when one
image was overly blurry. It appeared to be one of the known limitations of the growing
region algorithm and manual modifications are needed. In figure we can see on the
left the original image with the seeds we manually added. We observe that some regions are
difficult to arbitrate visually, and a threshold wouldn’t have given a satisfactory result. On
the right image, we display the outcome of the growth region algorithm, which generates
a fair delimitation of our regions. The result is not perfect but can be enhanced either by
adding more seeds or by manual editing.

B: T2_HR_ AXIAL 80 2mm_BLADE B: T2_HR_ AXIAL 80coupes_2mm_BLADE

Figure 35: Application of the growth region algorithm on the MRI acquisition of a patient in
the prone position (Axial Plane). The red color stands for the void, the green is the breast,
the yellow is the muscle, and, the blue is the sternum. On the left, we show the seeds that
were placed (small circles), and on the right, the regions are colored by the growth region
algorithm.

5.3.3 Mesh registration

Image registration is the process of geometrically aligning one image with another. It
is frequently used for aligning different points of view in medical imaging devices or post-
treatment analysis . Image registration has been widely transferred to mesh registration
for motion capture or medical applications . The registration is needed to compare the
simulation result (predicting the surgical stance from the imaging one) and the surface
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acquisition of the patient in surgical configuration (ground truth). The main point (and
most time-consuming) of the registration is to search for each point in the source mesh (the
surface acquisition) and the closest point in the target mesh (the segmented skin). Once
the nearest point is found, constraints are applied to the system to minimize the distance
between the two meshes. In the case of rigid registration, it amounts to finding the best
rotation and translation to fit the closest pairs of points.

The search for closest points is accomplished by constructing a KD-Tree (K stands for
any digit and D means Dimensional) and then performing a nearest neighbor search in the
data structure. KD-Tree was first introduced by Jon Louis Bentley in 1975 [17] and has been
widely used in the nearest-neighbor search algorithm, as they have an average complexity
of O(nlogn) (the worst complexity being O(n)). They proved to be particularly efficient
when dealing with a high number of points (to give a better idea, we have around 50 000
points in the surface acquisition). A KD-Tree is built from the distribution of points in a
K-dimensional space. The space is recursively split in half along each axis until obtaining
an equivalent number of points in each split section. The recursion ends when a tree depth
threshold is reached, or when each section contains only one point, as shown in figure
A separation forms a node in the tree, splitting into two branches. The final element of a
branch (either a point or a section) is called a leaf. The search is accomplished by choosing
a query point P, and going down all trees until finding the section where the point P
is. The minimum distance between P and each other point in the section is computed
and saved. Then, the tree is traveled backward. But from there, instead of computing
the distance between each point, the algorithm computes the distance between P and the
other sections and subsections. If the distance to the section is higher than the minimum
distance computed previously, then this section and all linked subsections are ignored by
the algorithm. Else, we search for the closest point in this section and save the minimal
distance. The algorithm continues until all sections have been searched or ignored. This
closest point search could also be used for various cases, such as contact implementations,
where the nearest neighbor on the other mesh is required.

Figure 36: Construction of a KD-Tree in a 2-dimensional space. On the left is the initial
distribution of the points where we see the different splits made by the algorithm. On the
right is a graphical representation of the spatial separation and associated KD-Tree.

In section [2| we previously have seen a more complicated registration case where the
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Figure 37: Mesh of the skin of the segmented breast with the Region Of Interest (ROI)
selected for the partial registration .

source was a deformable model described by equation

For this case, as the surface acquisition is a static object, thus a rigid body registration
is required. Hence, we are looking for the optimal rotation and translation, enabling us to
minimize the distance between the surface acquisition and the segmented skin. One hurdle
is the geometrical difference between the meshes. Indeed, initially, registration is utilized
to fit the surface of two similar shapes. In this singular case, the breasts do not have the
same shape in the two acquisitions, as they were screened with different gravity orientations
resulting in a large breast deformation. To solve this issue, we used a partial registration
by selecting a Region Of Interest (ROI) while favoring the matching of relevant anatomical
landmarks such as the upper, middle, and lower sternum. The chosen ROI is the exterior
surface of the segmented skin with the exclusion of the breast skin to only focus on the
sternal and external skin as shown in figure The result of the partial registration is
displayed in figure

5.3.4 Finite element mesh

One vital requirement of FEM is the description of the volume of the object. Hence, the
breast has to be discretized in 3D volume elements. Several different topologies are possible
such as hexahedra, prisms, pyramids, etc... Among the topologies, the most classical ele-
ments are the continuum linear Lagrangian tetrahedra. They are widely spread as they are,
in most cases, the most efficient topology for discretizing any shape and the most imple-
mented in FEM packages. A classical method to generate a 3D mesh of a volume based on
a 3D surface mesh is to use the Delauney 3D algorithm . Unfortunately, the resolution
of the 3D mesh (number of 3D elements of volume generated) depends on the resolution of
the 3D surface mesh. In our case, we used the marching cube algorithm to obtain the mesh
of the skin (based on the MRI) resulted in a mesh of more than 308 000 triangles, which will
lead to a 3D mesh of more than 1 billion volume elements. The number of DOF's obtained

126



5 BREAST SIMULATIONS PIPELINE: FROM MEDICAL IMAGING TO
5.4 A novel breast model PATIENT-SPECIFIC SIMULATIONS

(a) (b)

Figure 38: The segmented skin corresponds to the uncolored mesh while the textured one
corresponds to the surface acquisition. (a) Surface acquisition position before registration.
(b) Surface acquisition position after registration.

will be too extensive to solve the physical equations under surgical time using the classical
FEM. One solution is to coarsen the original mesh of the skin, to obtain fewer tetrahedra as
an output of the Delauney algorithm. One major drawback of this method is the accuracy
loss compared with the original shape. Thus, we used the software InstantMesh to
decimate and coarsen the original skin mesh, while trying to preserve boundaries as much
as possible. The result is shown in figure 39 and allowed to pass from 308 844 triangles to
only 2040. Finally, we used the software Gmsh to generate the volumic mesh made of
3025 tetrahedra displayed in figure [40]

5.4 A novel breast model

The breast model we developed rests upon:

e A rigid pectoral muscle described by the domain Quscle- As we do not intend to
deform the pectoral muscle, we only extracted the surface in contact with the breast.
This hypothesis has been also chosen if a few other studies . Hence, in
several others, the pectoral is essential for the simulation and will strongly influence
the final breast shape . But for the scope of this research in making a model as
simple as it could be, having a rigid pectoral will drastically limit the complexity of
the problem.
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Figure 39: 3D surface mesh of the breast skin after segmentation and reconstruction in
wireframe grey (308 844 triangles). 3D surface mesh of the breast skin after coarsening using
the InstantMesh software in wireframe green (2.040 triangles) while preserving boundaries.

Figure 40: 3D volumic mesh of the breast using the software Gmsh resulting in 3025 tetra-
hedra.
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e A FEM model of the breast volume. The breast domain is denoted by Qpreast While
the domain boundaries are indicated by I'breast- The domain I'preast is subdivided
into 3 sub-domains I' = I'ipper U T'skin U Digament- In this model, we assume having
a single material to represent the glandular and adipose tissues. This hypothesis is
quite common in the litterature |34} |35 |152]. Despite a known non-linear anisotropic
heterogeneous behavior, we chose to model the breast using an isotropic Hooke’s law
coupled with corotational strains [160]. A heterogeneous model could have handled
more complex behavior and maybe better represent the breast behavior by using
more parameters, hence, increasing the uncertainty on those. Similarly, a non-linear
material model could have expanded the deformation space but at the cost of solving
a more complex system, increasing the computational cost. Finally, anisotropy would
have allowed favoring a deformation direction at the cost of adding extra parameters
that are not extensively studied in the literature.

V.o = f in Qbreasta
o= Mtr(e)l +2ue

J - Rqr > (75)
1+e: 2€zy 2e4,
e=R,'J= 0 l+ey, 26,
0 0 1+¢€,,

Where o is the stress tensor, f is the body force per unit of volume, u and A are Lame
elasticity parameters for the material in €41, I is the identity tensor, tr is the trace
operator on a tensor, J is the displacement matrix decomposed with the (R method
in order to extract separately a rigid rotation R, and the deformation matrix e made
of the different values €.

e A FEM model of the skin on I'gi, is only made of triangles. In the same manner,
we use the same set of equations for the (g, domain but with different Lame elas-
ticity parameters. The Lame coefficients can be expressed with the Young’s Modulus
(E): A= % and Poisson’s ratio (v): v = 2(17% A perfectly incompressible
isotropic material deformed elastically at small strains would have a Poisson’s ratio of
exactly 0.5. This hypothesis has been vastly used for breast simulations, especially for
breast compression simulations. In this study, to avoid additional numerical complex-
ity during the optimization, we assumed that the breast was nearly incompressible,
meaning that Vpreast = Vskin = 0.45, while Epieast and Fgii, will be optimized in the
next section.

e A 1D ligament constraining the breast movement. In addition to the pectoral, |144]
describes a deep ligament between the inside part of the breast boundaries and the
pectoral muscle (figure . For each DOF of the ligament (belonging to igament ), We
used the ICP to find the closest point on the domain Q,,,sc1e. Hence, we prescribed for
each DOF's a constraint violation where the intensity of the forces by A = —1(x —dv).

c
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Where « and v are the positions and velocities of the DOFs, ¢ and d are, respectively,
the compliance and damping ratio. The damping ratio is fixed to 0 and the compliance
to 1IE~8 m/N, enforcing a strong attachment between the DOFs and the pectoral.

e Sliding boundary conditions to reproduce the sliding behavior of the breast on the
pectoral. The contact between the breast and the pectoral has been poorly studied.
Hence, it is difficult to obtain physical quantities from the literature, such as friction
coefficients. Even if available, the contact computation would negatively impact the
run-time and stability of our simulation. To imitate the contact between the pectoral
and the breast, we used the ICP to find the closest point from the breast inside (T'ipner)
to the pectoral muscle (I'yyusce). Once the correspondence is established, we used a
compliant formulation described in [217] to mimic in a computationally stable manner
the sliding between the 2 surfaces.

To summarize, the model uses Hooke’s law with a corotational strain formulation for
the breast (including the adipose and glandular tissues) and the skin. We used the
identical Poisson’s ratios for the breast and skin of vcast = Vskin = 0.45, and Young’s
moduli of each phase Fieast and Fgiin have to be optimized. The ligaments are rigidly
attached between the inner part of the breast and the rigid pectoral with considerable
compliance of 1E~8 m/N to stimulate the deep attachment of the ligament. Finally, a
compliant formulation is used to ensure the sliding of the inner breast on the pectoral
muscle.

5.5 Simulation pipeline

We chose the Simulation Open Framework Architecture (SOFA [69]) to perform our simu-
lations. SOFA allows for running real-time rendered simulations, which is one objective of
our work. In addition, several features were already implemented, such as the ICP or the
stable constraints and the corotational strain [160, |217]. We followed the same simulation
pipeline as [152], described in figure Namely, the theoretical undeformed configuration
is obtained using the inverse method described in chapter [3| by applying gravity in the oppo-
site direction to the sagging breast in the prone configuration. Afterwards, gravity is again
applied to estimate the final intra-operative pose. The estimation is compared with the
measured intra-operative configuration obtained with a surface acquisition device (assumed
to be the gold standard). The comparison is made by calculating the Mean Absolute Error
(MAE) described in section [2.4]on the breast surface. If the MAE is superior to the thresh-
old, the pipeline is run again, choosing a different set of mechanical parameters. Otherwise,
the estimated supine configuration is close enough to the patient’s intra-operative pose.
Two differences can be noted compared with [152]. First, [152] simulated the imaging
configuration from the intra-operative one, while we simulated the opposite path. Secondly,
[152] computed the difference between the simulated and measured prone configuration to
optimize the simulation from stress-free to imaging configuration. We chose a different
approach. After evaluating the difference between the simulated and ground truth intra-
operative pose, we restart the complete pipeline from the imaging to the intra-operative
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estimation. It allows us to optimize the material parameters [Flyeast; Eskin] o1 the complete
pipeline and to adjust the stress-free/undeformed configuration.

The simulation (including the 2 simulations, namely, from the prone to undeformed
stance and from the undeformed to the supine configuration) takes less than 20s.

Measure prone configuration Undeformed configuration Estimated supine configuration

¢ ¢

\__J

[ Apply gravity towards interior J

Apply gravity ﬂ
towards interior

Compute the position Mean
Absolute Error (MAE) on

<":] the breast surface

Measured supine configuration

using [Mazier et al., 2022]
method

|

MAE < threshold

No

Choose
another set

Optimal prone configuration Yes

of
parameters

o 4

Figure 41: Simulation pipeline for estimating the patient-specific intra-operative (supine)
configuration. The pipeline starts on the top left corner, the measured prone configuration
geometry is obtained from the MRI by segmentation and 3D reconstruction. Then, the the-
oretical undeformed configuration is obtained using the inverse method described in section
by applying gravity in the opposite direction of the sagging breast. Afterward, gravity is
again applied to estimate the final intra-operative pose. The estimation is compared with
the measured intra-operative configuration obtained with a surface acquisition device (as-
sumed to be the gold standard). The comparison is made by calculating the Mean Absolute
Error (MAE) described in section on the breast surface. If the MAE is superior to the
threshold, the pipeline is run again, choosing a different set of mechanical parameters. Oth-
erwise, the estimated supine configuration is close enough to the patient’s intra-operative

pose. Image inspired from [152].

5.6 Optimization

Classical gradient-descent methods are commonly used for optimization. However, they
require access to the derivative of the cost function with respect to the (mechanical) param-
eters. With SOFA, this derivative is not yet available, but extensive work is currently done
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to achieve this goal. Conversely to gradient-descent optimizers, derivatives-free optimizers
have been vastly used to overcome multi-local solutions. In the category of derivative-free
optimizers, among the graphic community, the Nelder-Mead [159] method has been preva-
lent for large-scale problems. More recently, statistical optimizers, such as the Covariance
Matrix Adaptation Evolution Strategy (CMA-ES) have proven to be also reliable. In this
study, even if a fair comparison is difficult, we will investigate and compare the 2 methods
to observe which one gives the best results for this specific optimization.

Nelder-Mead

The Nelder-Mead method is a nonlinear optimization algorithm using a numerical heuristic
method that seeks to minimize a continuous function in a multidimensional space [159]. Also
called the downhill simplex method, the algorithm exploits the concept of simplex, which
is a polytope of N+1 vertices in an N-dimensional space. Initially starting from a sim-
plex, it undergoes simple transformations during iterations: it deforms, moves, and reduces
progressively until its vertices approach a point where the function is locally minimal.

Let f be a function defined on a space of dimension N. Algorithm (4] starts by defining a
non-degenerate simplex (generalization of triangles or tetrahedra to arbitrary dimensions)
chosen in this space. By successive iterations, the process consists in determining the
point of the simplex where the function is maximal for replacing it by the reflection (the
symmetrical) of this point with respect to the barycentre of the N remaining points. If the
value of the function at this new point is less than all the other values taken at the other
points, the simplex is stretched in that direction. Otherwise, if the value of the function
at this new point is better than the second worst but worse than the best, we keep this
value and start again. Otherwise, it is assumed that the local shape of the function is a
valley, and the simplex is contracted on itself. If this still does not give a better point, the
simplex is reduced by a homothety centered on the point of the simplex where the function
is minimal.

This method has several benefits, such as the unnecessity of evaluating the function
derivatives, a simple implementation, efficiency for non-derivative function, a geometric
interpretation, and the assurance of obtaining a decreasing series of values. Drawbacks
include the difficulty of converging when the definition domain of the function is complex
or the minimum is located close to the boundaries. Additionally, it requires an arbitrary
initial simplex that can slow down the algorithm if poorly chosen or leads to a performance
reduction when the dimension space expands (improved by [77]). Finally, the solution
obtained by the method is not necessarily a global optimum.

Covariance Matrix Adaptation Evolution Strategy (CMA-ES)

In the category of statistical optimizers, the Covariance Matrix Adaptation Evolution Strat-
egy (CMA-ES) is an attractive option for non-linear, non-convex black-box optimization
problems in the continuous domain. Especially if classical search methods, e.g., quasi-
Newton methods (BFGS) and/or conjugate gradient methods, fail due to a non-convex
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Algorithm 4 Nelder-Mead algorithm. The criterion is usually a tolerance between 2
iterations on the function to minimize f(x,) or the value z, itself. Standard values are
A=1~v=2,p=0.5,0=0.5

1: S0« Sl = Loy 2o, ., oN 41} > S is an initial simplex of dimension N + 1

{.7,‘1, Ly wuey ~TN+1}
2: while criterion is not do

3: sort(f(S?)) > ascending sort of the values of f evaluated on the simplex
f(@1) < flaz) < .. < flangr)
4: xo < center(Sy) > compute the barycentre zy based on the inital simplex

(excluding the last value (zn41))

5: Xy < 20 + (xo — TN41)

6: if f(z1) < f(zy) < f(zy) then
T TNyl < Tp

8: end if

9: if f(a:r) < f(:cl) then

10: Te  x0 + (20 — 0)

11: if f(ze) < f(z,) then
12: TN41 < Te

13: else

14: TN41 < Tp

15: end if

16: end if

17: if f(x,) > f(zn) then

18: Ze < xo + p(xnt1 — T0)
19: if f(.%'c> < f(iL'N_H) then
20: TN41 < T¢

21: else

22: x; 11 +o(x; —x1)
23: end if

24: end if
25: end while
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or rugged search landscape (e.g., sharp bends, discontinuities, outliers, noise, and local
optima). The CMA-ES method was created in 1965 and made popular in 2005 [9).

Similar to quasi-Newton methods, the CMA-ES is a second-order approach to estimating
a positive definite matrix in an iterative procedure (more precisely: a covariance matrix,
i.e., on convex-quadratic functions, closely related to the inverse Hessian). Unlike quasi-
Newton methods, CMA-ES does not use or approach gradients and does not assume or
even require their existence. This makes the algorithm applicable to non-smooth and even
non-continuous problems. It is a reliable and competitive evolutionary algorithm for local
and global optimization.

CMA-ES employs an evolutionary strategies using a set of u parents to produce A
children. To produce each child, p parents are recombined. Once produced, the children are
mutated, usually by adding a random variable following a normal distribution. The selection
step can be applied either only to the children or to the set of children and parents. The
algorithm relies on the adaptation, during the iterations, of the variance-covariance matrix
of the multi-normal distribution used for the mutation. The complete methodology of the
algorithm and its subtleties are explained [92].

The application of CMA-ES does not require tedious parameter tuning. In fact, the
choice of internal strategy parameters is considered part of the design of the algorithm. For
the application of CMA-ES, an initial solution, an initial standard deviation, and possibly
the end criteria (e.g., a function tolerance) are the only parameters defined by the user.

In this optimization, the cost function is the MAE between the estimated and observed
prone position, previously defined in section To have a general idea of the cost function
distribution, we ran 2000 simulations using an uniform distribution for Fieast and Fggin to
plot a heatmap of the objective function shown in figure [42] Several observations can be
made from the figure. First, we observe a region where the MAE is smoothly decreasing if
the values of Fjeast is decreasing from 2 to almost 0 kPa and Egy;, also decreases from 500
to 100 kPa. Secondly, an optimal region seems to appear for values between 0.1 to 0.5 kPa
for Fhreast and from 20 to 40 kPa. Then, we observe critical areas, especially on the bottom
left corner (Epreast < 0.2 and Fgyin < 20 kPa) and the bottom right corner (Fhpeass > 1.2
and Fgin < 30 kPa) which corresponds to the limits of the admissible values for elastic
parameters. Finally, a last area comprised between 120 to 50 kPa for Eg, and 0.6 to 1.25
kPa for Eypeastis problematic and holds several local minima.

In figure we performed a first optimization using an initial guess close to the optimal
solutions. For both optimizers, we set the initial guess to [Epreast, Fskin] = [0.3, 75] kPa.
For the CMA-ES optimizer, we used a variance of [0preast, Oskin] = [0.1, 50] kPa and stop
the algorithm when reaching a MAE prior to 4.2 mm. For the Nelder-Mead optimizer, the
stopping criterion was fixed to an MAE difference of 1£~3 mm between two consecutive
iterations. The results are satisfactory for the CMA-ES algorithm that succeeded in con-
verging in 13 iterations, exploring a wide parameter space. Conversely, the Nelder-Mead
algorithm stopped after 10 iterations and did not reach a suitable MAE. Despite choosing
different convergence criteria, we did not succeed in obtaining better results for the Nelder-
Mead algorithm. Several explanations are possible. First, the initial simplex was maybe
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Figure 42: Plot of the cost function (MAE) when using an uniform distribution of 2500
values for Fireast and Fgin.

inadequately chosen, and the algorithm could not explore further. Another hypothesis could
be that the algorithm got trapped in a local minimum (valley), as is usually the case for
gradient-descent algorithms.

Hence in the rest of the study, we will only consider the CMA-ES optimizer. In table [10]

we summarize the different initial conditions and variance, the different values minimizing
the MAE found by the optimizer, and the number of iterations needed. Due to the statistical
nature of the algorithm, an average of the output has been performed for ten sequences.

e The optimized values of

We can observe the following points:

mied mied _ _ _
B, BRI are consistent with the literature. For

the breast elasticity, similarly to , we obtain a value between 0.26 and 0.35 kPa,
belonging to the inferior range of the breast Young’s modulus state-of-the-art [0.3 kPa:
6 kPal]. For the skin elasticity, we obtain a wide range of optimized Yong’s modulus
between 20.50 and 30.83 kPa. According to the literature, the range of skin Young’s
modulus is [7.4 kPa: 58.4 kPal, placing our optimized value in the middle range.

By trying different initial values and variances, we are testing the sensibility of the
CMA-ES algorithm to the initial conditions. Indeed, most gradient-descent optimiz-
ers do not support an initialization distant from the optimized solutions or stop in
local minima. In this application, CMA-ES seems to converge to several optimal con-
figurations depending on the initial values and standard deviation of the parameters.
Indeed, between the two first rows of table [I0] we kept the same initial parameters
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Figure 43: Result of the first optimization by choosing an initial guess close to the optimal
solutions. The path described by the Nelder-Mead algorithm is drawn in black while the
path used by CMA-ES is drawn in white color. For both optimizers, we set the initial guess
to [Einitial - pinitial) — 10 3 75] kPa. For the CMA-ES optimizer, we used an initial variance
of [oinitial " sinitial] — 10 1 50] kPa and stop the algorithm when reaching a MAE prior to 4.2
mm. For the Nelder-Mead optimizer, the stopping criterion was fixed to an MAE difference
of 1E~3 mm between two consecutive iterations.

close to the optimized parameters but increased the initial standard deviation. The
results of choosing more significant initial standard deviations are an increase in the
number of iterations (twice in this case), stiffer optimized parameters, and a decrease
of 0.1 mm of the MAE. Obtaining a larger number of iterations is expected as expand-
ing the initial standard deviation values results in increasing the search domain, hence,
demanding more time to converge. However, expanding the search domain enabled
obtaining a lower MAE value. It indicates that limited initial standard deviation
values restrict the search space, hence, ignoring possible better solutions.

On the third row of table we drastically increased the initial values of the me-
chanical properties. Firstly, it leads to an expected severe increase in the number of
iterations (101 compared to 15 or 30). Secondly, we obtain similar values of the MAE
but, again, diverse values of the optimized parameters. It indicates that multiple
combinations of parameters can lead to comparable error measures. The influence of

the rheological parameters will be studied deeper in the section

e We did not succeed in obtaining an MAE lower than 4 mm, as displayed in table
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Eiat FUL™ ol ol B B0 MAE [mm] # iterations
0.3 75 0.1 50 0.26 20.50 4.17 15
0.3 75 0.3 100 0.32 22.72 4.00 30
1.5 120 1.5 100 0.35 30.83 4.02 101

Table 10: CMA-ES optimization of Fjreast and Egyi, to minimize the Mean Absolute Error
(MAE). Different initial values of the parameters ( Einitial - pinitialy 45y [Pa] and standard
deviations (ginitial = ginitial) 4y, [kPa) have been selected. The results averaged over 10 se-

s . . optimized optimized .
quences are the optimized Young moduli of the breast and skin E_ ", E in

[kPa] and the number of iterations (# iterations) minimizing the MAE in [mm].

The error is acceptable and comparable with the literature. However, we expect that
more complex material laws such as Mooney-Rivlin or Neo-Hooke materials could
decrease the MAE by better fitting the surface acquisition. This would indicate that
the corotational strain is maybe not sufficient to model such large deformations, and a
more classical deformation measure may be more suitable. Finally, we used a simplified
and coarsen mesh but choosing a finer mesh might have led to better results (at the
cost of a higher computation time).

5.7 Sensitivity analysis

In the previous section, we have shown that we were able to find suitable values for Ey cast
and Fgi, to minimize the error between the estimated and measured supine configura-
tion. Hence, we want to quantify the influence of the mechanical properties on the final
breast shape. Consequently, we used Monte Carlo (MC) simulations which use a stochastic
distribution to understand the parameters’ influence.

Without any prior information on the two parameters Eieast and FEgyin, we assumed
that they were both following a normal distribution with a mean value E and standard
deviation o:

2
Ehreast ~ N(Ebreast7 Ubreast)?
2
Egin ~ N(Eskina Uskin)‘

We chose Fpreast = 0.32 and Eggn, = 23 kPa as they are close to the optimal solution
found previously. To slightly perturb the parameters, we chose the following standard
deviations U%reast = 0.4 and O-SQkin = 40. The standard variations are big enough to allow
large variations of the parameter space. We drew 1000 samples of each parameter and ran
the simulation with the stochastic parameter sets.

The results obtained are shown in figures [45 and In figure we observe what
seems to be a smooth surface without any jumps and a drop of the MAE close to the
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Mean Absolute Error [mm]
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Figure 44: Numerical simulations results for the optimized parameters ngg;ized = 0.32

kPa and E°PUmized — 99 79 kPa. The colorbar is displaying the absolute distance error

skin
between the estimated and measured (in grey) prone configuration.

optimal zone identified previously. Unfortunately, as shown in the last section, several local
minima surround this optimal zone. It likely indicates that a gradient-based optimizer would
probably have been an inadequate tool encouraging the choice of the CMA-ES optimizer.
As shown in figures [45] and [46] the mechanical parameters have a strong impact on the
resulting shape of the breast. Indeed, by taking extremes values of our normal distributions
e.g. Epreast = 0.8 kPa and Eg, = 80 kPa, the MAE is equal to 6.56 mm approximately 2.5
mm off the optimal MAE.

A conclusion from the sensitivity analysis is that after running 1000 MC simulations
with the distributions FEpreast ~ N(0.32,0.4) kPa and Fgg, ~ N(23,40) kPa we obtain a
Gaussian distribution of mean 5.70 mm and a standard deviation of 0.48 mm. The mean is
higher than the MAE found by optimizing the parameters, but as we settled the mean of
the parameter’s distributions slightly off the optimal values, this result appears ordinary.
Hence, the standard deviation of the MAE distribution indicates that a respective error
of + 40 kPA or + 0.4 kPA for the stiffness of the skin and breast could have a 68 % of
chance of creating an error less than 0.48 mm. Thus, the parameter identification allows to
a decrease the MAE to the maximum but a slight error on the parameters will still lead to
an acceptable MAE (as long as degenerated parameters are not selected).
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MAE [mm]

Figure 45: 3D plot of the MAE with 1000 MC simulations. The 2000 parameters were
sampled from the following normal distributions: FEppeast ~ N(0.32,0.4) kPa, Fgin ~
N(23,40) kPa.
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Figure 46: MAE statistics of the 1000 MC simulations obtained from figure
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5.8 Influence of the circum-mammary ligament

We previously showed that the breast shape was slightly sensitive to the rheological param-
eters of the model. In this section, we briefly study the influence of the circum-mammary
ligament on the simulation. This ligament is described in and described as a deep at-
tach between the breast and the pectoral muscle. To do so, we fixed the optimal mechanical
properties and only changed the thickness and position of the ligaments, as shown in figure

Figure 47: Nodes of the inner breast side defining the infra-mammary ligament geometry
(in orange). (a) Full ligament as described in [144]. (b) Thinner ligament.

The effects of the ligaments on the simulation are shown in figure For the ligament in
the configuration described in [144] (figure ), we obtain the same results as mentioned in
section On the contrary, in figure [d7p, the ligament is thinner without describing a full
circle sustaining the inner breast. In figure @8b, by choosing the same material properties
used in the simulation (7, the effect of the ligament is strongly remarkable. We first
observe a higher MAE, especially close to the sternal region and breasts. Indeed, as the
ligament is not constraining the breast as strongly as before (almost fixed to the sternum),
the breasts can freely move away from the sternum causing too large deformations on the
sides. Quantitatively, the MAE is bigger for the thin ligament with a value of 8.24 mm
compared with a MAE of 4.00 mm for the full ligament.

One conclusion could be drawn from this experiment. The infra-mammary ligament
shape could be as important as the material properties of the breast. This opens a question
about the shape or topological optimization of the ligament. Unfortunately, this information
is not currently available with classical MRIs and a finer resolution would be needed to
extract the real geometry.

5.9 Future work and outlook

For future work, we utilized the complete geometry for the simulation by including the
mammary gland and the tumor segmented in the prone configuration. As we only optimize
the surface (skin), we could technically optimize the mechanical properties of the gland
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Mean Absolute Error [mm]
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Figure 48: Simulation from the prone to the supine configuration with optimized mechanical
properties. On the left, the simulation result with the full ligament design (corresponding
to figure ) On the right, the simulation result with the thinner ligament design (corre-

sponding to figure )

and tumor, but this could lead to unrealistic values. As a first approximation, we used
mechanical parameters found in the literature for simulating the gland and tumor behavior.
As shown in figure [49] we can estimate the intra-operative configuration with the previously
optimized parameters and predict the tumor position.

Despite reaching the convergence of the simulation, it is impossible to validate the
tumor position with the current dataset. Indeed, surface acquisitions only allow measuring
the displacement occurring on the skin. To validate the estimated position of the tumor,
volumic imaging, such as MRI is needed for validation (and/or optimization). Therefore,
this imaging procedure is not clinically relevant for surgeons, and another investigation is
required to validate our model.

This study is still in its early stages, and more validation or improvement steps could
be implemented. For the validation steps, a mesh convergence analysis could quantify the
compromise between computation time and accuracy. Additionally, only two optimizers
were tried with the common specificity of gradient-free, and Nelder-Mead might have been
improved by choosing a better initial simplex. Therefore, we focused on using CMA-ES
which allowed an efficient optimization without tuning any specific parameters. A deeper
study could investigate the efficiency of gradient-descent algorithms or other gradient-free
methods. Indeed, for the moment, the optimizer is slow to converge (especially if initial
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(a) (b)

Figure 49: Complete simulation including the skin and the adipose tissues (in yellow trans-
parent), the mammary gland (white dots), and the tumor (green dots). (a) Imaging con-
figuration of the patient (prone). (b) Estimated intra-operative configuration (supine).

parameters are distant from the optimal ones), making practical usage of the software
problematic. Further, as shown in figure compared with the right breast, the MAE is
lower on the left breast. This indicates that choosing different material properties for the
left and right breast (as in [152]) could be relevant. In addition, we designed the breast
using a linear elasticity model to describe the stress-strain relation. As far as concerned,
the co-rotational model allowed sufficient deformations to reach the supine configuration.
However, more complex material models such as Mooney-Rivlin or Yeoh could be tested
to (maybe) increase the deformation space to predict an accurate stress field. Thanks to
our contribution in section [4] this could be implemented effortlessly and enable different
interpolation schemes and degrees. Plus, the muscle was assumed to be a rigid body, even if
stiffer than the breast, is still highly deformable. Indeed, neglecting the deformation of the
muscle during the repositioning of the volunteer (as demonstrated in |76]) and the possible
misalignments during the rigid registration process may impact the estimates in prone and
supine tilted breast configurations. Finally, our choice of using FEM is also questionable
while other methods such as cutFEM [66] or IGA [105] (IsoGeometric Analysis) could
alleviate the meshing problem of complex geometries such as the organs composing the
breast

5.10 Conclusion

In this last section, we presented a complete pipeline, starting from the image to an opti-
mized, patient-specific breast model. We first demonstrate the manual process to obtain the
patient’s biomechanical model from the MRI in the prone pose. Then, using the CMA-ES
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optimizers, we were able to retrieve the personalized mechanical properties of the patient’s
breast. Hence, we studied the sensibility of the optimizer to the initial parameters and the
rheological properties. Finally, the last study demonstrated the importance of the infra-
mammary ligament in the simulation process. We were finally able to include the mammary
gland and tumor in the simulation but cannot evaluate the accuracy of our prediction due
to a lack of data.

The final results are an MAE of 4.00mm for the mechanical parameters Fpreast =
0.32 kPa and FEgi, = 22.72 kPa. The mechanical parameters are congruent with the
literature found in (76, |L52]. The simulation (including finding the undeformed and prone
configuration) takes less than 20 s. The CMA-ES optimizer converges on average between
15 to 100 iterations depending on the choice of initial parameters for a total time between
5 to 30 mins. The final MAE is slightly superior to the one found by [152], but to our
knowledge, our model is the fastest to converge to such low MAE. Therefore, depending on
the final application, a compromise between accuracy (thus complexity of the model) and
time has to be found.
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6 Conclusion

In this thesis, we have addressed the problem of patient-specific simulations for breast-
conserving surgery purposes. Specifically, we were interested in developing a complete
pipeline beginning from the medical imaging in the prone configuration to the tumor move-
ment prediction in the supine stance. Most importantly, the numerical model had to pro-
duce an accurate and patient-specific three-dimensional virtual representation of the breast
deformations for the medical team. It includes an intuitive interface to visualize the final
position of the tumor. The model also had to render stable solutions within a time frame
that meets the requirements of a clinical environment. Finally, the model was designed in
an effort of minimizing the next development effort and ensure minimum involvement from
the medical staff.

We began our work with a thorough review of breast anatomy and cancer characteristics.
This allowed not only the understanding of the causes of breast cancer but also identifying
the several main organs involved in the simulation. Then, we provided the basic theoretical
knowledge of hyperelasticity principles and established the finite element method popular
in a wide range of biomechanics applications. We quickly realized that implementing quasi-
real-time and interactive models was inconceivable with most of the software currently
available. These tools were just inadequate for our application, requiring the intra-operative
data to be injected into the simulation process to assess the prediction error. Those design
constraints drove us to utilize the open-source software SOFA [70], perfect for filling the
different objectives.

In this work, we first proposed to tackle a subproblem of breast-conserving surgery:
patient-specific preoperative surgical drawings that are a common foundation for any surgery.
To map the personalized patterns, we first created a template model embedding the surgical
designs of a specific surgery (breast-conserving surgery in this case). To that extent, we
used rigging and skinning methods to atone for articulated movements of the patients sus-
tained by blendshapes basis to address the intra-patient variability. Through a registration
process using the ICP, we were able to map the surgical patterns in less than 3s with a
precision comparable to the state-of-the-art breast-conserving surgery on 7 patients in two
completely different poses. Tested by surgeons, our application could become the future
pedagogic tool for training junior surgeons with preoperative surgical drawings.

In the breast-conserving surgery pipeline, we quickly noticed an essential missing ele-
ment. When the imaging is acquired, gravity acts on the breast, responsible for the sagging
shape observed in the MRI antennae. Therefore, in the intraoperative configuration, grav-
ity operates in the opposite direction. This motivated the investigation of the undeformed
configuration corresponding to the posture in-between prone and supine after the removal
of gravity. After inquiry, we did not find any tool to perform this simulation. Hence, us-
ing the FEniCS project, we implemented an open-source code to obtain the undeformed
configuration with the sole condition of describing the problem (deformed geometry, ma-
terial model and properties, boundary conditions). We demonstrated the use of our code
on benchmark cases and experimental data with a highly deformable PDMS beam. The
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code can sustain any complex material model and is publicly available, demonstrating an
incompressible hyperelastic mixed formulationﬁ

One requirement for accurately simulating soft tissues is to use advanced material models
that best describe the behavior. We quickly noticed a lack of hyperelastic material models
and finite element topologies in SOFA. Additionally, implementing a novel material law
involved excavating into the source code (in C++) and using tensorial derivation to obtain
the local residual vector and stiffness matrix for every element topology. We chose to create
the SOniCS?] plugin to address this issue. By only describing the strain density energy
function using the FEniCS UFL language, the element topology, and the interpolation
scheme and degree, the user can simply generate a C code compatible with SOFA. After
properly benchmarking our implementation with SOFA and FEBio using manufactured
solutions and cantilever beams example. We demonstrated the full capabilities of our plugin
using an 8 invariant anisotropic HO model for a surgical haptic simulation.

Finally, we assembled all the previous compositions to solve the core problem of this
thesis. We created from the medical images a pipeline for manually segmenting and creating
the patient-specific breast model. Using our custom implementation to find the undeformed
configuration, we were able to predict the intra-operative state with the finite element
method. We used the registration method developed in the preoperative drawing application
to measure the error between our prediction and the clinical data. Based on this metric
(Mean Absolute Error), we optimized the mechanical properties of the model to fit the
patient’s surface acquisition.

Overall, despite a slow optimization process, the simulation can converge in less than
20s with an accuracy comparable to the state-of-the-art. The latest results showed the
possibility of predicting the tumor position based on routine clinical imaging, only using a
surface acquisition in the intra-operative configuration. Nevertheless, the accuracy of the
tumor position is still to be assessed with an adequate dataset.

Future work

Throughout this work, manual operations still have to be accomplished, such as tissue
segmentation or establishing the finite element model. One aim of this work would be to
propose a fully automated pipeline comparable to [76]. Therefore, more knowledge is needed,
especially in automatic segmentation through deep learning methods. Despite acceptable
results, we exclusively validated our simulations on one patient, and a more specific cohort
would be necessary to assess the capabilities of our application. Still, during the validation
process, we were able to estimate the final position of the tumor but impossible to validate
with only surface acquisitions. A more thoroughgoing dataset involving MRIs in prone
configuration would be necessary. Therefore, acquiring data in this specific stance is not
part of the clinical routine and could be challenging to acquire. The optimization method
employed showed good performance despite a slow convergence while extensive work has to

Shttps://github.com/Ziemnono/fenics-inverseFEM
"https://github.com/mimesis-inria/caribou/tree/FeniCS-features
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be carried out to improve the convergence rapidity and create a practical application in a
clinical setting. Finally, despite the prediction of the tumor position, further investigation
has to be carried out to empower the surgeon’s intuition. Augmented reality is the key to
such an opening, while extensive work has already been initiated to broadcast SOFA in a
Virtual Reality setting. One future aim would likely be to witness if our applications can
be transferred to such futuristic technology. Finally, the surface acquisition is a static mesh
and could be replaced by a dynamic acquisition to capture the patient’s movements during
the surgery with a real-time registration and optimization process.
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