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This paper will focus its approach on the extent under which the use of A.I based algorithms in criminal courts could be qualified as an undue influence under European human rights law. However, this paper will also point at some leading evolution that could render a compatibility between the principle of independence and the use of algorithms as legitimate influences within the criminal trial. It will focus on the following question: *At what extent the use of A.I can be qualified as an undue influence under European human rights law?*

Introduction

The principle of independence stands at the crossway of the Criminal Trial and the guarantees of the Rule of Law, its main aim is to render Justice through a neutral, law-based and fact-based decision without any interference from other branches of power nor from any other undue influence and interference[[1]](#footnote-2). This paper would thus aim at investigating the impact and the challenges of the use of such advanced technology on the principle of independence of the Judiciary as a cardinal principle of the Rule of Law and criminal Justice

Firstly, this paper will focus on the question of what an undue influence under European human rights law is, and to what extent such notion would reach. This qualification would be made through the common work of both the European Court on Human rights and the European Court of Justice. This approach would lead to assess the common features of the courts toward identifying an undue influence, but also where divergences can be found, especially when focusing on the *rationae personae* extent of the notion. This work would also be led with the textual materials on the principle of independence in Europe such as the consultative council of judges or the Venise commission; in order to better grasp the notion of undue influence under European human rights law.

Secondly, this paper will focus on whether such algorithms would meet this qualification while referencing what type of algorithms exist in such trials nowadays (Reoffending probabilities, Analytic Justice…). This part will be divided in two questions. To what extent the algorithm constitutes an influence to the Judge, as a direct influencer (The outcome of the algorithm to the Judge) and as an indirect influencer (The developer of the technology to the Judge). And the second question would focus on the extent of the “undue” character of the algorithm especially in cases where the variables of the algorithm are weighted in a manner that could alter direly the decision of the Judge if followed.

Third and finally, this paper will focus on the emerging legislative solutions that could render the A.I based algorithm as a legitimate interference in the criminal trial, on the use of such technology but also regarding the legislative framework. These solutions would be divided between the technology itself, the developers of such technology and the involved actors, and finally the attitude of the judge toward the use of such technology. More than these *rationae personae* approach of regulations, this paper will also focus on the overall legislative framework needed to both guarantee the effectiveness of the technology while preserving judges from being submitted to an undue influence under European human rights law.

This paper would thus serve as a better understanding of the potential threats of the use of such technology in the criminal trials in Europe but also the benefits such technology could bring in these trials without however undermining the principle of independence of the judiciary by incorporating an undue influence within the criminal administration of Justice.

1. **The notion of undue influence: Defining the extent and the content of a complex notion under European Law**

The use of A.I in criminal trials represents a revolution in the judicial decision-making. Such technology, as developed today, could be an asset in helping the judge assessing a decision. The most prominent for of advises given by such a technology lies in the prediction whether a given person is likely to reoffend[[2]](#footnote-3). Such a use however poses major challenges under the principle of independence of the judiciary, one of the major cornerstones of the rule of law in Europe. Indeed, the use of A.I could pose a challenge, especially in the case of protecting judges against undue influences. The protection against undue influences is one of the four aspects of the principle of independence. However, it remains a blurry notion and its framework of application remains unsure. As such, this section of the paper would focus on framing the concept of “Undue influence” in Europe. It will first demonstrate that both the E.U and the Council of Europe are relevant in order to assess such notion, especially in assessing whether A.I could qualify as one in criminal trials (A). Then, this section will focus of what kind of influences are permitted and which ones are not under European Law (B). Finally, it will be necessary to assess what would characterize an “undue” influence *per se* (C).

1. **The relevance of the council of Europe and European Union Law in assessing undue influence and the working of artificial intelligence.**

The regime of protection of the independence of the Council of Europe is mainly embodied in Article 6 of the European Convention on Human Rights[[3]](#footnote-4). Thus, in order to assess the relevance of such protection, it is necessary to assess the protection of Human rights in the Convention framework as a whole. Under Article 1 of the ECHR, it is provided that “The High Contracting Parties shall secure to everyone within their jurisdiction the rights and freedoms defined in Section I of this Convention”[[4]](#footnote-5). Then, the application of human rights under such a framework is conditioned under the jurisdiction notion. Through the interpretation of the case-law of the European Court on Human Rights (ECtHR), one can see that the notion of jurisdiction is deeply linked with the territorial approach of responsibility. This means that States must ensure Human rights within their territory, or any other area they have an effective and direct control upon[[5]](#footnote-6). Hence the approach of the ECHR is of a general application of human rights of persons, pending that States have jurisdiction on them.

The protection of the independence in the EU and the application of human rights in general is more complex than the ECHR one. Indeed, the protection of independence of the judiciary is enshrined at article 47 of the Charter of the Fundamental Rights of the European Union[[6]](#footnote-7). However, the conditional application of human rights is found at Article 51 that provides “The provisions of this Charter are addressed to the institutions and bodies of the Union with due regard for the principle of subsidiarity and to the Member States **only when they are implementing Union law**”[[7]](#footnote-8). When it comes to the Member States insurance of human rights, one can see it is only of a conditional approach of implementing E.U law. In this perspective, it thus represents a special framework of Law compared to the ECHR one. Thus, the question lies: Is the use of A.I as part of criminal trials part of the implementation of E.U law? This answer is twofold.

 First of all, the General Data Protection Regulation oversees the regulation of “Automated decision making”[[8]](#footnote-9) under which A.I is one of the many aspects through the working of algorithms[[9]](#footnote-10). Moreover, the will of the E.U to directly regulate A.I can be demonstrated through the project of regulation of A.I by the Commission as a special regulation of this technology, directly mentioning the use of A.I as a criminal trial tool[[10]](#footnote-11). Secondly, under Article 288 of the TFEU, regulations are of direct effects on Member States[[11]](#footnote-12). This means that both the GDPR and the proposition of regulation by the Commission is and will be of direct effect, thus giving way for the application of the Human rights provisions of the CFEU. And by extension, this means that the principle of independence would apply in such a context.

 Hence, even if the framework of the E.U is of a special one, it would apply in such a context of A.I in the criminal trials frame. In this perspective, both the ECHR and the CFEU would be relevant in order to concretely determine what an undue influence is.

1. **Undue influence: What influences threaten the principle of independence?**

The question of undue influence ultimately target what influences can threaten the principle of independence. If some influences are regarded as legitimate (Experts for instance) some are regarded as non-legitimate in the criminal trial. The question thus lies, what is the extent of influences that would be regarded as non-legitimate under European Law. This thus lead to assess what point of origins of the influence would not be compatible with the principle of independence. In order to answer such a question, it would be necessary to assess such an extent under both European frameworks and to draw whether they share the same approach of what would constitute an illegitimate influence.

The Council of Europe has developed two main approaches under the qualification of what an influence under the principle of independence would entail. Through the work of the organs of the Council of Europe, by recommendations and non-binding instruments; but also, through the work of the European Court of Human rights when interpreting Article 6 of the Convention.

Regarding the textual basis of the Council of Europe, one can see that most of the texts regarding the point of origins of the influence in a broad manner. Indeed, this approach does not pose any limit to where this influence may come from and depart away from the separation of powers approach[[12]](#footnote-13). This “Extensive” approach, also shared by the work of Tescher, seem to encompass all kind of influences possible stemming from States and private companies alike[[13]](#footnote-14). Moreover, this approach is the most enshrined at the Council of Europe level. This leads to assess that under this non-binding approach of European Law, the priority is given to an extensive approach of the influence.

 However, the challenge also lies in the case-law of the ECtHR, the main adjudication body of the Council of Europe. The view of such body is less clear than the textual approach. Indeed, considering the extensive case-law of the ECtHR on what would constitute an illegitimate influence over a trial it had a long-term approach of the principle. This case law is of an irregular one, focusing on a plural approach of influences but not sticking to one approach in particular, rending the overall cases confusing as to defining the scope. In defining the extent of the influence, the latest ECtHR case law varies in four different approaches: Either it approaches illegitimate interferences from the Executive and Legislative[[14]](#footnote-15); from the parties to the case[[15]](#footnote-16); from “Other entities”[[16]](#footnote-17) (The press was considered as such an entity); or does not specify the point of origin of an illegitimate influence[[17]](#footnote-18). These different approaches taken by the ECtHR is rather confusing, for it seems to be of an irregular approach and there are no explicit reasons for using one specific terminology. This leads to a certain confusion when it comes to analyze if the ECtHR sees the notion as an extensive one or rather stuck to the principle of separation of powers. However, due to the consideration the ECtHR has for the protection of human rights against non-state entities[[18]](#footnote-19), it could be led to assess that the protection against undue influence by non-state entities could be protected in two ways. Firstly, by the positive obligations framework of States when they have to “Secure” human rights in their jurisdictions as a preventive measure but also concerning investigative measures after the violation was committed[[19]](#footnote-20). Hence, one could see that under such a framework, non-state entities could be regarded as potential illegitimate influencers. However, apart from the influence of medias on a case, there are no concrete cases of non-state entities influencing the outcome of a judgement under ECtHR law[[20]](#footnote-21). It thus appears that the Council of Europe approach is neither regular nor clear when it comes to assess the illegitimate influence notion.

 The European Union approach of the notion is different from the Council of Europe one, however. For decades, the E.U had taken a similar approach as the CoE departing from the *Johnston* case, where it assimilated the right to fair trial as a general principle of E.U Law referencing to the case law of the ECtHR on the matter[[21]](#footnote-22). Hence, there was a certain uniformity in both jurisdictions. However, as it seems that the European Union built its own approach of Human rights through their own textual instrument, the interpretation of the principle of independence had also evolved. From a general principle of E.U law, it became Primary Law with the enactment of the Lisbon Treaty and became a milestone in the values of the E.U. Since such enactment, the CJEU has held its own approach of the principle of independence and by extension, the notion of undue influence. The CJEU has thus held that the principle of independence should be erected against those influences no matter where they come from, either direct or indirect, that can alter a judge decision and threaten the autonomy of the judicial decision[[22]](#footnote-23). In its latest case law, the CJEU has maintained a robust and continuous approach of the principle of independence[[23]](#footnote-24). In this perspective any external or internal influence whether direct or indirect that could alter a judge decision should be regarded as illegitimate[[24]](#footnote-25). In this perspective, one could see that this constitutes a clearer approach than the ECtHR but also more extensive in its mechanisms. This approach tends to maximize the reach and extent of the application of the protection against any undue influence, one can see that the CJEU decided to focus on a consequence approach of the influence, since it does not matter where it comes from, but such an influence must not alter a judge decision and threaten its decisional autonomy.

 One can see that the overall European approach of what is an illegitimate influence is not clear, whereas the E.U system seems to have established a robust and continuous approach, the Council of Europe approach is still fragmented on such a complex notion between extensive and restrictive approach, between the ECtHR and the non-binding instrument. However, more than approaching the question of the influence; it is necessary to assess what constitutes an undue influence under European Law.

1. **Undue Influence: What qualifies an influence as undue?**

If the question of the influence focus on the point of origin of the influence, meaning an illegitimate actor of the judiciary decision-making, one also has to focus on the “undue” character of an influence in order to grasp the full understanding of the notion. For non-judiciary actors can actually participate at some extent in the decision making (Medical experts, psychological experts…) and influence the judge on the decision that should be taken[[25]](#footnote-26). But what if the decision reached by these non-judicial actors was inappropriate? Or completely irrelevant to the case at hand? Could it be qualified as a legitimate influence on one hand, but of an undue character?

Through the case-law of both jurisdictions and the non-binding instruments, one could grasp the meaning of what undue is. The European Union through the case law of the CJEU seems to have approached the undue influence by a purposive goal. Meaning that the influence in order to be undue must have had for purpose to “Alter” the Judge decision having for effect to rip the judge of its “Autonomy” during the judicial decision-making[[26]](#footnote-27). In this approach then, it is the effect of the influence that will render it undue, because it strikes the judge in the core of its functions, the judicial decision making, by making lose to the judge the power to judge. This approach would aim at preserving the core function of the judge, but one might ask what of the influences that would not take away the autonomy of the Judge? It seems that the European Union approach thus embrace a comprehensive approach with these influences that could help a judge reaching a decision as long as it does not make lose the judge its autonomy in the decision-making.

The CoE approach of what is an undue influence is however more complex, fragmented between the textual approach and the ECtHR. Under the textual approach, it seems that the main approach aims at protecting any influences deemed as “Inappropriate”[[27]](#footnote-28). But the question lies, what would inappropriate entail under the human rights regime? Pursuant to the Oxford dictionary definition of appropriate, the definition aims at encompassing something that would be “suitable, correct or acceptable”[[28]](#footnote-29) depending on the circumstances of the event at hand; something inappropriate would thus be the opposite of such a definition. But how to adapt such a definition to the human rights regime. Such an inappropriateness could thus take the form of an influence whose content would have a discriminatory component for instance or that would undermine other human rights in a disproportionate way. This could lead to believe that any influence that would undermine the protection of another human rights during the criminal trial could be inappropriate? This approach is however non-satisfactory as to the psychological expertise for instance, that may constitute a breach of privacy under Article 8 but would still be appropriate at some extent due to the limitative regime found in paragraph 2 of the same provision. Thus, is the undue character of an influence submitted to the same derogatory regime than the human rights general framework? This answer is not answered under the CoE framework but leads to think about the extent of the inappropriateness of an influence and whether it would have been qualified as undue.

The ECtHR approach is however silent on the issue of what an undue could be qualified like. But hints of what it is framing upon can be determined. Indeed, one of the few times where the ECtHR had to assess on whether an “external undue influence”[[29]](#footnote-30) was found in the case; it was cases implying media influence on the case that could have led to an undermining of the presumption of innocence of the person on trial[[30]](#footnote-31). The fact that such an influence could have undermined such protection might have been the reason why it was called “undue”, for many media can comment on a case without however been qualified as undue. Therefore, one could assess that more than the point of origin of the influence, it is the potential undermining of another human right protection could make an influence undue.

Therefore, to the question of what constitutes an undue influence under European Human rights law, this paper would adopt the approach of: Firstly, an influence that it deemed illegitimate for the judicial decision making, meaning an actor that can actually influence a decision; Secondly, it would be the capacity to undermine the autonomy of the judge decision when it is deciding upon both the culpability and the sentence of an individual.

1. **Artificial intelligence in criminal trials as an undue influence? Identifying the major points of tensions between such use and the principle of independence under European Law**

As above-mentioned, an undue influence must have the capacity to influence a decision in an undue manner, thus the question lies: At what extent can we qualify A.I in criminal trials as potential undue influence?

Artificial intelligence can represent an asset for the Judge when deciding a case. However, as above-mentioned, such technology should not influence the judge in an “undue” manner. The question thus lies, what components would qualify A.I as such? In order to assess this question, it will be necessary to approach it with two major axes. The first axe will focus on the influence paradigm that the technology brings, in both direct and indirect means (A). It will then focus on the “Undue” potential aspect of the A.I and assess what components of the technology could qualify it as such (B).

1. **Artificial intelligence as an influencer on the judicial decision making: Drawing the extent of the influence paradigm**

The potential influence of an A.I can be established through two different vectors. Firstly, through the direct working of the algorithm that provides for an outcome to a legal issue (For instance the probability of reoffending of an individual), and the extent under which this would constitute an influence on the Judge. Secondly, more of an indirect influence, from the developers of the A.I to the Judge, where A.I is perceived a mere token of the developers reasoning and values.

 The algorithmic technology can be one that can directly influence the decision of the judge. However, it is necessary to assess these different vectors of influences to better determine whether such technology could be qualified as undue influence. One could see that there are three different ways under which such technology can directly influence the judge. These influences however share a certain degree of extent on its reach on the judge.

 The influencing process known as technological Anchoring is of a major importance when considering a use by the judge of the A.I technology during the decision making phase. This term reflects upon two features. The anchoring effect and the high level of technology of the A.I., the anchoring effect is a decision process under which a person would likely be anchored by one piece of information over others[[31]](#footnote-32). In the judicial decision making, it was demonstrated that a Judge would likely be anchored regarding the first piece of evidence held for or against an individual[[32]](#footnote-33); the judge decision would likely be anchored from it. This means that the Judge decision would start from this piece, and it would be hard for the Judge to go against the mindset the first piece of evidence created. However, the technological anchoring is based not on the chronology of the evidence, but on the argument that such technology is designed and promoted as being a highly precise and expert technology in its functioning[[33]](#footnote-34). This component of high technology leads to assess that decision makers can let themselves influenced more easily than if it was a less advanced mean of advising. Hence the technological anchoring could be a direct influencer in such a way, where the algorithm because of its functioning could lead to subconsciously influence the judge and it would be hard for the judge to depart from the result of the algorithm.

 The Glistening Simulacrum is the pervasive effect of the A.I., it is the capacity of the technology to best or to fool humans in the decision-making process[[34]](#footnote-35). In this perspective it could influence the judge to take a decision that would be unethical or totally disproportionate to the situation at hand.

 The “sheep effect” is one that poses a major challenge to the independence of the judges[[35]](#footnote-36). Indeed, this type of influence is one that transforms the judge from an actual decision-maker to a token of the algorithm outcome[[36]](#footnote-37). This means that the Judge is only applying what the algorithm found without necessarily explaining the reason for such decision. In this case, the algorithm implicitly takes over the decision process, which represents a real danger for the principle of judicial independence in European human rights law.

 One can see that the judge could thus be influenced at different extent by the use of the algorithm. Such direct influence poses vital issues to the principle of independence, especially in cases where the Judge would not dare go against the recommendations of the algorithm. In order to lesser such an influence, it would be necessary to make such an algorithm better explainable and transparent as it will be demonstrated in part III.

More than a direct influence, A.I could also represent an indirect mean for illegitimate actors to play a role in the development of the A.I. As such, A.I could represent a conduit of their values and reasoning that could influence the judge on the judicial decision making[[37]](#footnote-38). The challenge would regard both traditional actors of the principle of independence, such as the Executive, but also “Legal Techs”, private entities that have the potential to interfere directly with the judicial decision making. Indeed, despite the name, artificial intelligence does not act like a real intelligence, it is submitted to the programming of its developers and the data it is fed with[[38]](#footnote-39). In this perspective, the judgement of the developers to consider some variables instead of others is displaced to the algorithm. Under such a theory, the algorithm would only be the extension of the developers way of thinking and judgement.

The public actors, meaning the Executive, may use such algorithms as a conduit of their own values and influence the outcome of a trial. Whereas under European law, the Executive is forbidden to do so, whether through direct or indirect means[[39]](#footnote-40), such algorithms could be another mean for the Executive to threaten judicial independence; for these algorithms are often developed by private companies and deployed under Executive monitoring[[40]](#footnote-41).

The private actors, meaning the Legal techs also represent an indirect threat to the judicial independence through the use of algorithms. This challenge emerges as more and more of private companies are being delegated public powers and services by the State, such as military and security for instance[[41]](#footnote-42). However, the power to render Justice has always been perceived as one that is non-delegable[[42]](#footnote-43). The fact that algorithms developed by these private entities and use by the Judge in criminal trials can however lead to tremendous consequences on the rendering of criminal justice. These algorithms are indeed developed and built by these private companies; but even if the private sector can be hired to develop products that would help the judicial sector, these products were targeting only ancillary activities of the judicial power that did not have an impact on the core decision as to alter the judgement outcome. Such new product however would target the core of the judicial decision, by advising the judge on a potential outcome concerning an individual during the criminal trial. As above-mentioned, the judge can suffer from the sheep effect, meaning turning into a mere token of the algorithm outcome, this would mean that the developers are indirectly the one deciding on a judicial decision. This process of influence is dire when it comes to saving judicial autonomy from undue influence.

1. **A.I as an undue component: Defining the undue in the Artificial intelligence functioning**

Moreover, even if the Judge is somehow free from the influence of the A.I, such an A.I should not be built in a way that would render it an “Undue influence”. As above-mentioned, what constitutes the undue component of an influence could be the content of such an influence. In this instance, it is vital for the algorithm upon which the A.I is built to not contain any variables that could lead the Judge to an inappropriate decision. Here two main approaches lie: The first is the choice of variables and data would be important in order to avoid any discriminatory outcome from the algorithm. Secondly, the very functioning of the algorithm and the fact that it is shrouded in a “Black Box” could lead to qualify it as an undue influence.

What would make an A.I undue in the criminal trial? This question lies at the very core functioning of the A.I. One potential lead to answer this question would be the question of the variables, meaning the data by which the processing would lead the algorithm to provide a solution[[43]](#footnote-44).However, one has to be careful with the choice of these data, under many considerations:

 Firstly, the choice of some data that are biased from the start. Indeed, it was demonstrated that some of these algorithms used in criminal trials relied upon data gathered by the State and especially from the police forces[[44]](#footnote-45). However, for some of these algorithms it was demonstrated that the data were biased as they were collected, thus when the normal functioning of the algorithm, by processing these data, was already biased from the start and led to discriminatory outcome as the bias were perpetuated and repeated[[45]](#footnote-46).

 Secondly, the challenge lies on what kind of data can be setup in the algorithm and are adapted to the programming of this algorithm. However, when one takes into account too much data or irrelevant data, this might create a disparate outcome, as irrelevant factors are taken into account to provide a solution. This was established through the working of the COMPAS algorithm that was taking too many factors into account, leading to give discriminatory outcomes on Afro-American population[[46]](#footnote-47).

 Thirdly data that can indirectly lead to a discriminatory outcome. These are data that as such are not discriminatory (Family name, Residential city..), but taken together as a group of data the algorithm would deduce that a certain person belongs to a certain minority and as a result, might take a decision that would lead to a discriminatory outcome for these minorities[[47]](#footnote-48).

The functioning of the A.I can also be a source of undue influence under European Law. More than the data it is using, one should also focus on the functioning of the algorithm, meaning how does the algorithm comes to an outcome, from the data to the solution. Such undue character can be exposed in two different approaches, firstly through the weight of the variables when the functioning is known: and secondly through the “Black box” paradigm.

It was demonstrated through the use of certain algorithms, that some of the calculations made by it could be flawed and disproportionate. It is the case of the HART algorithm, that was deployed in England as a mean for the local police to assess whether a person would be likely to reoffend. Individuals were then categorized as a high probability reoffender, medium probability and low probability[[48]](#footnote-49). This outcome is determined through a weight of the different variables that were installed during the development phase. However, it was demonstrated that the algorithm was developed in a way that was minimizing the threat posed by individuals. In order to do so, the algorithm overestimated the risk of some individuals in order to incapacitate threats more effectively[[49]](#footnote-50). However, such overestimation could lead to decide a unbased harsher sentence on an individual due to an overestimation of a risk by the algorithm. This sentence, based only on the theory of incapacitation and without concrete basis other than overestimated an individual could be qualified as undue.

However, most of the time, the algorithmic process is not known to the user or the individual whom the decision will concern; and sometimes to the developers themselves t is called the “Black Box”[[50]](#footnote-51). In this perspective the user, meaning the judge, would not know the process under which the algorithm would decide of a solution; adding to this the paradigm of the direct influence it can create on the Judge, would create a decision that can be based on a technology that is not transparent thus based on information not available[[51]](#footnote-52). Thus, considering the independence of the judge, how can one judge explain the decision if the reasoning of one of his means is unknown to him and the developers.

Hence the functioning of the algorithm could be qualified as undue, because of the high potential of bias it can create but also through its unknown functioning that could lead to a disproportionate sentence without the individual to know what led the algorithm to decide so.

1. **Artificial intelligence in criminal trials as a legitimate influence? Drawing a compatibility scheme between the principle of independence and the use of algorithm in criminal trials.**

Artificial intelligence thus can be qualified as an undue influence under European law if no guarantees or principles are applied to its inner working and its use by the Judge. In this perspective, if a use of A.I is tent to be generalized in some legal systems, then this technology would have to be adapted to the principle of independence. In this perspective, it will be necessary to assess such compatibility under two perspectives, one considering the technology itself (A); while the other would focus on the legal framework that would render the use of such technology compatible under European law (B).

1. **What principles for the governance of algorithms in criminal trials: Addressing the unveiling of the undue character of artificial intelligence in criminal trials?**

The principle of transparency is one that is often promoted by human rights bodies as part of the principle governing a trustworthy A.I.[[52]](#footnote-53) Such a principle expects the algorithm to unveil the inner working of its functioning, from the data used, to the model developed and what happens between the introduction of data and the outcome of the algorithmic solution. This publicity would allow for more clearance in the path of the algorithm solution and witness what path he did take in order to reach its conclusion. However, such a transparency is problematic considering the proprietary nature of the algorithm as a private company product and thus leading to be protected under intellectual property law[[53]](#footnote-54). Such an issue has already been presented in front of U.S courts in the cases of *Kansas v Walls* and *Loomis v Wisconsin* where the intellectual property was confronted to due process rights[[54]](#footnote-55). Such intellectual property protection is also recognized in the GDPR recital 61, where it is provided forth that intellectual property law should not be breached considering the publicity of the algorithms[[55]](#footnote-56). Such provision was also held in the Loomis case and prevented any disclosure of the inner working of the algorithm; however, the Walls case have also presented an exception to this rule, if the algorithm is the sole piece of evidence under which the judge gives a decision, then the intellectual property of the algorithm cannot be invoked, and the algorithm must be disclosed to the defendant[[56]](#footnote-57). Such transparency thus remains vital in order to make sure that no undue functioning could have influenced the judge in its decision.

However, the complexity of the algorithm and its functioning requires more than transparency. Indeed, judges are no computer scientist, and even if the algorithm is transparent to them, there will be an issue on how to explain the outcome of the algorithm[[57]](#footnote-58). The reasoning of the judge can represent an assurance against a potential undue influence, for the reasoning explain the reason of the decision. However, if a judge based a decision upon the algorithm outcome but cannot explain neither the reason it relied upon it nor how the algorithm came to such a conclusion, this could represent a problem of assurances against undue influence. Then, more than transparency such algorithms should answer to the principle of explainability in order to unveil the inner functioning and to assess whether such algorithm reasoning was tainted in an undue manner[[58]](#footnote-59). It could also lead to judge to intervene and not consider the algorithm if it did act in such a manner. Therefore, taken together the principle of transparency and explainability could represent a barrier to the undue character of the influence in order to preserve the integrity of the principle of independence against such influences. Such publicity in both the knowledge and the understanding of the functioning would be the first step toward building trustworthy algorithm, upon which the E.U has planned its strategy for such technology[[59]](#footnote-60). Indeed, the knowledge and understanding of such technology would lead to assess what data might cause an undue component in the influence scheme. The irrelevant and not necessary data could thus be corrected in further implementation of the algorithm.

Thus, these two principles remain essential in order to build fair algorithms and for safekeeping the protection of the judge against undue influences under European Law; nevertheless, in order to further protect such vital component of the Rule of Law, not only it is essential to limit the undue; but also, the influence.

1. **What extent of the influence of artificial intelligence in the criminal trials: Drawing a European perspective?**

In order to ass the influence of A.I regulation under the principle of independence in Europe, one could see that two sorts of frameworks can aim to regulate such influence. The first one would be the general framework of protection of human rights adapted to this paradigm; the second one would be the specialized framework specifically adapted to the undue influence paradigm.

The general framework of protection of human rights and A.I offers the ground basis protection that can adapt to the undue influence paradigm. In this approach one has to focus on two different approaches these regimes aim to target: The State and the developers.

In the general framework of human rights, states hold positive obligations in order to “secure” human rights in their jurisdictions[[60]](#footnote-61). In the matter of new technology, it was held that States hold a “special responsibility” when they introduce new technology that have the potential to harm human rights in their criminal justice system[[61]](#footnote-62). Therefore, when introducing such a technology one could see that States would have to provide for special guarantees in order to limit the harm to human rights. From this general perspective, comes another regime of human rights obligations for States: The positive obligations. Whereas the traditional perspective of human rights protection focused on a negative approach of protection; meaning that States should not harm their citizens human rights (A vertical protection of human rights from the State to the citizen) the perspective of positive obligations tend to not only provide a vertical protection but also the obligation for States to use the means at disposal in order to secure them in a horizontal perspective (From citizens to citizens)[[62]](#footnote-63). These two sets of obligations aim at providing a general protection of human rights in the jurisdictions of States. One could ask however, what is the material scope of such positive obligations under the principle of independence in Europe. The European courts have yet to statute on such topic as only a negative aspect has been witnessed in the case-law, due to the State interfering in the principle of independence; and even in cases where non-states actor could have had an influence over the criminal trial (Press and Media), the ECtHR only assessed that : Judges being professional have a presumption against such influences; and that since courts have given reasoned decision, it is enough to affirm that judges were not influenced[[63]](#footnote-64). However, the ECtHR did not undergo any positive obligations for the State. One could theorize that States have to take the guarantees in order not to let any undue influences affect criminal justice by adopting a legal framework capable of protecting judges, through continuous training of judges and satisfactory legal safeguards by criminalizing behavior that could undermine such independence such as in France where such influences are punished under various criminal provisions[[64]](#footnote-65). But on the specific topic of A.I, it is more complex. For a criminal intent on the A.I would be difficult to demonstrate in cases where it would exercise an influence on the judge; the question lies whether the developers could be held criminally liable by negligence in cases where data infused in the algorithm lead to a discrimination of the individual concerned. This remains purely hypothetical at the moment, however. Therefore, the challenge of A.I as an undue influence would also lie in the context where it could thrive in a legal void where an undue influence could occur without criminal intent.

The specialized framework directly targeting the elimination of undue influence can be deduced from both the principle of independence regime and the regulation regarding algorithm and A.I.

 Indeed, under these two regimes it seems that A.I would be deployed on the first instance of criminal trials. Two arguments can be held to demonstrate such point; firstly under the principle of independence, in order to guarantee that judge were not influenced in a undue manner there should be a control of higher courts on lower courts as to assess whether the principle of independence was secured[[65]](#footnote-66); secondly under the GDPR and the regulation of automated data processing under which algorithms thrive, individuals have the right to appeal the algorithmic decision to a human controller[[66]](#footnote-67). So, one could see that under these two regimes, it is necessary to have a control over the decision of whether lower court or the algorithm, in order to secure the independence or individuals rights. Hence in the case where algorithms are implemented in the criminal justice system only in first instance, this would allow for higher courts to both control whether the algorithm did influence the judge in an undue manner and could also exercise its scrutiny on the decision.

 Moreover, the question lies on the extent of the place of the algorithm in the criminal trial. One could see that there seems to be a common extent between numerous legal systems under which the algorithm cannot be used as the sole basis for the judicial decision. In order to demonstrate such extent, the French, the U.S and the European framework would be studied.

 The U.S system is relevant for this study as algorithms are incorporated in the criminal justice system for some years and has revealed the flaws of such use. Two cases demonstrate such extent of the use of the algorithm; *Loomis v Wisconcin* demonstrated that the algorithm did not have to be disclosed to the parties of the proceedings as long as other materials supported the judge decision[[67]](#footnote-68); on the opposite *Kansas v Walls* demonstrated that when the algorithm is the main or sole piece under which the judge took its decision, it must be disclosed[[68]](#footnote-69). One could argue that the extent under which the algorithm is used as part of larger materials and support these materials could lead to believe that the Judge did not face an undue influence. Whereas when it was the sole material that led to the decision, the disclosing must be effective in order to: Firstly, allow the defendant to respond to the argument and secondly to make sure whether the algorithm did not unduly influence the Judge, through its functioning.

 The European way focuses too on such extent, especially with the current regulation contained in the GDPR in Article 22; under such provision the an individual cannot solely be subjected to an automated decision making that would have legal effects on this individual[[69]](#footnote-70); the project of regulation of A.I by the Parliament and the council also focuses on an A.I as an assistant and on the danger of over-reliance of A.I as a decision helper[[70]](#footnote-71). Therefore, this European approach of the A.I leads to assess that even though it has a clear positive side on using it for criminal justice, it should not take an overreached place in the decision making. Such approach is also shared in the French system, where expert reports that could influence the sentencing of an individual (Psychiatric, Risk…) cannot be the sole basis on which the decision is made[[71]](#footnote-72).

Hence, one can see that the place of the algorithm could be one among other materials, but not a sole decider. This would prevent any “token” approach of the relationship between the algorithm and the judge and limit the extent of the influence in order for the judge to consider the A.I as a piece that would provide guidance for the decision, rather than taking over the decision of the judge.

1. **Conclusion**

One could see that Artificial intelligence could pose a dire challenge to the principle of independence in criminal trials. The developing, the functioning and the influence it could have on the judge can qualify it as undue if no proper safeguards are taken in order to prevent a “Algorithmic justice”. Such safeguards must however be weighted considering other relevant features such as intellectual property and the transparency of the algorithm. In order for justice to remain independent, such algorithms must however comply with the principles that have already been erected in the field of independence; but also, on the emerging principles for a trustworthy A.I focusing on the necessity of transparency and explainability in order for A.I to become a legitimate influence in the field of criminal trials.
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