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Abstract—Non-geostationary (Non-GSO) satellite constella-
tions have emerged as a promising solution to enable ubiqui-
tous high-speed low-latency broadband services by generating
multiple spot-beams placed on the ground according to the user
locations. However, there is an inherent trade-off between the
number of active beams and the complexity of generating a large
number of beams. This paper formulates and solves a joint beam
placement and load balancing problem to carefully optimize the
satellite beam and enhance the link budgets with a minimal
number of active beams. We propose a two-stage algorithm
design to overcome the combinatorial structure of the considered
optimization problem providing a solution in polynomial time.
The first stage minimizes the number of active beams, while the
second stage performs a load balancing to distribute users in
the coverage area of the active beams. Numerical results confirm
the benefits of the proposed methodology both in carrier-to-noise
ratio and multiplexed users per beam over other benchmarks.

I. INTRODUCTION

Non-geostationary (Non-GSO) satellite communication sys-
tems are expected to play an important role in future global
wireless communications [1]. Both low Earth orbit (LEO) and
medium Earth orbit (MEO) constellations are revolutionizing
the satellite broadband market [2]. The main benefit of such
networks resides mainly on their proximity to Earth, which
translates into much lower latency than their GSO satellite
counterparts. These constellations are equipped with the latest
advances in payload and antenna design, including radio
resource adaptability and beamforming capabilities [3].

Resource allocation problems in satellite communication
typically include, for example, i) beam footprint design; ii)
user-to-beam assignment; and iii) allocating limited radio
resources to each satellite beam such that users’ demands
should be satisfied. In the literature, several works have inves-
tigated the resource allocation problems for the multi-beam
satellite systems comprising power control [4], frequency
assignment [5], joint power and bandwidth allocations [6],
and application of deep reinforcement learning [7]. Regrading
beam footprint design, certain works have aimed at a fully-
flexible beamforming design [8] which is not practical in
terms of complexity, particularly for the fast pass times of
LEO and MEO satellites. Herein, we focus on a practical
scenario which is based on the actual functioning mode of
operational Non-GSO satellites. In particular, we consider the
beam placement problem, where the conical-shaped beams are
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predefined in half power beam width (HPBW) and its location
on the coverage area needs to be defined. The beam placement
problem optimizes the number of users to each satellite beam
together with the beam center. Recently, the different beam
placement problems have been studied for LEO constellations
in [9]. These related works proposed heuristic algorithms to
find the number of active beams to strategically and effectively
use satellite resources. Although the proposed algorithms can
find the number of active beams at the satellite, an unbalanced
load appears between the beams. Specifically, the significantly
different number of users among the active beams results in a
heavy load of a few beams. The unbalanced load becomes
severe when many users simultaneously request to access
some particular beams, while the other active beams are being
in a sparse situation with only a few users. To overcome this
issue, linear techniques for the beam layout design in multi-
beam satellite systems were proposed in [10]. The multi-spot
beam arrangement approach was studied in [11] to determine
how the distances between two spot beams enhances the
system performance. These works have not classified users
into individual beams and specified the active beam number.

Inspired by the above discussions, this paper formulates a
weighted sum minimization problem for the beam placement
and load balancing issue in the Non-GSO satellite systems
to jointly optimize the required number of active beams and
the connection quality between the users and the satellite.
The main contributions of this paper are summarized as: (i)
We formulate a novel optimization problem to minimize the
distance from the users to their served beam center with
the minimal number of active satellite beams. We emphasize
that this non-convex and NP-hard optimization has not been
investigated in the literature yet; (ii) We propose a two-
stage algorithm for efficient and practical implementations in
polynomial time: We first propose as algorithm to find the
minimum number of active beams required to to cover all the
users at least with the HPBW. Next, we refine the solution of
the first step targeting a balanced number of user per beam;
and iii) We provide experimental results to demonstrate the
effectiveness of the proposed algorithm and compare with
available benchmarks in the literature.

II. MULTI-BEAM SATELLITE SYSTEM MODEL

A multi-beam multi-user Non-GSO satellite system is con-
sidered in this paper, as illustrated in Fig. 1. The gateway
located on the ground is connected to the satellite through
an ideal feeder link and the beam placement optimization
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Fig. 1. The multi-beam multi-user satellite system model.

Fig. 2. Normalized antenna gain pattern at the satellite with β = 5λ.

is handled at the gateways. Specifically, a satellite equipped
with an antenna array that enables to create a maximum
of N beams to serve K users in the coverage area with
N ≥ K. Due to a limited power budget at the satellite and
mutual interference especially at the beam boundary, it is not
always beneficial to activate all the beams. Consequently, let
us denote B ⊆ {1, . . . , N} the set of active satellite beam
indices with |B| ≤ N . In addition, we denote K = {1, . . . ,K}
the set of user indices. With a proper scheduling design, the
K users are assigned into the active satellite beams for which
Kb ⊆ K, b ∈ B, contains the indices of the users served by
the b-th active beam. The following property is established as

Kb ̸= ∅,Kb ∩ Kb′ = ∅,∀b, b′ ∈ B, and
⋃|B|

b=1
Kb = K, (1)

which indicates that each beam should serve at least one user.
Let us denote θb,k (0 ≤ θb,k ≤ π/2) the angle between the
spot beam center of the b-th beam and the UEk’s location,
k ∈ Kb, as seen from the satellite. Then, the radiation pattern
from the b-th beam to UEk can be mathematically formulated
as a function of θb,k, which is reported in the 3GPP [12] as

gb,k = gmaxg(θb,k),∀k ∈ Kb, b ∈ B, (2)

where gmax is the maximum beam pattern gain that is obtained
if UEk is located at the beam center. The normalized antenna
gain pattern g(θb,k),∀k ∈ Kb, b ∈ B, is computed as

g(θb,k) =

 4

∣∣∣∣J1

(
2π
λ β sin(θb,k)

)
2π
λ β sin(θb,k)

∣∣∣∣2 , if 0 < θb,k ≤ π
2 ,

1, if θb,k = 0,

(3)

where β is the radius of the antenna’s circular aperture, λ is the
carrier wavelength, and J1(·) is the first kind Bessel function
of the order one. The Doppler shifts caused by the satellite
mobility is assumed to be perfectly compensated by using
proper estimation techniques [13]. Fig. 2 shows an example of
the normalized beam pattern with the aperture radius β = 5λ.
It explicitly unveils that the main energy is concentrated on
the main lobe of each beam, which gives hints to locate the
satellite beams hereafter. After that, the statistical channel gain
(SCG) at an arbitrary UEk, denoted by Gb,k, is defined as

Gb,k = Grx,b,kgb,k/Lfs,b,kLatm,∀k ∈ Kb, b ∈ B, (4)

where Lfs,b,k denotes the free space path loss, which is
Lfs,b,k = 16π2S2

b,k/λ
2,∀k ∈ Kb, b ∈ B, (5)

where Sb,k denotes the slant range (line-of-sight distance
along a slant direction) between the satellite and UEk in the
b-th beam. The received antenna power gain Grx,b,k is [12]

Grx,b,k = ϵb,kπ
2d2/λ2,∀k ∈ Kb, b ∈ B, (6)

where ϵb,k is the antenna efficiency at UEk in the b-th beam
and d is the satellite antenna diameter. We assume the network
is in a noise-limited scenario, where a proper bandwidth
allocation has been performed to avoid harmful levels of inter-
beam interference [14]. The received carrier-to-noise ratio
(CNR) at UEk served by beam b is CNRk = pb,kGb,k/σ

2
k,

where σ2
k denoted the noise variance at UEk and pb,k is the

transmit power from b-th beam to UEk. In the b-th satellite
beam, the total gain at UEk through the space environment
is a complicated expression of the practical aspects in multi-
beam satellite communications comprising the beam pattern,
effective transmitted and received antenna gains, free space
path loss, and atmospheric loss. Several parameters, such as
g̃(θb,k) defined in (3) and Grx,b,k defined in (6), display the
influences of hardware configurations from a specific reflector
antenna with a circular aperture. Besides, the environmental
parameters depending on the satellite beam locations, which
are mathematically formulated in (2)-(6), are of interest to
design for the good link budget.

III. JOINT BEAM PLACEMENT AND LOAD BALANCING
OPTIMIZATION

This section formulates and solves a beam placement prob-
lem balancing the active beams and the effective gains.
A. Problem Statement

As analyzed in the previous section, the statistical chan-
nel gains are designable parameters, which are obtained
by optimizing the beam centers. For such, let us introduce
ōb = [ϕb, θb]

T and ob,k = [ϕb,k, θb,k]
T as the coordinate

of the b-th beam’s center and its served UEk, respectively.
Here ϕ and θ stand for the corresponding longitude and
latitude. We assume that all considered positions have the
same elevation (e.g., set to zero for the sake of simplicity). Let
us denote d̃(ob,k, ōb) the geography distance between the two
coordinates, which is computed by the spherical law of cosines
as d̃(ob,k, ōb) = R arccos(ϑb,k), where R is the Earth’s radius
and ϑb,k is defined as follows ϑb,k = sin(ϕb,k) sin(ϕb) +



cos(ϕb,k) cos(ϕb) cos(∆θb,k), with ∆θb,k = θb,k − θb, ∀k ∈
Kb and b ∈ B. We aim at minimizing a utility function that
balances the number of beams operating at the satellite while
attempting to push all users close to the beam centers as
follows:

minimize
{Kb},{ōb}

w1

∑
b∈B

∑
k∈Kb

d̃(ob,k, ōb)
2 + w2|B| (7a)

subject to gb,k ≥ gmax/2,∀b ∈ B, k ∈ Kb, (7b)
Kb ̸= ∅,Kb ⊆ K,∀b ∈ B, (7c)
Kb ∩ Kb′ = ∅,∀b, b′ ∈ B, (7d)⋃|B|

b=1
Kb = K, (7e)

where the non-negative weights w1, w2 ≥ 0 satisfy w1 +
w2 = 1, and respectively represent the different priorities to
the objective function of problem (7). The weights w1 and
w2 are flexibly designed to handle the conflicting metrics.
Specifically, we stress that the former ensures that each user
is located as close to its satellite beam center as possible,
while minimizing the number of beams allows allocating more
power to each satellite beam conditioned on the fixed power
budget. The constraints (7b) ensure that each user is located
in at least the half-power-bandwidth of its’ served beam,
which is motivated by Fig. 2, where users should be laid
in the main lobe of the beam. The constraints (7c) and (7d)
imply that each user is only served by a single beam, and
each active beam must involve at least one user for energy
efficiency conditioned on the limited power budget at the
satellite. Furthermore, constraint (7e) guarantees that all users
are in the coverage area of the satellite. Problem (7) is a
mixed-integer non-convex program due to the inherent non-
convexity of the objective function and the constraints (7a).
A discrete feasible domain (7c)-(7e) makes problem (7) NP-
hard and it may require an extremely high cost to find the
global optimum. Hence, a heuristic algorithm can obtain an
efficient sub-optimal solution with finite time consumption.
The combinatorial structure might result in multiple solutions
to (7), so the unbalanced load issue can be mitigated by a
solution that mostly spreads out users across the active beams.

B. Define the Number of Active Beams

To shed the light on finding a minimal number of active
beams, we consider a circular pattern of the b-th beam as
shown in Fig. 3(a) with the half power bandwidth defined by
the angle 2ψ̄,∀b ∈ B. Based on the constraints (7b), the b-th
beam will serve users in its HPBW and therefore, the served
user set Kb can be defined by verifying the angles among all
the users. In more detail, the angle ψk,ℓ between two users k
and ℓ, with k, ℓ,∈ Kb, seen from the satellite should hold that
ψk,ℓ ≤ ψ̄, k, ℓ ∈ Kb,∀b ∈ B. Using HPBW 2ψ̄ as in [9], [15]
may result in some users not to be covered. Instead, we use
the quantity ψ̄ to guarantee that all users in the same beam
are in the HPBW area of the satellite’s beams. Therefore, to

(a) (b)
Fig. 3. The considered satellite system: (a) Example of one beam pattern
with two users in the beam; (b) Graph G with ten vertices and 14 edges.

define the minimal number of active beams, we propose to
solve the following optimization problem

minimize
{Kb}

|B| (8a)

subject to ψk,ℓ ≤ ψ̄, ∀k, ℓ ∈ Kb,∀b ∈ B, (8b)
(7c)− (7e). (8c)

Despite the simplification compared with the original prob-
lem (7), the non-convex and non-smooth properties are still
preserved in problem (8). To effectively find a good feasible
solution, we develop a heuristic algorithm for problem (8)
based on the graph theory. In particular, a graph G is intro-
duced with a pair (V(G), E(G)). The set V(G) = {1, . . . ,K}
consists of the K vertices each related to a user. Meanwhile,
the set E(G) of edges in which each edge represents a
connection between two distinct vertices, i.e.,

E(G) = {{k, ℓ}|ψk,ℓ ≤ ψ̄,∀k, ℓ ∈ V(G)}, (9)

and noticing that no two vertices are connected by more than
one edge.1 From the constraints (8b), we can construct the
adjacency matrix U ∈ RK×K of graph G, whose (k, l)-th
element, denoted by [U]k,ℓ, is defined as follows

[U]k,ℓ =

{
1, if ψk,ℓ ≤ ψ̄, k, ℓ ∈ K,
0, otherwise.

(10)

From (10), the two vertices k and ℓ are adjacent if [U]k,ℓ = 1
meaning that there is an edge between them. One feature of
graph G can be observed in Theorem 1.

Theorem 1. From the HPBW criterion defining the edges
in (9), if each active beam serves at least ⌈(K − 1)/2⌉
users where ⌈·⌉ is the ceiling function, the graph G is
connected.2 The number of active beams is lower bounded
by |B| ≥ ⌈K/⌈(K − 1)/2⌉⌉ .

Proof. The proof is to show that the neighborhoods of vertices
are overlapping and is omitted due to space limitations.

Even though the graph G may be disconnected in practice,
this theorem establishes a necessary condition so that each

1In our considered framework, G should be an undirected graph, that is,
{k, ℓ} ∈ E(G) is equivalent to {l, k} ∈ E(G).

2A connected graph always exists a path between two arbitrary vertices.



active beam can serve multiple users when they are not quite
distant from each other based on the HPBW. We can provide a
lower bound on the number of active beams as the graph G is
connected. The network can place the beam centers effectively
by the following important property.

Lemma 1. If multiple users belong to the same beam, they
formulate a clique in which the vertices are mutually adjacent.

Proof. The proof is accomplished by using the properties in
(9) and (10), which is omitted due to space limitations

In Lemma 1, each clique is a subset of vertices that usually
consists of more than three users. Subsets including one or
two users per beam are also called cliques for the sake of
convenience. It provides an effective hint to place the beam
center based on the half power bandwidth, which links to a
clique of the graph G. The main idea to solve problem (8) is
that if each clique contains more vertices, the less number of
active beams needs to serve all the users.

Our proposed approach is summarized in the first stage of
Algorithm 1. It starts with formulating the graph G with the
sets of vertices V(G) and edges E(G) for the satellite and
user’s locations by using (9). After that, we can compute
the adjacency matrix U ∈ RK×K as shown in (10). Let us
denote Hi = {X̃b,i}b∈B the subset comprising of cliques X̃b,i

with the same number of edges, e.g., Hi includes the cliques
with single edge and so on. Here, the index i = 1, . . . , imax

stands for the number of edges in a clique. Here, imax is the
maximum number of edges in a clique. Next, we introduce
K̃ = {K̃(κ)} the dictionary that contains all possibilities to
the solution of problem (8), each denoted as K̃(κ). At the
beginning, K̃ is initially set to be empty. As aforementioned,
the combinatorial structure may result in multiple solutions
to problem (8). Consequently, Algorithm 1 must scrutinize
many available combinations in an iterative manner to find
the minimum number of active beams to serve all the users.
Alternatively, the number of solutions {K̃(κ)} will be grad-
ually expanded along with iterations. The iterative approach
starts scanning Himax to define {K̃(κ)}, each formulated as

K̃(κ) =
{
X̃b,imax

∣∣X̃b,imax ∩ X̃b′,imax = ∅,
∀X̃b,imax

, X̃b′,imax
⊆ Himax

}
,∀κ.

(11)

After that, the dictionary K̃ will be updated by scrutinizing
all the remaining subsets {Hi} \ Himax

. The subset Himax−i

is investigated at iteration i and the dictionary is expanded as

K̃(κ) ← K̃(κ) ∪ {X̃ ∗
b,i},∀κ, (12)

where the following definition holds
X̃ ∗

b,imax−i =
{
X̃b,imax−i

∣∣X̃b,imax−i ∩ X̃b′,imax−i =

∅,∀X̃b,imax−i, X̃b′,imax−i ⊆ Himax−i, X̃b,imax−i ∩ K̃(κ) = ∅
}
.

Even though the dictionary update in (12) may lead to a local
solution to problem (8), the condition X̃b,imax−i ∩ K̃(κ) = ∅
truncates many cliques that makes our proposed approach
have the total cost significantly lower than an exhaustive

search. After scrutinizing through all the subsets Hi,∀i,
or all users allocated, the optimized solution {Kb} is then
selected from all the possible solutions in K̃ as

{Kb} = argmin
K̃(κ)⊂K̃

|K̃(κ)|. (13)

We notice that once {Kb} is obtained, the beam center of the
b-th beam, ∀b, can be computed as

ōb =
1

|Kb|
∑|Kb|

k=1
ob,k,∀b ∈ B. (14)

For the sake of the clarity, one toy example presenting a
realization of users’ location for a multi-beam satellite system
serving 10 users is given as follows.
Example 1. We consider a MEO satellite system where the
parameter setting is given in Section IV. On the ground,
there are 10 users with their locations illustrated in Fig. 3(b).
Users whom the same beam can serve are represented by
a link between the two corresponding locations. By utilizing
(9) with 2ψ̄ = 3.2◦ [16], we can construct a graph G as
shown in Fig. 3(b) comprising V(G) = {1, . . . , 10} and
E(G) = {{k, ℓ}|ψk,ℓ ≤ 1.6◦,∀k, ℓ ∈ V(G)}. Subsequently,
the adjacency matrix is formulated as

U =



1 0 1 1 1 0 1 0 0 0
0 1 1 0 0 0 0 1 0 1
1 1 1 1 0 1 0 0 0 0
1 0 1 1 1 0 0 0 1 0
1 0 0 1 1 0 1 0 0 0
0 0 1 0 0 1 0 1 0 0
1 0 0 0 1 0 1 0 0 0
0 1 0 0 0 1 0 1 0 1
0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1 0 1


. (15)

Utilizing the adjacency matrix in (15) and the undirected
property, all possible cliques can be synthesized as
H1 ={(1), (2), (3), (4), (5), (6), (7), (8), (9), (10)}, (16)
H2 ={(1, 3), (1, 4), (1, 5), (1, 7), (2, 3), (2, 8), (2, 10), (17)

(3, 4), (3, 6), (4, 5), (4, 9), (5, 7), (6, 8), (8, 10)},
H3 ={(1, 3, 4), (1, 4, 5), (1, 5, 7), (2, 8, 10)}, (18)

From the cliques with the 3 edges involved in H3, the
following cliques can coexist

K̃(1) = {(2, 8, 10), (1, 3, 4)}, (19)

K̃(2) = {(2, 8, 10), (1, 4, 5)}, (20)

K̃(3) = {(2, 8, 10), (1, 5, 7)}, (21)

which indicate that the cliques should be non-overlapping
to fulfill the constraints (7d). We further expand K̃(κ), κ ∈
{1, 2, 3} by adding the cliques with the 2 edges in (17)
and update {K̃(κ)} to obtain the solutions. More specifically,
K̃(1) ← K̃(1) ∪ {(5, 7)}, K̃(2) ← K̃(2) ∪ {(3, 6)}, and
K̃(2) ← K̃(2) ∪ {(3, 6), (4, 9)}, which result in

K̃(1) = {(2, 8, 10), (1, 3, 4), (5, 7)}, (22)

K̃(2) = {(2, 8, 10), (1, 4, 5), (3, 6)}, (23)

K̃(3) = {(2, 8, 10), (1, 5, 7), (3, 6), (4, 9)}, (24)



Algorithm 1 A two-stage algorithm to solve problem (7)
INPUT: The longitudes and latitudes of users and satellites,

ob,k, ōb,∀b, k; the HPBW 2ψ̄;
1: % Stage 1: Define the number of active beams
2: Formulate graph G with a pair (V(G), E(G)) and compute

the adjacency matrix U as in (10).
3: Compute all possible cliques Hi = {X̃b,i} from graph G

by utilizing Lemma 1.
4: Initial {K̃(0)}
5: for each group set Hi in H do
6: for each group set K̃(κ) in {K̃(κ′)} do
7: if |K̃(κ)| < K then
8: Update K̃(κ) as in (12).
9: end if

10: end for
11: end for
12: (Optional) Update {K∗

b} as in (13) and beam centers as
in (14).

13: % Stage 2: Refine the beam centers
14: Transform all user locations {ok} to the Cartesian

coordinates by utilizing x = R cos(ϕ) cos(θ), y =
R cos(ϕ) sin(θ), and z = R sin(ϕ).

15: do
16: Perform the K-means clustering to problem (30).
17: while any Uk,ℓ ̸= 1,∀k, k, ℓ ∈ Kb.
18: Transform all the beam centers {µµµb} to the geographic

coordinates as ϕ = arcsin(z/R) and θ = arctan(y/x).
OUTPUT: The user sets {K∗

b} and the number of active
beams B = |K̃|.

Finally, K̃(κ), κ ∈ {1, 2, 3}, are expanded by utilizing H1 as
K̃(1) ← K̃(1) ∪ {(6), (9)}, K̃(2) ← K̃(2) ∪ {(7), (9)}, and
K̃(3) ← K̃(3), which result in

K̃(1) = {(2, 8, 10), (1, 3, 4), (5, 7), (6), (9)}, (25)

K̃(2) = {(2, 8, 10), (1, 4, 5), (3, 6), (7), (9)}, (26)

K̃(3) = {(2, 8, 10), (1, 5, 7), (3, 6), (4, 9)}. (27)

Using (13), the last solution including the minimum number
of set, i.e., {Kb} = K̃(3) = {(2, 8, 10), (1, 5, 7), (3, 6), (4, 9)}.
Therefore, the number of active beams should be |B| = 4.
C. Refine the solution with K-means clustering

By applying the first stage, the number of active beams has
been obtained with a guarantee that users are in the HPBW
of each beam. The main drawback of this stage is that this
stage has focused on maximizing the number of users in
one beam, which might cause an unbalanced load among the
beams. As a result, some active beams need to serve many
users, while the remaining is in a sparse situation with a few
users. For a fairness level with a balanced load among the
active beams, our goal is to minimize the distance from every
user to its beam center targeting at a homogeneous network.
Mathematically, we solve the following optimization problem

minimize
{Kb},{ōb}

∑
b∈B

∑
k∈Kb

d̃(ob,k, ōb)
2 (28a)

subject to (7b)− (7e). (28b)

In order for the network to handle problem (28), a special
mechanism should be applied for the geographic coordinates.
In particular, we convert each geographic coordinate denoted
by the longitude and latitude (ϕ, θ) to the corresponding Carte-
sian coordinate denoted by (x, y, z) by exploiting the follow-
ing relationship x = R cos(ϕ) cos(θ), y = R cos(ϕ) sin(θ),
and z = R sin(ϕ). Hence, the Cartersian coordinates õb,k and
˜̄ob are obtained for all the users and the beam center of the
b-th beam by utilizing ob,k and ōb,∀b, k, respectively. Next,
problem (28) is reformulated as

minimize
{Kb},{˜̄ob}

∑
b∈B

∑
k∈Kb

∥õb,k − ˜̄ob∥2 (29a)

subject to (7b)− (7e), (29b)

where ∥·∥ is the Euclidean norm. By neglecting the constraints
(7b), problem (29) is aligned with the standard form of the
K-means clustering as

minimize
{Kb},{˜̄ob}

∑
b∈B

∑
k∈Kb

∥õb,k − ˜̄ob∥2 (30a)

subject to (7c)− (7e), (30b)

and therefore the optimal solution to {Kb} and {˜̄ob} can
be obtained in polynomial time. Let us denote {˜̄o∗

b} the
optimal solution to the beam centers, we can reverse the
optimal geographic coordinates. Noting that a Cartesian co-
ordinate (x, y, z), the corresponding geographic coordinate
(ϕ, θ) is mathematically computed as ϕ = arcsin(z/R) and
θ = arctan(y/x). Since the relaxed problem (30) does not
guarantee the HPBW requirements, we may need to perform
the K-means clustering approach several times. The beam
centers and users per beam are refined based on the K-
means clustering, which is summarized in the second stage
as shown in Algorithm 1. The proposed algorithm combines
the benefits of both the aforementioned stages by efficiently
solving problem (7) in a hierarchical fashion.

IV. NUMERICAL RESULTS
The considered beam placement framework is testified by a

MEO satellite serving simultaneously multiple users randomly
located in an area with latitude and longitude within the ranges
as [30, 40] and [−120,−110], respectively. The satellite is
located at the coordinate whose the [latitude, longitude] is
[0◦,−88.7◦] and its altitude is 8063 [km]. The total transmit
power at the satellite is 23.5 [dBW]. The carrier frequency is
18.05 [GHz] and the aperture radius is 5λ with λ being the
wavelength. The satellite antenna diameter is 0.6 [m], while
the maximum gain at each beam center is 50 [dBi] and HPBW
2ψ̄ = 3.2◦ [16]. The noise variance is −118 [dBW].

Fig. 4(a) considers a network with 20 users and plot the
cumulative distribution function (CDF) of the the statistical
channel gain to noise ratio (SCGNR) [dB] for each user,
i.e., 10 log10(Gb,k/σ

2
k),∀b, k. Both the average and minimum

SCGNR of the users by exploiting Stage 1 only or the two-
stage algorithm (Algorithm 1). The results show that the two
stages bring benefits to both the average and min SCGNRs.
Fig 4(b) displays the load balancing gap between beams as a



(a) (b)
Fig. 4. The system performance: (a) plots CDF of the SCGNR [dB] per user; and (b) plots load balancing gap versus the total number of users.

TABLE I
THE CNR PER USER BY UTILIZING DIFFERENT BENCHMARKS.

hhhhhhhhhhhBen./CNR
No. of users 10 15 20 25

Beam Aperture Min CNR [dB] 18.98 18.15 17.54 17.09
Avg. CNR [dB] 19.09 18.28 17.69 17.25

Homo. Balance Min CNR [dB] 19.97 19.08 18.64 18.27
Avg. CNR [dB] 20.44 19.68 19.25 18.98

Algorithm 1 Min CNR [dB] 20.36 19.58 19.12 18.85
Avg. CNR [dB] 20.52 19.76 19.32 19.05

function of the number of users in the network. Stage 2 helps
minimize the distance from users to its’ beam centers while
balancing the number of users among beams in the system,
thereby offering a smaller load balancing gap than by only
utilizing Stage 1.

The link budget, i.e., the received carrier-to-noise ratio
(CNR) per user, is illustrated in Table I for the different
number of users. Specifically, the performance of Algorithm 1
is compared with the two previous benchmarks: i) Beam
Aperture that was used in [9, Algorithm 1] based the angular
separation between users and the beam aperture angle. Notice
that this benchmark focuses on the beam placement only; and
ii) Homo. Balance where nearest users are grouped together
and served by the same beam. This idea was brought from
the nearest user selection in terrestrial communications such as
[17] and more focusing on the load balancing. Slight decreases
of both the min CNR and average CNR per user are observed
for all three algorithms as the number of users increases.
However, Algorithm 1 always achieves the best performance
among the benchmarks.

V. CONCLUSION
This paper has demonstrated the critical role of beam

placement optimization in order to offer good channel gains
to all the available users in the coverage area. We proposed an
approximate solution to the non-convex optimization problem
and obtained a good feasible solution in polynomial time by a
two-stage algorithm. The first stage defines the minimal num-
ber of active beams based on the graph theory. Meanwhile,
the second stage balances the load among the active beams by
inheriting the benefits of unsupervised learning from K-means
clustering. Numerical results showed good channel gains by
the proposed beam placement and load balancing solution.
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