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A B S T R A C T

Chemical processes in closed systems inevitably relax to equilibrium. En-
ergy can be employed to counteract such tendency and drive reactions
against their spontaneous direction. This nonequilibrium driving is imple-
mented in open systems, which living organisms provide the most spectac-
ular examples of. In recent years, experiments in supramolecular chemistry,
photochemistry and electrochemistry demonstrated that, by opening syn-
thetic systems to matter and/or energy exchanges with the environment, ar-
tificial systems with life-like behaviours can be realized and used to convert
energy inputs of different nature into work at both the nanoscopic and the
macroscopic level. However, one tool that is still lacking is a firm grasp of
the thermodynamics of these chemical engines. In this thesis, we provide it by
leveraging the most recent developments of the thermodynamic description
of deterministic chemical reaction networks. As main theoretical results, we
extend the current theory to encompass nonideal and light-driven systems,
thus providing the fundamental tools to treat electrochemical and photo-
chemical systems in addition to the chemically driven ones. We also expand
the scope of information thermodynamics to bipartite chemical reaction net-
works characterized by macroscopic non-normalized concentration distribu-
tions evolving in time with nonlinear dynamics. This framework potentially
applies to almost every synthetic chemical engine realized until now, and
to many models of biological systems too. Here, we undertake the thermo-
dynamic analysis of some of the epitomes in the field of artificial chemical
engines: a model of chemically driven self-assembly, an experimental chem-
ically driven molecular motor, and an experimental photochemical bimolec-
ular pump. The thesis provides a thermodynamic level of understanding
of chemical engines that is general, complements previous analyses based
on kinetics and stochastic thermodynamics, and has practical implications
for designing and improving synthetic systems, regardless of the particular
type of powering or chemical structure.
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1 I N T R O D U C T I O N

The only pure myth is the idea of a science devoid of all myth.

— Michel Serres in We have never been Modern by Bruno Latour
(Harvard University Press, 1993. Original version in French: 1974)

The goal of this thesis is to expand the scope of thermodynamics towards
– and by – the study of those chemical systems which exploit energy to un-
dergo non-spontaneous processes. Such systems will be generically called
chemical engines, in analogy to steam engines or electrical engines. Chemical
engines are ubiquitous in living organisms, where they enable phenomena
requiring energy and information processing.

Understanding the detailed functioning of life in its distinct aspects such
as energetics is one of the greatest challenges of contemporary science. How-
ever, while of general scope in its theoretical part, this thesis is exclusively
concerned with the thermodynamics of artificial chemical engines in its ap-
plied part. Examples of this kind of systems are found among synthetic
molecular motors and machines, which earned the 2016 Nobel Prize in
Chemistry to some of the key players in the field.

The choice of focusing on the field of artificial chemical engines has three
main motivations. The first – personal – motivation is the same as the one
that George Mallory (1886-1924) gave when he was asked to justify his ef-
forts for first ascending Mount Everest: “because it’s there”. With this, spon-
taneous fascination for a research topic is claimed as a legitimate reason to
undertake doctoral studies. The second – methodological – motivation, is
that many explanations have been proposed to disclose the working prin-
ciples of biological chemical engines, but the complexity of living systems
makes it hard to test them and to tell the more insightful ones apart. This
is not the case for synthetic systems, which have the great advantage that
their functioning can be fully described by relatively simple models. Fur-
thermore, these models can be accurately tested and used to improve the
design of experimentally synthesized systems. They thus provide an ideal
intermediate platform to go from the current understanding of the thermo-
dynamics of chemical systems to its fruitful application in the life sciences.
In particular, pursuing a comprehensive description of artificial chemical
engines grounded on thermodynamics is a way to probe the status of the
theory and to pinpoint what is missing. In the light of this, we see the choice
to study artificial chemical engines as a necessary – or, at least, a convenient
– step for advancing thermodynamics. The third – technological – motiva-
tion, is inspired by the one that the Royal Swedish Academy of Sciences
gave when awarding the 2016 Nobel Prize in Chemistry: “in terms of devel-
opment, the molecular motor is at the same stage as the electric motor was
in the 1830s, when scientists displayed various spinning cranks and wheels,
unaware that they would lead to washing machines, fans and food proces-
sors. Molecular machines will most likely be used in the development of
things such as new materials, sensors and energy storage systems.” Here,
we extend the comparison in both scope and time by arguing that the cur-
rent situation of chemical engines in general shares some similarities also
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2 introduction

with the one of steam engines at the beginning of the 19
th century. As such,

they are calling for a firm grasp of the thermodynamic principles under-
lying their functioning, which can significantly contribute to their rational
development.

This introduction is organized in 4 sections aimed at contextualizing the
thesis with respect to past and contemporary research areas, and at provid-
ing a self-contained presentation of the main ideas and results which the
following chapters are based on. In Section 1.1, we discuss some of the mile-
stones in the historical development of steam engines and show how the
fundamental ideas of classical thermodynamics emerged. The conceptual
framework and the so-called laws of thermodynamics are presented. In Sec-
tion 1.2, a selection of the most relevant experiments in the field of artificial
chemical engines is discussed, some of which will be taken as case stud-
ies in the following chapters. Our definition of chemical engines is further
elaborated through examples and the third motivation point given above
is substantiated. In Section 1.3, the most relevant concepts and tools from
chemical thermodynamics are reviewed with the goal to provide a simple
but complete introduction to the theory used throughout the thesis. In view
of the current status of the theory, the next chapters are presented and con-
textualized in Section 1.4.

A word of caution is due before continuing. Notwithstanding some ef-
forts towards giving a comprehensive introduction, this chapter reflects the
myths underlying this thesis, namely the ideas of the author and the scien-
tific tradition of the group left their marks on how the content is organized
and presented. Recognizing that this contamination is unavoidable, we hope
it will not be perceived as a drawback but rather as an asset to place the re-
search in its rightful context.

1.1 steam engines and the birth of ther-
modynamics

Science owes more to the steam engine than the steam engine owes to science.

— Lawrence Joseph Henderson (attributed to)

How to move objects of dimensions and at velocities way beyond human
capabilities has been a central technological challenge of any society since
the dawn of time. The exploitation of animal force in plowing and trans-
ports or the use of water and wind flows to actuate mills largely amplified
the scope of humankind. For millennia, all sources of power available to
humanity shared a common crucial feature: they are naturally in motion.
In view of the latter consideration, a huge conceptual breakthrough in the
history of technology has been the idea of an engine as a device to produce
mechanical motion or work out of a power source which is naturally static,
like burning wood or coal.

1.1.1 Aeolipile

One of the first recorded examples of such an engine is the aeolipile, also
known as Hero’s Engine, from Hero of Alexandria, who probably lived in
the 1

st century [1, 2]. As sketched in Figure 1, it basically consists of an
hollow sphere with two asymmetric blowholes which starts spinning when
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steam is generated inside the sphere itself. It has to be noted that the aeolip-
ile operates autonomously, i.e., without the need of external intervention
once the fire is turned on.

Figure 1: The aeolipile. a) An illustration of Hero’s aeolipile (public domain); b)
Schematic of the engine starting: water is heated up at the expense of fire
to generate steam, which reaches the hollow sphere and makes it spinning
by exiting through the two asymmetric blowholes. For an anachronistic
but effective demonstration see https://youtu.be/AyFMexBTpLs.

Machines like the aeolipile were described by Hero mostly as toys, and
used in public shows as entertainments. However, Hero’s use of steam may
also be understood as an attempt to explore new energy sources in the con-
text of a society which already mastered hydraulic power and was actively
seeking out energy sources independent of geographic location. Some au-
thors even hypothesized that steam technology was quite widespread in
Hellenistic society, also based on the argument that the level of technology
developed in Hero’s works is too complex to have been conceived by a single
person, but no direct proofs have been found [2].

It should be stressed that modern steam engines like those mentioned
below are not unrelated to the aeolipile [3]. Hero’s works were extensively
studied in the following centuries and the idea of using steam as motor
power is for instance recovered in 1601 by Giovanni Battista Della Porta in
his “Pneumaticorm libri tres”, directly based on Hero’s Pneumatica [4]. More-
over, in 1615 Salomon de Caus (1576-1626) used steam to power a fountain,
a kind of device which has been widely described by Hero [5].

1.1.2 Pumps

A considerable leap in the interest and scope of heat engines came with
the transition, in European countries, from an economy based on mercantil-
ism to industrial capitalism, and the subsequent incentive to constantly fos-
ter the production of goods by any means, technology included [6]. The first
industrially relevant and established application of a steam engine is mainly
due to Thomas Newcomen (1664-1729), who in 1712 significantly improved
a pump invented by Thomas Savery (1650-1715) which was commercialized
as “the Miner’s friend” [7]. Newcomen’s engine operates with two strokes:
a piston inside a cylinder is first pushed upwards by the steam generated
in a boiler, and subsequently pushed downwards by atmospheric pressure
when the steam condensates due to injection of cold water inside the cylin-
der. Thanks to valves, the operation cycle can be repeated autonomously,
contrary to Savery’s machine which required constant external intervention
instead. The main application of Newcomen’s engine has been sucking wa-

https://youtu.be/AyFMexBTpLs
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ter from the bottom of coal mines, where the availability of coal as fuel
without the need of transporting it was crucial to make the use of the pump
convenient. Hundreds of samples were constructed throughout the 18

th

century and sold in Britain and Europe, thus quadruplicating mining activ-
ity [8].

The key improvement which made it possible to use Newcomen’s pump
and the subsequent steam engines in places far from coal mines such as
factories has been the spatial separation of the heat source from the cool-
ing system of the steam [9]. Indeed, in Newcomen’s pump the steam is
generated and heated up in the same cylinder were it is cooled down and
condensed by the addition of water to complete a stroke. This mechanism
has the major drawback that the whole cylinder has to be heated up dur-
ing each operation cycle, thus considerably limiting the performance. If the
steam, once expanded in the cylinder thanks to the heat source, is cooled
down in a separate condenser, the power needed to heat up the cylinder is
not lost at each stroke, and the performance of the engine is improved. This
fundamental idea came to James Watt (1736-1819) in 1765, working at the
time as the “Mathematical Instrument Maker” at the University of Glasgow,
while trying to figure out why a scale didactic model of Newcomen’s pump
couldn’t function properly [8]. The reason turned out to be exactly that in
a smaller cylinder heat losses are so amplified that Newcomen’s original
mechanism is not applicable at small scales. Such an innovation allowed
Watt, in collaboration with the industrialist Matthew Boulton (1728-1809),
to produce pumps outperforming Newcomen’s ones and to start a very suc-
cessful business as an engines craftsman in Birmingham. Steam powered
pumps stopped to be “just” tools to dry off the bottom of coal mines and
started to play a crucial role in storing energy in the form of water tanks
raised with respect to the ground, which could subsequently be used to
actuate mills even in the absence of natural sources of hydraulic power.

1.1.3 Rotary and linear work

A second major contribution from Watt has been the invention in 1781

of a method to convert reciprocating motion of a piston to rotating motion.
This, together with other technical improvements, opened the way to the di-
rect use of steam for a plethora of industrial applications. The rotary engine
replaced watermills, windmills and horses as the main power sources of the
time, thereby freeing industries from geographical constraints and becom-
ing one of the main agents in the so-called Industrial Revolution. Boulton
and Watt were creative in marketing too: starting from the idea that the
main good they were selling was power, instead of asking money for the
construction and installation of a machine their contracts dictated that for a
period of five years the buyers would have paid them “only” one third of the
difference between the cost of the coal necessary to power the steam engine
and the cost of the fodder they would have needed to feed horses delivering
the same amount of work. This kind of deals obviously raised the question
of how much work a horse can do, and in 1782 Watt himself combined ex-
periments and data from a sawmill to establish the unit of horsepower (Hp)
as the average amount of work a horse can deliver in one minute. At their
best, Watt’s engines could deliver about 20 Hp [8].

The availability of rotary motors able – contrary to the aeolipile – to de-
liver decent amounts of power stimulated the idea to use them to move
vehicles. However, Watt’s engines were too big and heavy for that scope.
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The key ingredient to build smaller but more powerful steam engines con-
sisted in increasing the working pressure of the steam, which became possi-
ble thanks to improvements in boiler technology. Richard Trevithick (1771-
-1833), a mining engineer, developed the first high pressure steam engine,
while George Stephenson (1781-1848), a self-taught mechanic, in 1825 built
the first steam locomotive successfully carrying passengers on a public rail
line, the Stockton and Darlington Railway [8]. This marked the supremacy
of the steam engine over water, wind and horses not only regarding the
amount of delivered power, but also regarding the velocity at which objects
can be moved.

1.1.4 Classical Thermodynamics

It should be clear from the above discussion that the development of the
steam engine was mostly a technological rather than a scientific enterprise,
at least to some extent1. In particular, machines were invented and im-
proved without an underlying scientific theory able to explain and predict
their functioning, or quantifying their performances. With the words of Sadi
Carnot (1796-1832), an engineer in the French army and alumnus of the re-
cently established École Polytechnique in Paris, as well as son of the physicist
and politician Lazare Carnot (1753-1823): “notwithstanding the work of all
kinds done by steam-engines, notwithstanding the satisfactory condition to
which they have been brought today, their theory is very little understood,
and the attempts to improve them are still directed almost by chance” [10].

Actually, it can be argued that the opposite happened: namely, the tremen-
dous technological innovation brought by the steam engine was the spark of
the new scientific theory which we now call thermodynamics. We already
mentioned that Watt introduced the unit of horsepower to quantify the per-
formance of his engines, but even the current notion of power itself was
introduced by John Smeaton (1724-1792) in 1759 to quantify the work per
unit of time done by a pump lifting buckets of water, therefore quantifying
the energy stored [11]. Also, it was the desire to push engines technology
to its limits for the good of the French nation [12] that pushed Sadi Carnot
to undertake his paramount theoretical “reflections on the motive power of
fire” [10] in 1824.

Even though at the beginning of the 19
th century heat was thought of as

a real substance – the caloric – falling from hot bodies to cold ones akin
to a fall of water powering hydraulic engines, there were no doubts about
its enormous motive power and the fact that “to heat also are due the vast
movements which take place on the earth” as “it causes the agitations of
the atmosphere, the ascension of clouds, the fall of rain and of meteors, the
currents of water which channel the surface of the globe, and of which man
has thus far employed but a small portion” [10]. Starting from these facts, in
particular from the idea that steam was just a mean allowing the caloric to
flow and that could in principle be substituted by other substances, Carnot
managed to abstract the functioning of heat engines by conceiving an ideal
set of operations on a system – a gas or a liquid – realizing a systematic
extraction of work. He realized that this extraction requires the transfer of
heat between two reservoirs, at least: a heat source (the hot reservoir) and
a heat sink (the cold reservoir), as they produce the necessary fall of caloric.

1 We are loosely referring here to the common sense distinction between what is “scientific” and
what is “technological”. We are aware that a neat distinction of the two domains is far from
being trivially granted.
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Starting from calorimetry measurements, he computed the heat contained
in coal per unit of mass, and using an estimate of the amount of motive
power per unit of heat, he gave an estimate of the motive power of one
kilogram of coal. He used this estimate to compare the performance of
known steam engines in terms of the fraction of coal motive power they
were able to exploit (the best result was 5%, but it was an overestimate
due to the fact that Carnot consciously underestimated the motive power of
coal). By analyzing his idealized engine when driven in a reversible manner,
i.e. quasi-statically between equilibrium states, he derived the protocol –
the Carnot cycle – yielding the maximum efficiency that any heat engine
can achieve when operated between two given temperatures, now known
as the Carnot limit. Even if Carnot never wrote the explicit mathematical
expression, he also understood that no work can be extracted from a single
heat reservoir (or two heat reservoirs at the same temperature) and that the
efficiency of power extraction is proportional to the temperature difference
between the two heat sources.

Some of the basic assumptions of Carnot’s analysis have later been proved
incorrect (e.g., the theory of caloric and the equations governing the adia-
batic expansion of gases) and therefore prevented him to obtain solid quan-
titative results. However, thermodynamics stems from his contributions in
so far as he introduced a model epitomizing the conceptual and practical
elements forming the basis of heat engines operation, and he also conceived
the ideal quasi-static protocol, which would be impossible to realize in prac-
tice but which constitutes a powerful theoretical tool to draw general con-
clusions. After his premature death, Carnot’s estimates were made more
precise by the experiments of James Joule (1818-1889) “on the mechanical
equivalent of heat” [13]. Starting from that, a number of German scientists
among those Julius von Mayer (1814-1878), Hermann von Helmholtz (1821-
-1894), and Rudolf Clausius (1822-1888) – who could read about Carnot’s
ideas mostly through the German translation of Émile Clapeyron’s (1799-
-1864) works, who further developed them [12] – together with William
Thomson (1824-1907, also known as Lord Kelvin) developed thermodynam-
ics basically in the form that we know today [14–16].

A blast from the past: thermodynamic analysis of the aeolipile

To recap the main results of classical thermodynamics concerning the
analysis of machines, we provide here a qualitative thermodynamic anal-
ysis of the aeolipile. While simple, its functioning recapitulates the most
important concepts that we need at this point. What follows is meant to
be a light and intuitive presentation aimed at furnishing some background
to better discuss the next Section 1.2, leaving a more rigorous attitude to
Section 1.3.

For our purposes, we can model the aeolipile presented in Section 1.1.1
as a system (the metal hollow sphere containing water) in contact with two
reservoirs (the air and the fire pit), as sketched in Figure 2a. The reser-
voirs are special systems whose properties do not change in time and are
fully characterized by intensive quantities whose values are externally de-
termined. We assign an absolute (positive) temperature Tc and a pressure
Pc to the surrounding air, and an absolute temperature Th to the fire pit.
Instead, the system is characterized by extensive quantities which can either
be conserved or varied by the dynamics. For our model aeolipile, we con-
sider both the volume and the amount of water as conserved quantities (i.e.,
we neglect thermal expansion and matter losses due to steam flows). The
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quantities whose time variation we will be concerned with are the internal
energy U and the entropy S, which for the moment can be considered as
two functions whose expressions are system and state specific.

Figure 2: Thermodynamic modelling of the aeolipile. a) The aeolipile as a system
in contact with two reservoirs c and h, with Hero’s of Alexandria figuring
out the second law. The reservoirs are characterized by temperature (Tc,
Th) and pressure (Pc). The system is characterized by internal energy (U)
and entropy (S); b) Equilibrium state characterized by the absence of any
net exchange between the system and the reservoirs; c) A nonequilibrium
state driven by a temperature gradient (Th > Tc). Heat flows from the
hotter reservoir to the system (Q̇h) and from the system to the colder
reservoir (Q̇c). Possibly, the system can deliver power to the environment
(Ẇ) if coupled to external forces; d) Relaxation towards the equilibrium
state after the hotter reservoir is removed.

the zeroth law and the definition of equilibrium. Let’s briefly
consider the engine at equilibrium. In thermodynamics, two or more oth-
erwise isolated systems are said to be in thermodynamic equilibrium if,
upon pairwise contact, they do not exchange any quantity (e.g., heat, work,
matter). This can be taken as a formulation of the so-called zeroth law
of thermodynamics, and has the major implication that systems in equilib-
rium have identical intensive quantities. In fact, the equilibrium relation
formally justifies the measurement of intensive parameters through physi-
cal instruments like thermometers. At equilibrium, we can therefore assign
to our model aeolipile in Figure 2b the temperature T = Tc and the pressure
P = Pc of the air (neither heat or matter flow between the system and the
air), and deduce that there cannot be powering ongoing (Th = Tc, meaning
that equilibrium is possible only when the fire is off). Since there are no
net exchanges between the system and the reservoirs, the values of internal
energy and entropy in the equilibrium state (U(eq) and S(eq)) are constant
in time and can be conveniently taken as reference values. For a thermo-
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dynamic system, the equilibrium state with respect to a certain reservoir is
completely determined by its conserved quantities.

the first and the second laws. We now go back to the general case
represented in Figure 2c, where Th 6= Tc (fire on), and ask how internal en-
ergy and entropy vary in time when power in the form of heat is supplied
to the system. The celebrated first and second laws of thermodynamics re-
spectively answer both questions in the most general way. Here, the former
takes the form of the following energy balance:

First law: dtU = Q̇h + Q̇c + Ẇ . (1)

It expresses the fact that the internal energy of a system can vary in time
only due to heat or work exchanges with the reservoirs. In particular, Q̇h
and Q̇c denote the heat exchanged per unit of time with the hot and the
cold reservoir, respectively, while Ẇ is the mechanical power delivered (or
absorbed) by the engine if, for instance, a load is attached. All the flow-
like quantities denoted with dots are conventionally taken as positive when
the flow goes from the reservoirs to the system (e.g., useful mechanical
work can be delivered when Ẇ < 0). It is worth noticing that the first law
of thermodynamics is not exactly “a version of the law of conservation of
energy”, as it is sometimes presented as, but rather an operational way to
define and measure heat. In fact, starting from the assumption that energy
is conserved and from the empirical observation that the energy change in
a system undergoing a certain process does not always correspond to the
work it exchanges, the first law prescribes that the part of the energy must
have been exchanged as heat. In connection with the historical background
of thermodynamics ideas traced above, the first law states the equivalence
of heat and work as two interchangeable forms of energy exchange, thus
condensing many results of calorimetric experiments.

Turning to the entropy balance, it takes here the following form:

dtS =
Q̇h
Th

+
Q̇c

Tc
+ Σ̇ . (2)

It expresses the fact that entropy varies in time due to heat exchanges with
reservoirs plus and extra term Σ̇, which is now often called entropy pro-
duction rate. The second law of classical thermodynamics states that the
entropy production rate can never be negative, being zero solely for those
processes keeping the system in its equilibrium state:

Second law: Σ̇ > 0 . (3)

Such statement has predictive power, as it requires physical systems not
to undergo transformations leading to a negative entropy production rate.
However, it has no explanatory content, as it does not justify the positive-
ness of the entropy production rate with a mechanistic theory, nor does it
prescribe how Σ̇ can be directly computed.

steady states and carnot efficiency Equations (1), (2), and (3) dis-
till classical thermodynamics to its theoretical essence. They apply to vir-
tually any physical model, allowing us to recover empirically observed
bounds on systems’ behavior and to draw nontrivial connections and state-
ments about measurable quantities. As an example, we now use them to
characterize the aeolipile in its steady state and to show how Carnot’s limit
on efficiency directly follows.
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When operated between two reservoirs with a constant gradient of inten-
sive quantities (Th − Tc > 0), many systems will eventually reach a steady
state, that is a nonequilibrium condition where all the state-dependent prop-
erties (e.g. internal energy, entropy) are constant in time. In the case of
Hero’s engine, the steady state will be characterized by stationary temper-
ature and pressure of the steam inside the sphere, such that its outflow is
also constant. Steady states are interesting for the sake of characterizing the
functioning of an engine, because they can virtually be maintained for an
infinite time (as long as the gradient is maintained and up to degradation
of the machine) without changing the performance. By imposing the steady
state condition (dtU = 0 and dtS = 0) in equations (1) and (2), and by using
equation (3), the following inequality can be derived:

TcΣ̇ = Ẇ+ Q̇h

(
1−

Tc

Th

)
> 0 , (4)

where we also exploited the fact that we are using the absolute scale to
measure temperatures (and therefore Tc is positive). Crucially, if we now
evaluate the efficiency of the engine as the ratio between the (negative de-
fined) delivered work and the heat exchanged with the hot reservoir, we
find the Carnot limit

−Ẇ

Q̇h
6

(
1−

Tc

Th

)
. (5)

It means that, when Hero’s engine – or any other heat engine powered by
two thermal reservoirs – is used to perform work (i.e., lifting a load) the
amount of input heat that can be converted into delivered power has a uni-
versal limit that, as Carnot foresaw, depends on the temperature gradient.
It should be stressed that real engines often work way below this thermo-
dynamic limit, as the actual efficiency is governed by the extra energy dis-
sipation occurring due to system-specific features. We also note that the
resulting spinning of Hero’s engine (whose work against air friction can be
neglected for the purposes of this discussion) and its consequent capabil-
ity to deliver some useful mechanical work thanks to the rotary motion are
consequences of the asymmetric shape of the blowholes. If the latter were –
say – perfectly aligned, the thermodynamic description would be the same,
but extracting useful mechanical power would be unpractical. This shows
that the dynamic features of systems in nonequilibrium steady states, in
particular their capability to perform work as allowed by thermodynamics,
strongly depends also on their specific design.

energy storage. It is useful to introduce one last thermodynamic con-
cept: the energy stored in nonequilibrium states. Consider the aeolipile in
its steady state, which is clearly not at equilibrium with the surrounding air
(Q̇c 6= 0 and steam flows from the inside to the air). In particular, if Ẇ = 0

(the engine is not coupled with work sources) and Th > Tc (the fire is hotter
than the air), the following equation must hold

Q̇c

(
1

Th
−
1

Tc

)
> 0 , (6)

implying Q̇c < 0. We can therefore conclude that the aeolipile at steady
state is hotter than the surrounding air. Based on what we discussed above,
if we suddenly extinguish the fire as represented in Figure 2d, the system
will keep on delivering heat to the air at the expense of the internal energy
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(dtU = Q̇c) until relaxation to equilibrium is completed. As the heat re-
leased can be in principle used to perform useful work, we say that some
energy ∆U is stored in the nonequilibrium state of the system. Since we
assumed that both the volume and the amount of water (the two conserved
quantities uniquely determining the equilibrium state of our model aeolip-
ile) do not significantly change during the operation, the total amount of
energy stored in the system is given by the difference between the internal
energy at steady state and the equilibrium one (∆U = Ust.st. −Ueq). Note
that, in the absence of a detailed model allowing to compute Ust.st. and/or
Ueq, measuring the heat released with a calorimeter offers a practical way
to determine energy differences.

1.1.5 Final considerations

After its birth, thermodynamics fulfilled its mission of guiding a ratio-
nal development of heat engine technology as foreseen by Carnot. One ex-
ample among many is the invention of diesel engine, which was explicitly
conceived by Rudolf Diesel (1858-1913) as an attempt of creating a highly
efficient engine that could work on the Carnot cycle [17]. However, it turned
out that the range of applicability of thermodynamics is much larger than
heat engines. With the words of Albert Einstein (1879-1955), it can be con-
sidered “the only physical theory of universal content concerning which
I am convinced that, within the framework of the applicability of its ba-
sic concepts, it will never be overthrown” [18]. Moreover, after marking
the abandonment of Newtonian mechanics as the sole all-embracing phys-
ical theory [6], thermodynamics also contributed to originating the debate
around the problem of black body radiation [19]. Far from lacking crucial
epistemological relevance, the solution of the latter given by Max Planck
(1858-1947) called the beginning of quantum mechanics [20]. Also, statis-
tical mechanics largely developed from the attempts to give a microscopic
mechanistic foundation to the second law. With its most recent extensions,
thermodynamics spans from quantum to planetary scales, and is routinely
used to study systems way beyond engines. As we will see, beyond heat
and work, thermodynamics also covers the physical effects of information.

In this thesis, thermodynamics will be applied, and some of its field-
specific formulations will be slightly extended, to study chemical systems.
In particular, those introduced in the next Section 1.2 are meant to be the
ideal case studies for the framework developed in the following chapters.
An account of the main scientific milestones which have allowed the appli-
cation of thermodynamics to chemical systems will be given in Section 1.3.
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1.2 chemical engines
We’re divided into two main branches, those who rig and those who dismantle or

break down, and both kinds are like blind people with sensitive fingers.
I say blind because, actually, the things we handle are too small to be seen, even

with the most powerful microscopes: so we’ve invented various intelligent gadgets
to recognize them without seeing them.

— Primo Levi, The Wrench
(Abacus, 2013. Original version in Italian: 1978)

One of the central technological challenges of the last sixty years has been
how to move and control objects of very tiny dimensions, in particular at
the nanoscale where molecules resides. More broadly, the enterprise of
building systems able to process and use energy to perform tasks in the
realm of chemistry was embraced by scientists. We will generally refer to
such kind of systems as chemical engines, a terminology whose usage in this
sense is currently gaining momentum in the literature [1].

As it was very soon realized [2], a major complication is that such kind
of molecular devices cannot be conceived as merely miniaturized versions
of their macroscopic counterparts, as physics looks quite different at the
nanoscale. In particular, Brownian motion and electromagnetic interactions
take over inertia and gravity in determining the motion of objects. As a
result, the working principles of chemical engines are fundamentally differ-
ent from those at the macroscopic scale, and controlling their motion pre-
cisely is impracticable. This has become even clearer after a series of funda-
mental experimental evidences that revealed how various kind of chemical
engines are ubiquitous in living cells and intrinsically stochastic. Biologi-
cal chemical engines include motor proteins like myosins, [3], kinesins, [4]
and dyneins [5] for muscles contraction and intracellular linear transporta-
tion [6–8], ATP synthase [9, 10] and ribosomes [11] for synthesis of ATP and
proteins, and vacuolar ATPases [12] and other ion pumps [13, 14] for gener-
ating concentration and electrochemical gradients across membranes. One
common trait underlying many biological chemical engines is their ability
to catalyze the conversion of energy-rich chemical species (e.g., purine nu-
cleoside triphosphates like ATP and GTP) to low-energy products. Such a
fuel-to-waste conversion is what powers their functioning and makes pos-
sible to bias their stochastic dynamics towards on-average useful behavior.
Other fueling mechanisms are also possible like concentration gradients in
space as in the aforementioned ATP-synthase [15], light as in the photosyn-
thetic machinery [16, 17] and electrical potentials as in bio-electrochemical
systems performing microbial electrosynthesis [18, 19]. Additionally, bio-
logical chemical engines utilize architectures that restrict their degrees of
freedom and/or the possible interactions they can experience (e.g., tubulin
tracks guiding linear motion and membranes where ion pumps are embed-
ded).

The variety and elaborateness of systems found in biology have inspired
synthetic chemists to develop artificial chemical engines reproducing the
basic features of biological ones. The field of chemistry that probably con-
tributed most to this attempt is supramolecular chemistry, namely “the
chemistry beyond the molecule, bearing on organized entities of higher
complexity that result from the association of two or more chemical species
held together by intermolecular forces”, as it was defined by Jean-Marie
Lehn [20, 21]. Supramolecular chemists developed effective bottom-up ap-
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proaches [22] to build multi-component molecular architectures with char-
acteristic structures and shapes (e.g. molecular knots [23]) exhibiting pecu-
liar properties and performing specific and targeted functions resembling
those found in nature. In the years, it has become more and more evident
that such an approach can make invaluable contributions to a better under-
standing of molecular-level aspects of the extremely complicated chemistry
that is responsible for some of the aforementioned cellular processes. In-
deed, while probing the same physical principles, supramolecular systems
are much simpler than biological ones in terms of the chemical complexity
of the molecules involved, the sophistication of the tasks they perform (often
proofs-of-concept for targeted behaviors) and in the number of species tak-
ing part to the mechanisms. Moreover, the majority of the experiments are
carried out in solution, thus avoiding cumbersome in vivo measurements or
sample preparation. Therefore, supramolecular systems can be experimen-
tally characterized in great detail, thus offering a unique test-bed for any
theoretical framework aimed at disclosing the working principles of com-
plex nonequilibrium chemical systems.

In the following, a non-exhaustive selection of the most important exam-
ples of synthetic chemical engines is presented, which spans over various
tasks that have been experimentally demonstrated. The focus is on those
systems whose ideal working regime is a nonequilibrium steady state sus-
tained by a continuous power input.

1.2.1 Molecular aeolipiles

We first discuss a class of synthetic chemical engines of great relevance
as – just like Hero’s engine – they proved the concept that it is possible to
obtain an on-average directed rotary motion at the molecular level. This
provided that power is constantly supplied and that a certain degree of ki-
netic asymmetry is introduced in the system’s design. This kind of behavior
in molecular systems, often denoted as directed mechanical motion to stress
that their movement happens in space, has been achieved with various differ-
ent strategies, which gave birth to the field of synthetic molecular motors.

Overcrowded alkene-based light-driven molecular motors

These kind of systems are considered the first working examples of au-
tonomous molecular motors artificially synthesized, as explicitly recognized
by the Nobel committee by awarding Bernard Feringa one third of the 2016

Noble Prize in chemistry for getting “a molecular rotor blade to spin contin-
ually in the same direction” in 1999 (the prize was shared with Jean-Pierre
Sauvage and Fraser Stoddart). Various prototypes sharing the same main
working principles have been realized in the last two decades [24–28], and
a representative example is reported in Figure 3 [29].

Overcrowded alkene-based light-driven molecular motors use ultraviolet
and/or visible light as energy source, which induces photoisomerisation of
an alkene moiety linking two molecular blades (two substituted helicenes in
the original experiment [24]). The motors also undergo thermal helix inver-
sion between the axial and the equatorial isomers of each photoisomer. As
a result, these are four-states motors where a cycle through the states cor-
responds to rotation in space of one part of the motors with respect to the
other along the alkene moiety. In this kind of light-driven systems, asymme-
try in the cycling direction can be introduced in various ways, as it will be
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Figure 3: Exemplary overcrowded alkene-based light-driven molecular motor. Re-
action scheme and molecular structure of a second-generation light-driven
rotary motor [29]. Dashed arrows show the directed movement of the blue
part of the motor with respect to the red one for the anticlockwise cycle.

systematically analyzed in Chapter 3. Usually, kinetic selection in the pho-
toisomerisation steps is introduced such that photochemical reactions hap-
pens preferentially in one direction and/or thermal relaxations are tuned
such that they are both energetically downhill in one cycling direction [28,
30]. Under appropriate conditions, this kinds of systems are capable of MHz
rotation [25].

Imine-based light-driven molecular motors

In 2006, Jean Marie Lehn proposed to consider compounds containing
imines or their derivatives a minimalist class of unidirectional molecular
rotors itself [31]. As it will be detailed in Chapter 3, photoisomerization
reactions happening along a certain reaction coordinate and through elec-
tronically excited states of the molecule may coexist with a ground-state
thermal pathway connecting the same two isomers, possibly along a differ-
ent reaction coordinate. In imines and related compounds, it may happen
that the photochemical pathway draws an out-of-plane rotation around the
carbon-nitrogen double bond, while the thermal pathway carries out an in-
plane nitrogen inversion. Therefore, when the two isomerization processes
occur in sequence, a full rotation is accomplished. This behaviour has been
experimentally probed in various systems [32, 33], and a model accounting
for its thermodynamic aspects will be given in Chapter 3.

A catenane-based chemically-driven molecular motor

This system was experimentally realized by the Leigh group in 2016 [34],
and it is the first and currently only2 autonomous chemically-fuelled syn-
thetic molecular motor. As shown in Figure 4, it comprises a circular track
with two binding sites of equal stability for a macrocycle. The latter can
shuttle between the two stations, but this mechanical movement can be pre-
vented by two fluorenylmethoxycarbonyl (Fmoc) barriers, which are contin-
uously added and removed via the consumption of a chemical fuel F (Fmoc-
Cl). Directionality emerges under continuous fuel consumption because the
barrier-forming reactions are slower when the macrocycle is proximal to the
barrier-formation site, most likely due to steric crowding effects. This effect
is indicated as kinetic gating and is the molecular origin of kinetic asymme-
try for this system. Instead, the rate constants of all the other reactions are
unaffected by the location of the macrocycle. Thus, on average, shuttling
in the clockwise direction by overcoming the proximal barrier-forming site

2 The Leigh group has successfully synthesized a 4-state autonomous chemically-driven single
bond rotary molecular motor too, but results are still unpublished (private communication).
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Figure 4: A catenane-based chemically-driven molecular motor. Reaction scheme
and molecular structure of the rotary motor [34].

is more likely than shuttling in the counterclockwise direction by overcom-
ing the distal barrier-forming site. To perform a directional cycle, a motor
needs to invert which barrier is in place (vertical reactions in Figure 4). Un-
der the employed experimental conditions, this process occurs via a state
having two barriers simultaneously present, affording the pictured six-state
scheme. Due to its uniqueness and minimalist design, this motor will be
extensively analyzed in Chapter 4. It has also inspired an innovative com-
putational approach to supramolecular chemistry based on grand canonical
monte carlo simulations [35].

Nonautonomus molecular motors

Even if they will not be explicitly analyzed as case studies in this thesis,
we mention here that directed rotary motion has been obtained in nonau-
tonomous systems too. Their functioning is based on a periodic sequence of
external stimuli of different nature (chemical, photochemical, electrochemi-
cal) which need to be repeated for each cycle. Examples include catenane-
based systems reported by the Leigh group [36–38], the molecular motors
based on palladium redox cycle [39] and lactone formation [40] reported by
the Feringa group, and the lactone-based biaryl rotary motor reported in
2005 by the Branchaud group [41].

1.2.2 Molecular pumps

As will become clearer in the next Section 1.3, the fact that they display
directed motion is enough to conclude that all the above systems work in
an out-of-equilibrium regime, eventually reaching nonequilibrium steady
states. As a consequence, they store some energy which, just like we saw
for Hero’s engine, is released and can be in principle used when the power
input is stopped. However, this energy storage capability is more of a side-
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effect of the main cause those systems serve, that is demonstrating directed
mechanical motion in synthetic molecular systems.

Experimental designs explicitly aimed at inducing molecular mechanical
motion such to bias the equilibrium distribution as long as input power
is supplied are often denoted “molecular pumps”. In these systems, in-
put power is used to reach and sustain a nonequilibrium steady state with
respect to a mechanical degree of freedom, i.e., the out-of-equilibrium fea-
ture – and therefore the energy storage capability – is concerned with the
position in space of an object, analogous to macroscopic pumps lifting wa-
ter buckets. Before discussing some examples drawn from supramolecular
chemistry, we stress the difference between molecular pumps – where the
out-of-equilibrium steady state can be in principle maintained as long as
the power input is supplied – and kinetic resolution experiments based on
the Curtin-Hammett principle, which often involve mechanical motion but
where the out-of-equilibrium regime is just transient – i.e., systems are such
that they eventually relax to equilibrium in the long run.

A molecular information ratchet

A prominent example of an autonomous synthetic molecular pump is a
light-driven rotaxane-based system reported in 2007 by the Leigh group [42]
and represented in Figure 5. This system consists of a macrocycle mechan-

Figure 5: A rotaxane-based light-driven molecular pump. Reaction scheme and
molecular structure of the molecular pump in Ref. [42]. For clarity, the
energy transfers from the photosensitizer PhCOCOPh are only shown for
the Z-isomers of the rotaxane. The same processes occur for the equivalent
E-isomers.

ically interlocked on a linear track that has a stilbene unit displaying E/Z
photoisomerization and two binding sites for the macrocycle: a dibenzyl am-
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monium (DBA) and a monobenzyl ammonium (MBA). When the stilbene is
in the E-configuration, the macrocycle can shuttle between the two stations,
but when the stilbene is in the Z-configuration, the macrocycle shuttling is
blocked. Under constant irradiation at 350 nm and in the presence of a light
sensitizer (PhCOCOPh), the distribution of the macrocycle between the two
stations is driven out of equilibrium. In particular, the distribution of the
macrocycle between two binding sites shifts from DBA:MBA = 65:35 (equi-
librium) to DBA:MBA = 45:55 (nonequilibrium steady state), showing that
the macrocycle gets pumped from the DBA to the MBA station when light
energy is supplied. Kinetic asymmetry in this system is introduced thanks
to what is usually called an information ratchet mechanism, i.e., a kinetic bias
in the photoisomerization rate of the stilbene unit which depends on the
position of the macrocycle. Indeed, thanks to a photoinduced energy trans-
fer from the macrocycle, the photoisomerization rate is increased when the
latter resides on the DBA site, thus ratcheting the position of the macrocycle
towards the MBA station (see Figure 5). As will be detailed in Chapter 4,
the mechanism just described involves information transfer between the de-
grees of freedom of the system (macrocycle position and track’s state), and
implements a Maxwell’s demon-like mechanism.

Light-powered bimolecular pumps

In the previous example, the pumping is intra-molecular, as it happens
along an internal degree of freedom of a single (supra-) molecule. A step be-
yond in the field has been the autonomous inter-molecular pumping, where
a molecule is pumped through another one. A first instance of it has been
developed in 2015 by the Credi group, with a second-generation prototype
reported in 2021 [43–45]. As can be seen from Figure 6, the system is directly
inspired to the one previously described but, instead of being interlocked,
here a macrocycle can thread both sides of an asymmetric axle. In fact,

Figure 6: A light-powered bimolecular pump. Reaction scheme and molecular
structure of the first generation supramolecular light-driven pump [43].
Transparency indicates kinetically unfavorable processes.

rather than the energy storage which nevertheless happens, the focus of
the original experiment was more on the linear autonomous unidirectional
motion between the two molecular components. The latter nonequilibrium
behavior happens at steady state thanks to an information ratchet mech-
anism similar to the one described in the previous example: indeed, the
macrocycle enhances the photoisomerization of the axle when threaded in.
In addition, threaded species are energetically favored over not-threaded
ones, but the macrocycle gets slightly destabilized when the axle switches
from E to Z conformation. This kind of effect (which does not depend on
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the macrocycle’s position) is often recognized as an energy ratchet mechanism
in the literature of light-driven molecular motors, and together with the in-
formation ratchet mechanism provides the kinetic asymmetry allowing for
the motor’s functioning. As a consequence, threadering of the macrocycles
into the axles happens preferentially in the E-conformation (and through
the azobenzene side due to steric hindrance), while de-threadering happens
preferentially in the Z-conformation (and through the cyclopentyl side due
to steric hindrance), thus favouring net directed motion of the macrocycles
with respect to the axles when the system is brought out of equilibrium by
light. This class of systems, in particular the second-generation prototype,
will be extensively analyzed in Chapter 3 based on original experimental
data allowing to quantitatively determine the energy storage capability of
the pump in various regimes. Moreover, data from the first prototype will
be used in Chapter 4 to qualitatively and quantitatively disclose the relation-
ship between kinetic concepts like information and energy ratcheting and
thermodynamic quantities.

A chemically-powered bimolecular pump

In the previous example, a single axle can host at most one single macro-
cycle, and its ability to store it is unavoidably decreased by the fact that
the latter can escape from both sides (a feature necessary to obtain linear
unidirectional motion though). The challenge to autonomously pump more
than one macrocycle on a single axle and to store them in an nonequilibrium
steady state as long as power is supplied to the system has been recently ac-
complished by the Leigh group [46]. Moreover, as shown in Figure 7, their
system is chemically-fueled, thus adding up to the few examples of not
light-driven autonomous artificial chemical engines. The working principle

Figure 7: A chemically-powered bimolecular pump. Reaction scheme and molecu-
lar structure (adapted from Ref. [46]).

of this system is somehow similar to that of the catenane-based molecular
motor described in Section 1.2.1, but here the macrocycle has the double
function to promote barrier attachment behind it upon threading and to
suppress subsequent barrier removal until migration to a catchment region
happens. Out of equilibrium steady states with up to 3 macrocycles pumped
on a single axle from a bulk solution as long as power input is provided have



1.2 chemical engines 19

been experimentally characterized. It is worth noticing that the possibility
of having more than one macrocycle threaded on an axle (which can itself
have or not a barrier in place) significantly increases the number of species
in the system with respect to all the previous examples. As one can ex-
pect, while experiments progress, the models describing them get more and
more complex very quickly. This anticipates the natural rising of a branch
of supramolecular chemistry known as systems chemistry, which will be
briefly introduced below (see Section 1.2.4).

An electrically-powered bimolecular pump

As it emerges from the examples discussed so far, autonomous electrically-
driven molecular machines are significantly underdeveloped in comparison
with light-driven and chemically-driven ones. One reason is that, while
photochemical and chemical power inputs can be realized in homogeneous
solutions, generating an electrical potential gradient requires interfacing the
system with two electrodes operating at different potentials. As shown by
Huskens and coworkers, the simultaneous but spatially distinct oxidation
and reduction of redox-active species can be realized with a bipotentiostat
enabling the independent control of two electrodes, thus offering a general
strategy to operate electrochemically-driven systems [47]. Recently, a similar
setup was successfully employed to demonstrate the autonomous operation
of the redox-driven system depicted in Figure 8 [48]. The scheme describ-

Figure 8: An electrically-powered bimolecular pump. Reaction scheme and molec-
ular structure (adapted from Ref. [48]).

ing its functioning resembles that of the light-driven bimolecular pumps
described above, but here oxidation and reduction steps coupling the sys-
tems to the electrodes happen preferentially in separate regions of space.
Such a design can properly be considered an electrically driven molecular
pump according to the definition we gave above, as threading and dethread-
ing motions of the species take place autonomously in solution, reaching
a nonequilibrium steady state where the concentration of the threaded re-
duced species Ared is promoted.

Nonautonomus molecular pumps

Similar to the case of directed rotary motion, molecular pumping has
been achieved in nonautonomous systems too [49]. Among the most noto-
rious examples, we mention the series of rotaxane-based molecular pumps
developed by the Stoddart group starting from 2015

3 [50–52] and the one

3 The first prototype of this series is often recognized as “the first artificial molecular pump” [49]
according to a stricter – and more common – definition than the one used here. A broader
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reported by the Leigh group in 2017 [53]. Both the approaches were recently
applied to demonstrate mechanisorption, i.e. the nonequilibrium pumping
to form mechanical bonds between an adsorbent and an adsorbate [54, 55].

1.2.3 Rotary and linear macroscopic work done by chemical engines

Since they were starting to be conceived, one of the great expectations
from chemical engines has always been that they could one day be em-
ployed to perform useful macroscopic work. Even if far from technological
applications, progress in this direction is significant. Early experimental
demonstrations of the ability of light-powered molecular systems to move
macroscopic objects comprise millimetre-scale directional transport of a liq-
uid on a surface [56] and the rotation of objects exceeding the size of a
motor molecule by a factor of 104 [57]. In 2015, the Giuseppone group
reported on the macroscopic contraction of a gel induced by overcrowded
alkene-based light-driven molecular motors, thus demonstrating the conver-
sion of light energy into volume work mediated by molecular systems [58].
Two years later, molecular modulators were added to the material’s design
to allow for repetitive contraction and expansion respectively controlled by
two different irradiation wavelengths, thus mimicking the mechanism with
which cytoskeleton and titin proteins control sarcomere units in animal mus-
cles [59]. Very recently, Feringa’s molecular motors were also used to drive a
chemical process out of equilibrium, thus realizing transduction from light
to chemical energy through continuous mechanical motion [60].

Experiments probing the possibility to exert macroscopic mechanical work
by using non light-driven molecular system have been done in the realm of
nonautonomous systems [61].

1.2.4 Systems Chemistry

Subcellular and cellular processes – and life by extension – are based on
the chemical conversion of molecules and the storage and transport of en-
ergy. Not coincidentally, cells are often referred as chemical factories, and
biotechnology scaled up this feature towards the use of various kind of cells
in industrial application, both as synthesizers and scavengers. At the core
of a cell’s functioning lies metabolism: a finely-regulated system of coupled
biochemical reactions burning sugars and enabling transformations of the
environment that would hardly occur spontaneously. Metabolism can be
itself thought of as a chemical engine, or as composed of various chemical
engines using energy to perform different tasks (digestion, cellular respi-
ration, energy storage, synthesis of metabolites, regulation, etc.). Contrary
to the examples discussed above, which are based on few species and re-
actions, chemical engines in metabolism are more complex, as they involve
large networks of species and reactions, possibly interdependent and com-
partmentalized. The latter are the study objects of systems chemistry, a
research area rooted in biochemistry and supramolecular chemistry which
expanded their scope towards the understanding and the design of com-
plex chemical reaction networks displaying life-like behaviors, i.e., chemical
engines [62–65].

Exciting progress has been made at the intersection of systems chemistry
and prebiotic chemistry by the reproduction of some of the key metabolic

definition was chosen in this thesis to stress the energetic aspects involved in pumping and to
better fit the narrative.
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reactions in the absence of enzymes by exploiting metal ions [66, 67]. These
have to be considered groundbreaking experiments of our times, as they
provide strong evidences for studying how life originated alongside with
demonstrating the possibility to artificially reproduce complex energy trans-
duction processes such as the Krebs cycle. Beyond literally trying to re-
produce life, research in systems chemistry is expanding the frontiers of
nanoscience, especially in the domain of soft material with life-like proper-
ties such as self-assembly [68], periodic oscillation [69] and adaptation to
the environments both at and out-of-equilibrium [70, 71].

Driven self-assembly

One example of life-like behavior that has been challenging synthetic
chemists is the ability of living systems to control in time and space the
assembly – very often referred as self-assembly to stress that there’s no
external manipulation at the single molecule level – and disassembly of
supramolecular polymers. Prominent examples of this kind of behavior are
the formation of microtubules out of tubulin dimers fueled by guanosine
5’-triphosphate (GTP) [72, 73] and the ATP-driven self-assembly of actin
filaments [74]. In particular, ATP is constantly refreshed in the cytosol by
mitochondria and waste products are removed, thus sustaining steady states
with peculiar properties.

Artificial supramolecular polymers have been developed over the years,
but most of the examples realized so far switches between equilibrium states
in response to external stimuli or reach transient nonequilibrium states even-
tually dying off [75–79]. In 2017, the Hermans group reported on the exper-
imental setup shown in Figure 9 enabling to power chemical systems by
a continuous influx of chemical fuel and outflux of waste products [70].
Thanks to it, they could keep a supramolecular polymer in various nonequi-

Figure 9: Experimental implementation of a chemostatting mechanism. Experi-
mental setup enabling to externally control the concentration of ATP, ADP,
and phosphate ions Pi in the system (adapted from Ref. [70]).

librium steady states where ATP is used to add a charged phosphate group
to the monomers, resulting in polymer growth and switching of supramolec-
ular chirality. The concentration distribution of the species in the system is
modified depending on the influx of the fuel ATP, and relaxes to equilibrium
when the power input stops.

Figure 10 shows a minimalist model describing the fuel-driven self-assembly
of monomers (single spheres) into dimers (pairs of spheres). In particular,
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Figure 10: A model of fuel-driven self-assembly. Reaction scheme for the chemi-
cally driven self-assembly of dimers [80]. Shorter arrows denote unfavor-
able reactions.

the scheme comprises a low-energy monomer (blue sphere) that can self-
assemble to give a high-energy dimer (blue pair of spheres) through reaction
4 in Figure 10. Both the monomer and the dimer also exist in their bound
forms (red spheres), formed and unformed by two couples of reactions in-
volving a chemical fuel F and a waste product W (vertical reactions 1 and 3

in Figure 10). Bound species take part in a self-assembling step too (reaction
2 in Figure 10), possibly favoring the dimeric state. By properly fixing the
concentrations of F and W, a nonequilibrium stationary state rich in the blue
dimer (target species) can be achieved. We notice that this process can be
described both as a nonequilibrium synthesis – where, like in metabolism,
energy is used to promote the formation of high energy species – and as a
more general form of energy storage with respect to the molecular pumps
mentioned above (see Section 1.2.2). Indeed, energy storage by chemical
engines is not necessarily coupled to a mechanical motion, but can be more
broadly understood as a shift of the equilibrium concentration distribution
of the species in a system.

While simple, the model in Figure 10 epitomizes the conceptual elements
of driven self-assembly. For this reason, it has been frequently employed to
discuss the basic principles underlining this phenomenon [68, 80, 81]. This
thesis is no exception, and the model in Figure 10 will be extensively used
in Chapter 2 to discuss possible measures of thermodynamic efficiency in
chemical engines performing energy storage and synthesis.

1.2.5 Final considerations

We are now in the position to clarify in which sense the current situa-
tion of artificial chemical engines shares some similarities with the one of
steam engines at the beginning of the 19

th century described in Section 1.1.4.
Of course, it would be untenable to claim that all the advancements men-
tioned above are more technological than scientific. In fact, the very same
objects and concepts which chemical engines are based on (molecules and
reactions), together with the “various intelligent gadgets to recognize them
without seeing them”, are undoubtedly products of science as it developed
in the past century. Moreover, the economical impetus to develop chemi-
cal engines is almost negligible if compared to the industrial driving force
which pushed steam engines’ development. Nevertheless, it remains widely
acknowledged that up to now attempts to design chemical engines have
been led by chemical intuition and chance, with little opportunity to reli-
ably judge the effectiveness of a machine’s design or performance unless
and until it has been realized experimentally. In particular, a quantitative
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thermodynamic understanding of chemical engines is absent in the experi-
mental literature.

One of the strongest beliefs from which this thesis started is that, at odds
with the situation of steam engines in early 19

th century, the thermodynamic
concepts needed to develop a quantitative understanding of the processes
that drive synthetic chemical engines have already been almost entirely de-
veloped by physicists. However, the strong compartmentalization of fields
and languages which is typical of current scientific research has led to a
situation in which chemists are generally not conversant with contempo-
rary developments in theoretical physics and, vice versa, physicists are not
trained to fully grasp experimental works in the realm of chemistry. Exactly
one year before the beginning of the research work presented in this thesis,
the editorial board of Nature Nanotechnology advocated for a “new genera-
tion of physical chemists” able “to connect supramolecular chemistry to the
out-of-equilibrium thermodynamic concepts being developed by theoretical
physicists” [82]. It is hard to find better words to describe the goal of this
thesis.
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1.3 thermodynamics of chemical systems
Imagine an A intimately united with a B, so that no force is able to sunder them;

imagine a C likewise related to a D; now bring the two couples into contact: A will
throw itself at D, C at B, without our being able to say which first deserted its

partner, which first embraced the other’s partner.

— Johann Wolfgang von Goethe, Elective Affinities
(Penguin Group, 1971. Original version in German: 1809)

The present thesis started from asking whether it is possible to provide
a thermodynamic analysis of the chemical engines discussed in Section 1.2
that is similar in its extent to the one that classical thermodynamics formu-
lated for macroscopic engines, which we discussed at the end of Section 1.1.
Therefore, what we seek is a theoretical framework able to deal with chemi-
cal reaction networks of various complexity – from small molecular motors
to metabolism – which exchange and process energy and/or matter in differ-
ent forms (chemicals, light, heat). Ideally, we also want to recover a picture
where chemical engines are powered by virtue of some forces externally
imposed by the reservoir and that one can in principle control as with the
temperature gradient of an heat engine. This will allow us to define the
power input of chemical engines and, together with the notion of work de-
livered by a chemical system, to define efficiencies on the basis of which to
evaluate their performance.

Historically, the driving force that powers chemical reactions has been
referred to as “affinity”. To use the words4 of René Marcelin (1885-1914),
“the notion of affinity first appeared in science with a metaphysical charac-
ter” [1], and the word has been used for centuries to name different observ-
ables. This probably contributes to a certain aversion for the use of the term
in the current scientific literature. In this thesis, the contemporary concept
of affinity [2] as it developed in chemical thermodynamics will be exten-
sively used. Actually, it can be argued that the approach followed in this
work is rooted into the many efforts to quantify the affinity and, therefore,
to predict the direction of a chemical reaction.

As mentioned at the end of the previous Section, most of the crucial steps
needed to conceptually treat chemical engines at the thermodynamic level
have been accomplished. In the following, we review the key assumptions
and results which will be used throughout the following chapters. This will
also allow us to systematically introduce the notation and further contex-
tualize the original contributions of the thesis. Notice that logical order is
preferred to the historical one when necessary and, especially when review-
ing the oldest results, their modern formulation will be used in order to give
a consistent and easier-to-follow presentation.

1.3.1 Mass action kinetics

Consider a generic double replacement reaction as it typically occurs
when an acid reacts with a base or when two salts react together in solu-
tion – we will not go as far as Goethe in saying that this process can even
represent love affairs:

AB + CD
k+

k−
AD + CB . (7)

4 Freely translated from French.
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The reaction mechanism will be considered elementary, that is both the for-
ward and the backward reactions happen in one step passing through the
same fast intermediate state (the activated state) [3–5]. When the number of
reacting molecules is high, they are well mixed and their concentrations are
small compared to the solvent, the reaction current in isothermal conditions
is usually very well described by mass action kinetics:

J = k+zABzCD︸ ︷︷ ︸
J+

−k−zADzCB︸ ︷︷ ︸
J−

, (8)

where the zσ’s denote concentrations (moles per unit of volume) and the k’s
are reaction-specific rate constants – originally called “affinity constants” [6]
– which are positive and depend on the temperature T. Their expression
was first formulated by Svante Arrhenius (1859-1927) based on experimental
data [7]

k± = CAe
E±
RT (9)

where CA is a factor common to both the forward and the backward reac-
tion, and E± is called activation energy of the reaction. The current J is typ-
ically expressed in units of molV−1s−1, and measures the net rate at which
reactants are converted into products. For instance, the concentrations of
the species in reaction (7) will vary in time according to

−di
tzAB = −di

tzCD = di
tzAD = di

tzCB = J , (10)

with the superscript “i” indicating that concentrations change due to pro-
cesses that are internal to the system and not due to exchanges with ex-
ternal reservoirs of matter. As we will see in Chapter 2, other expressions
may be possible for reaction currents which better fit particular experimen-
tal conditions, but from now on mass action kinetics will be assumed unless
otherwise specified. This is consistent with the ideal dilute solution model,
which treats solutions as a mixture of ideal gases. In fact, mass action kinet-
ics as in equation (8) was first inferred from experimental data [6], and only
later justified with a microscopic hypothesis rooted into collision theory [8].
As easily checked via equation (10), the following quantities are constant
over time as reaction (7) takes place:

LA = zAB + zAD , LC = zCD + zCB , LD = zAD + zCD (11)

and account for the fact that the total amounts of moieties A, C, and D

are independently conserved whatever the system’s state. Note that the
total amount of B is conserved too, but the corresponding conservation law
is already encoded in equations 11 (indeed: LA + LC − LD = zAB + zCB).

We are now in the position to define the concept of chemical equilibrium
from a kinetic viewpoint, that is the condition of null current:

J(eq) = k+z
(eq)
AB z

(eq)
CD︸ ︷︷ ︸

J
(eq)
+

−k−z
(eq)
AD z

(eq)
CB︸ ︷︷ ︸

J
(eq)
−

= 0 . (12)

The above condition (J+ = J−) is also known as detailed balance [9] or principle
of microscopic reversibility, first introduced by Richard Tolman (1881-1948) as
“a new postulate which perhaps cannot yet be stated in its final form, but
which requires in a general way in the case of a system in thermodynamic
equilibrium not only that the total number of molecules leaving a given
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state in unit time shall on the average equal the number arriving in that
state in unit time, but also that the number leaving by any particular path
[(J+)] shall on the average be equal to the number arriving by the reverse
of that particular path [(J−)]” [4]. Since equations (11) and (12) are four
independent constraints that the four concentrations must satisfy, given the
values of the conserved quantities the chemical equilibrium is unique for
mass action kinetics. It follows that, at equilibrium:

Q(eq) ≡ z
(eq)
AD z

(eq)
CB

z
(eq)
AB z

(eq)
CD

=
k+

k−
≡ Keq . (13)

The ratio of kinetic rates (Keq) is called equilibrium constant of the reaction,
while the ratio on the left hand side (Q = zADzCB/zABzCD) is called the re-
action quotient. As shown by Lars Onsager (1903-1976) with his celebrated
reciprocal relations [10], the principle of microscopic reversibility has conse-
quences which go beyond the equilibrium state and which we will further
explore in Section 1.3.5.

In contrast with the terminology of the original works introducing mass
action kinetics – in which the affinity which causes reactants (products) to
react is quantified as J+ (J−) –, it is useful to introduce here the modern
expression for the chemical affinity of reaction from the kinetic viewpoint:

A ≡ RT ln Keq − RT lnQ = RT ln
J+

J−
, (14)

where R is the gas constant. Whenever A 6= 0 (Q 6= Keq), the reaction is in a
nonequilibrium state evolving forward towards the product (J > 0) if A > 0
(Q < Keq) or backward towards the reactants (J < 0) if A < 0 (Q > Keq).

1.3.2 Chemical potentials

The current formulation of the laws of thermodynamics for chemical sys-
tems is mainly due to Josiah Willard Gibbs (1839-1903). In his seminal work
“On the Equilibrium of Heterogeneous Substances” [11] published between
1875 and 1878, he considers – among other examples – a solution of chem-
ical species as a system in contact with a single reservoir at temperature T
and pressure P (e.g., a solution in a beaker surrounded by air). For such
a system, the balances of internal energy (equation (1)) and entropy (equa-
tion (2)) introduced in Section 1.1 boil down to

dtU = Q̇+ Ẇ (15)

and

dtS =
Q̇

T
+ Σ̇ , (16)

which can be combined into the following equation

dtU = TdtS+ Ẇ− TΣ̇ . (17)

One of the key ideas of Gibbs has been to express Ẇ in terms of chemical
contributions adding up to the mechanical one:

Ẇ = −PdtV︸ ︷︷ ︸
Ẇmech

+
∑
σ

µσde
tNσ︸ ︷︷ ︸

Ẇchem

, (18)
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where V is the volume of the solution, while Nσ and µσ are respectively
the number of moles and the chemical potential of species σ. It should be
stressed here that Gibbs did not account for the possibility that the amount
of a species changes due to chemical reactions – which are nonequilibrium
processes not controllable from the exterior –, but he only considered varia-
tions to external additions or extractions, as denoted by the superscript “e”
in de

tNσ. For a quasi-static equilibrium process (Σ̇ = 0), we can therefore
write

dU(eq) = TdS(eq) − PdV(eq) +
∑
σ

µ
(eq)
σ deN

(eq)
σ . (19)

In the above expression and in the following, the superscript “(eq)” stresses
that equation (19) is only valid for those idealized processes where the sys-
tem is at any time in equilibrium with the reservoirs. Since such a transfor-
mation can only be realized in an infinite amount of time, we also switched
from time derivatives dt to differentials d, as we are now looking to how U

varies for an infinitesimal variation of the extensive variables. To fix ideas,
as an example of equilibrium process one can imagine that an infinitesi-
mal amount of solvent S (assumed as chemically inert) is very slowly (i.e.,
quasi-statically) added to the solution such to cause an infinitesimal varia-
tion of the volume (dV) and of its own mole number (dNS). In such a pro-
cess, −PdV and µSdNS are respectively the mechanical and the chemical
infinitesimal work performed on the system by the external manipulation
(delivered by the system when negative). From equation (19), µ(eq)

σ can be
formally defined as

µ
(eq)
σ =

(
∂U(eq)

∂Nσ

)
S,V ,Nj 6=σ

. (20)

To obtain a more useful expression of the chemical potentials, we first no-
tice that the internal energy U is homogeneous of degree one in the exten-
sive variables S, V and {Nσ}. By applying Euler’s theorem for homogeneous
functions [12], we can therefore write:

U(eq) = TS(eq) − PV(eq) +
∑
σ

µ
(eq)
σ N

(eq)
σ , (21)

from which we get

S(eq) =
U(eq)

T
+
PV(eq)

T
−
∑
σ

µ
(eq)
σ N

(eq)
σ

T
. (22)

If we now differentiate the last expression and compare it with equation (19),
we deduce one possible representation of the well known Gibbs-Duhem
relation:

U(eq)d
(
1

T

)
+ Vd

(
P

T

)
−
∑
σ

N
(eq)
σ d

(
µ
(eq)
σ

T

)
= 0 , (23)

which bounds the variations of chemical potentials in the system with the
quasi-static (equilibrium) manipulation of T and P. We now resort to the
ideal dilute solution model, thus considering each species σ to indepen-
dently behave as an ideal gas obeying the following well known equations
of state:

P
(eq)
σ V =N

(eq)
σ RT (24a)

U
(eq)
σ =

fσ

2
N

(eq)
σ RT , (24b)
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where P(eq)
σ = PN

(eq)
σ /

∑
σN

(eq)
σ is the partial pressure of species σ and

fσ is the numbers of nuclear degrees of freedom of the molecular species
constituting the gas. Notice that, by virtue of the independence assumption
we have U(eq) =

∑
σU

(eq)
σ , S(eq) =

∑
σ S

(eq)
σ , P =

∑
σ P

(eq)
σ and N(eq) =∑

σN
(eq)
σ , and the above equations (15) and (16) can be specialized for each

species σ. By using relations (23), we can therefore write, for a single species,
the following equation

N
(eq)
σ d

(
µ
(eq)
σ

T

)
= U

(eq)
σ d

(
1

T

)
+ V(eq)d

(
P
(eq)
σ

T

)
, (25)

which, upon substitution of the equations of state (24), leads to

d

(
µ
(eq)
σ

T

)
=
fσ

2
RTd

(
ln
1

T

)
+ RTd

(
lnP(eq)

σ

T

)
. (26)

The above equation can now be integrated to obtain(
µ
(eq)
σ

T

)
=
fσ

2
RT

(
ln
T0
T

)
+ RT

ln
P
(eq)
σ T0

P
(eq)
0,σ T

+

µ(eq)
0,σ

T

 , (27)

where the subscript 0 denotes an arbitrary reference equilibrium state from
which the integration started. By recalling that P(eq)

σ = PN
(eq)
σ /

∑
σN

(eq)
σ ,

we can nicely recast the equilibrium chemical potential of a species σ as

µ
(eq)
σ = µ0σ + RT ln

N
(eq)
σ∑
σN

(eq)
σ

, (28)

where µ0σ is an arbitrary reference chemical potential which only depend on
T , P and on the chosen reference state.

1.3.3 Gibbs free energy

Often in chemistry, systems are operated in practically isothermal, iso-
baric, and isochoric conditions. By using another idea of Gibbs, we define
the Legendre transform of the internal energy named Gibbs free energy (G),
whose balance equation reads

dtG = −SdtT + VdtP+
∑
σ

µσde
tNσ − TΣ̇ . (29)

Its meaningfulness for chemistry is readily demonstrated by considering a
typical process happening at costant temperature and pressure in finite time
(dtT = dtP = 0):

Ẇchem − dtG = TΣ̇ > 0 . (30)

In words, the time variation of G corresponds to the amount of chemical
power (Ẇchem =

∑
σ µσde

tNσ) injected in the system which does not get
dissipated as TΣ̇. In the limit of an equilibrium process (Σ̇ = 0), all the
chemical work is used to shift the Gibbs free energy and, vice versa, the time
variation of the Gibbs free energy corresponds to the maximum chemical
power that can be extracted from the system:∑

σ

µ
(eq)
σ deN

(eq)
σ = dG(eq) . (31)
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Since the Gibbs free energy is a homogeneous function of degree one in
{Nσ}, its equilibrium expression can be found by applying Euler’s theorem
to equation (31):

G(eq) =
∑
σ

µ
(eq)
σ N

(eq)
σ =

∑
σ

(
µ0σ + RT ln

N
(eq)
σ∑
σN

(eq)
σ

)
N

(eq)
σ . (32)

In the literature about synthetic chemical engines, systems are often char-
acterized in terms of species concentrations zσ = Nσ/V . It will be therefore
more convenient to work with the Gibbs free energy per unit of volume
(G(eq)
V = G(eq)/V):

G
(eq)
V =

∑
σ

(
µ0σ + RT ln

z
(eq)
σ∑
σ z

(eq)
σ

)
z
(eq)
σ . (33)

We can now further exploit the ideal dilute solution model by considering
that

∑
σ zσ ≈ zS (we remind that S denotes the solvent), hence:

G
(eq)
V =

∑
σ 6=S

(
µ0σ + RT ln

z
(eq)
σ

zS

)
z
(eq)
σ +

µ0S − RT ln

∑
σ 6=S z

(eq)
σ + zS

zS

 zS .

(34)

Notice that, as the volume V of the solution is dominated by the volume
of the solvent S itself, and the latter is assumed to be chemically inert,
zS is a property of the pure solvent which only depends on T and P. As∑
σ 6=S z

(eq)
σ � zS, the last equation simplifies to:

G
(eq)
V =

∑
σ6=S

(
µ0σ + RT ln

z
(eq)
σ

zS

)
z
(eq)
σ + µ0SzS − RT

∑
σ 6=S

z
(eq)
σ

=
∑
σ6=S

(
µ◦σ + RT ln z(eq)

σ − RT
)
z
(eq)
σ + µ0SzS (35)

where µ◦σ = µ0σ−RT ln zS is called standard chemical potential of the species σ.
Notice that both µ◦σ and µ0SzS are solvent-specific quantities, but they do not
depend on the current chemical equilibrium. In particular, the term µ0σzS
cancels out in most of the practical applications, where differences in the
Gibbs free energy along isothermal, isobaric, and isochoric transformations
conserving the total amount of solvent are considered.

1.3.4 Local equilibrium

Expressions like equation (35) are strictly valid only when the system
is at thermodynamic equilibrium. Despite equilibrium thermodynamics -
– which could be called thermostatics as all dynamic aspects are made in-
finitely slow such that time is not an explicit variable [13] – being of ex-
treme theoretical importance and practical usefulness, we are here inter-
ested in studying chemical reactions, which are dynamic processes occur-
ring in finite time among generic nonequilibrium states of the systems. As
pioneered by Théophile de Donder (1872-1957), Lars Onsager and Ilya Pri-
gogine (1917-2003), the results obtained above can be extended to nonequi-
librium processes via the so-called assumption of local equilibrium [14–18].
For well mixed ideal dilute solutions of reacting chemical species, assuming
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local equilibrium is analogous to assuming that the nonequilibrium nature
of the thermodynamic description is solely due to the concentrations’ dis-
tribution. Thus, what is assumed is that thermal equilibration and spatial
equilibration following any reaction event are much faster than any reaction
time scale [19–21]. As a consequence, at any time the system is locally in
equilibrium with respect to the reservoirs, and all of the corresponding in-
tensive thermodynamic variables are well defined and equal everywhere in
the system. This suggests that nonequilibrium states can be described by
thermodynamic functions (e.g., GV , µσ) whose expressions are the equilib-
rium ones, but where equilibrium concentrations are replaced by the actual
ones [12, 16, 17]. For instance, the nonequilibrium Gibbs free energy density
reads:

GV =
∑
σ 6=S

(µσ − RT) zσ + µ0SzS =
∑
σ 6=S

(µ◦σ + RT ln zσ − RT) zσ + µ0SzS ,

(36)

and the chemical potential for species σ which are not the solvent reads

µσ = µ◦σ + RT ln zσ . (37)

To check the consistency of the local equilibrium assumption and its con-
sequences, consider the simple example of an ideal dilute solution closed to
matter exchanges where T , P and V are constant and just reaction (7) takes
place. As the system is closed (de

tzσ = 0), no chemical work is performed
and the only changes in time of the concentrations are due to reaction (7)
(dtzσ = di

tzσ). By computing the time derivative of GV in equation (36) via
equation (10) and plugging it into the general balance (29), we obtain one of
the main results of De Donder [14] specialized to the example that we are
considering:

dtGV =
∑
σ 6=S

µσdi
tzσ = (−µAB − µCD + µAD + µCB)J = −TΣ̇V 6 0 . (38)

Its importance lies in the connection that it draws between the current J of
the chemical reaction (a dynamic quantity) and the dissipation rate per unit
volume TΣ̇V . The proportionality constant can be interpreted as the thermo-
dynamic force driving the reaction, i.e. its affinity from the thermodynamic
viewpoint:

A ≡ µAB + µCD − µAD − µCB . (39)

From equation (39), we can give a thermodynamic definition of chemical
equilibrium as a state with null affinity:

A(eq) = µ
(eq)
AB + µ

(eq)
CD − µ

(eq)
AD − µ

(eq)
CB = 0 . (40)

Another important consequence of equation (38) is that the time deriva-
tive of the Gibbs free energy must be always negative except when the sys-
tem is at equilibrium. We stress that this is a condition on GV and not
a property of the expression we assumed based on the local equilibrium.
We will therefore need to verify or make sure that this condition holds, a
problem which is discussed below (see Section 1.3.5). We now show that
GV as defined in equation (36) has the property to be lower bounded by its
equilibrium value Geq

V when the system is closed. Indeed:

GV −G
(eq)
V =

∑
σ6=S

µσzσ − µ
(eq)
σ z

(eq)
σ − RT(zσ − z

(eq)
σ ) , (41)
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which follows directly from equation (36). To proceed, we exploit the con-
servation laws in equations (11) to prove that∑

σ 6=S
µ
(eq)
σ z

(eq)
σ = µ

(eq)
AB z

(eq)
AB + µ

(eq)
CD z

(eq)
CD + µ

(eq)
AD z

(eq)
AD + µ

(eq)
CB z

(eq)
CB =

= LAµ
(eq)
AB + LDµ

(eq)
CD + (LC − LD)µ

(eq)
CB + z

(eq)
AD (µ

(eq)
AD + µ

(eq)
CB − µ

(eq)
AB − µ

(eq)
CD︸ ︷︷ ︸

=0

) =

=
∑
σ 6=S

µ
(eq)
σ zσ . (42)

By plugging the above result into equation (41), we find

GV −G
(eq)
V = RT

∑
σ 6=S

zσ ln
zσ

z
(eq)
σ

− (zσ − z
(eq)
σ ) , (43)

where we also used equation (37). The difference in equation (43) is never
negative by virtue of the logarithm inequality (ln x 6 x− 1), thus proving
that G(eq)

V is the minimum possible value of GV as long as the system stays
closed to matter exchanges. As we will see in Chapter 2, this result is not
restricted to this specific example and is valid as long as ideal dilute solu-
tions are considered. Moreover, equation (43) and equation (38) together
show that the Gibbs free-energy density GV acts as a Lyapunov function
for the systems’ dynamics [22–24], meaning that the time evolution of the
concentrations distribution always minimizes GV – this, as we will see, as
long as the system remains closed to matter exchanges. For this reason, GV
is said to be the proper thermodynamic potential for closed systems [12].

We conclude this section by noticing that, by virtue of equation (30) in-
tegrated over time, the quantity GV − G

(eq)
V can be identified as the free

energy stored per unit volume in a system with a certain concentrations dis-
tribution {zσ}. Indeed, this quantity coincides with the free-energy released
by the system per unit volume while relaxing from {zσ} to {z

(eq)
σ }, which in

turn quantifies the maximum amount of chemical work that can in principle
be extracted from the process.

1.3.5 Local Detailed Balance

As anticipated in the previous section, we still need to verify or make
sure that the expression in equation (36) that we picked for GV satisfies
equation (38) (dtGV = −TΣ̇V < 0, except at equilibrium), i.e., it is con-
sistent with the second principle of thermodynamics. To do so, based on
the empirical evidence, we require that the kinetic and thermodynamic def-
inition of chemical equilibrium coincide, that is equivalent – in the local
equilibrium assumption – to impose that the kinetic definition of affinity in
equation (14) coincides with the thermodynamic definition in equation (39).
For reaction (7) undergoing mass action kinetics, due to the principle of
microscopic reversibility the latter requirement is satisfied if and only if

RT ln Keq = RT ln
k+

k−
= µ◦AB + µ◦CD − µ◦AD − µ◦CB . (44)

The above condition guarantees that the system relaxes to thermodynamic
equilibrium when closed, and that the latter is exactly the unique detailed
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balance state from a kinetic viewpoint. Indeed, by combining equations (38)
and (44), we get

dtGV = −TΣ̇V = −(J+ − J−)RT ln
J+

J−
6 0 , (45)

where the inequality is automatically verified.
The condition in equation (44) exemplifies the general idea that, in order

for a model to be thermodynamically consistent, the ratio of forward and
backward rate constants of a single reaction must obey a precise constraint.
The first person who realized this was probably Marcelin, who gave a for-
mulation of the constraint in equation (44) in terms of what it is now called
the standard Gibbs energy of activation5, which he introduced as the free en-
ergy of the common activated state that both the forward and the backward
pathway of an elementary reaction have to overcome in order to happen.
Indeed, based on an argument of thermodynamic consistency with a result
obtained by Jacobus van ’t Hoff (1852-1911) about the temperature depen-
dence of the equilibrium constant, Marcelin concluded that the energy of the
molecules in the activated state has to be the same regardless of the direc-
tion in which the reaction is taking place [1, 4]. Marcelin also introduced the
concepts of potential energy surface and reaction coordinates to describe a
chemical reaction in terms of a point moving in a state space [25]. His work
can be considered as the first theoretical treatment of the rates of a chem-
ical reaction justifying Arrhenius equation and as the groundwork for the
development of transition state theory in the thirties of the 20

th century [26].
From condition (44), we can also derive the following expression for the

affinity of a reaction

A = RT ln
J+

J−
, (46)

which is sometimes called the Marcelin-De Donder equation [27, 28] or flux-
force relation [29]. It holds for all elementary reactions following mass-
action kinetics, but it has been shown that under certain conditions also
coarse-grained non-elementary reactions can satisfy it [29, 30]. Actually, it
has been proposed to redefine the notion of elementary reaction on a ther-
modynamic ground – instead of on a mechanistic one as it is traditionally
done [5] – as those reactions whose fluxes obey equation (46) [27, 31].

Equation (46) will be largely exploited in the following chapters and it
is central in the most recent development of chemical thermodynamics. It
clearly shows that for elementary reactions the sign of the current always
coincides with that of the affinity. Surprisingly, to the best of our knowledge
De Donder did not use it up to 1936 even if he had all the elements to write
it, while Prigogine recognized in 1955 that “this equation expresses fairly
generally the relation between reaction rate and affinity” [32]. However, up
to 1967 Prigogine was also admitting the possibility that the product of the
reaction affinity and the associated current (AρJρ, where the subscript ρ
denoted a specific reaction) can be negative in case the reaction is coupled
with another one, without specifying that this is not true for elementary
reactions (commonly assumed in theoretical works) [33]. This kind of mis-
leading claims disappeared in later works [12], suggesting that the relevance
of equation (46) emerged with time. More recently, equation (46) started to
be broadly assumed in part of the biochemical literature [34–36] even if its

5 Marcelin used the term “equilibrium affinity” for it, which we avoid here for obvious reasons
of clarity.
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validity is not granted for non elementary reactions and always needs to be
proven [29, 30, 37].

In this thesis, condition (44) will be denoted as local detailed balance. Such
terminology has been introduced for the first time in a 1983 paper by Katz,
Lebowitz and Spohn [38], but the concept is rooted in the attempts made
by the statistical mechanics community to model generic nonequilibrium
systems. According to Christian Maes [39], the idea of local detailed balance
traces back in the works from Bergmann and Lebowitz in 1955 [40]. In that
context, local detailed balance is the name given to a constructive principle
for physically sound models describing nonequilibrium phenomena.

For cyclic chemical processes, local detailed balance implies a constraint
derived by Onsager in 1931 as a direct consequence of microscopic reversibil-
ity [10]. This is the reason why the two concepts are sometimes superim-
posed in the literature. Here, we will keep them distinct by considering
microscopic reversibility as a mechanistic constraints and local detailed bal-
ance as a thermodynamic constraint. Such a distinction will be relevant
in Chapter 3, where photochemical systems will be analyzed. Indeed, one
can argue that elementary photophysical processes do not obey microscopic
reversibility in the original sense [41], but as we will show they are still
constrained by local detailed balance.

1.3.6 Open systems

Until now, our thermodynamic description of nonequilibrium chemical
processes has been limited to closed systems in contact with a unique ther-
mal reservoir, whose only possible long-time behavior is a relaxation to-
wards equilibrium. However, chemical engines as those described in Sec-
tion 1.2 are systems which receive some input power from the environment
in the form of light or matter and process it to maintain nonequlibrium
steady states. As anticipated, the problem of how to include light in the
description will be faced in Chapter 3. Here, we introduce the basic con-
cepts needed to treat open chemical systems continuously exchanging mat-
ter with the exterior, where terms like de

tzσ are not null. In particular, we are
interested in those systems where the exchange of matter is such to fix the
chemical potentials of some of the species in solution (and therefore their
concentrations in the ideal dilute solution model, see equation (37)). This
kind of openess is widespread in the biological context, where homeostatic
processes tune the concentrations of many species (e.g., the pH window is
kept quite narrow), but it is very common also in laboratory experiments.
The continuous flow reactor mentioned in Section 1.2.4 (see Figure 9) is an
example of chemiosmotic regulation through semipermeable membranes,
while other mechanisms allowing to control concentrations are buffer solu-
tions, the continuous addition of a species to compensate for its depletion
and the continuous removal of a species to prevent its accumulation (this
can be done with scavenger species or by evaporation when the species to
eliminate are volatile). In some cases, when a species is very abundant,
its concentration can also be considered as constant since variations in its
concentration are negligible on the time scale of interest. All these cases
will be modeled with the concept of chemostats: large chemical reservoirs
characterized by a chemical potential in contact and constantly in equilib-
rium with the system. A species which is exchanged is therefore said to be
chemostatted, and its concentration (zc) is controlled according to:

πc = dtzc = di
tzc + de

tzc = di
tzc + Ic , (47)
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where Ic = πc−di
tzc is the exchange current with the corresponding chemo-

stat. The term πc defines the protocol by which the concentration zc is reg-
ulated, and we will always consider πc = 0 (constant chemotatting) unless
otherwise specified.

When the system is open to matter exchanges, the Gibbs free energy den-
sity as defined in equation (36) ceases in general to be a proper thermody-
namic potential. As pointed out by Alberty [42–45], this is analogous to
what happens in statistical mechanics when passing from the canonical to
the grand canonical-ensemble. There, the grand-canonical partition function
proves to be the right thermodynamic potential. In open chemical systems,
as usually only some of the species are exchanged, the proper thermody-
namic potential is commonly called semi-grand Gibbs free energy density, here
denoted GV . As an illustration, consider the reaction (7) in a solution where
the species AB is chemostatted. From equation (30), we have:

µABIAB − dtGV = TΣ̇V > 0 , (48)

where IAB = −J by virtue of equations (47) and (10), as dtzAB = −J +

IAB. From equation (48), it is not granted anymore that GV monotonically
decreases in time. As a consequence, the Gibbs free energy density does
not play the role of a Lyapunov function for the open system dynamics.
However, by noticing that dtLA = IAB, we can write

−dtGV = −dt(GV − µABLA) = TΣ̇V > 0 , (49)

from which it follows that the semi-grand Gibbs free energy density GV =

GV − µABLA is a state function whose time derivative is never positive.
Moreover, based on what has been discussed in Section 1.3.4, it is straight-
forward that

GV − G
(eq)
V = RT

∑
σ 6=S,AB

zσ ln
zσ

z
(eq)
σ

− (zσ − z
(eq)
σ ) . (50)

It follows that GV is lower bounded by its equilibrium value, and therefore
it is a Lyapunov function for the open dynamics. With this, we proved the
non-trivial result that the open system will relax to the equilibrium state
minimizing GV in the long time limit, which acts as a proper thermody-
namic potential. At equilibrium, the concentrations will satisfy

z
(eq)
AD z

(eq)
CB

z
(eq)
CD

=
k+

k−
zAB , (51)

showing that the chemostatted concentration zAB acts as an external param-
eter tuning the equilibrium distribution. Indeed, by changing zAB, one can
for instance shift the equilibrium distribution towards high or low values
of z(eq)

CD . This is a working principle of many molecular machines (called
molecular switches in the literature) and regulatory mechanisms, which for
instance respond to a sudden modification of the pH by relaxing to a new
equilibrium. As we will show more generally in Chapter 2, this kind of be-
havior holds for open systems as long as each chemostatted species can be
separately associated to a conserved quantity which is broken with respect to
the closed system (in our example, LA gets broken due to the chemostatting
of AB). As a consequence, all chemical systems with only one chemostatted
species will eventually relax towards equilibrium, as chemostatting always
breaks the total mass conservation with respect to the closed system.
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In order to drive a chemical system towards nonequilibrium steady states,
chemostatting must be such as to allow for a continuous flow of matter
from one or more input chemostats to one or more output ones mediated by
chemical reactions in the system, in analogy with an heat engine mediating
a continuous heat flow from the hot reservoir to the cold one. The condi-
tions under which open chemical systems can be maintained in nonequilib-
rium steady states will be systematically analyzed in Chapter 2. Here, we
conclude by noticing that in case of driving of a chemostatted concentra-
tion (πc 6= 0 in equation (47)), even a single chemostat may be effective in
preventing the system to reach equilibrium. In particular, periodic nonequi-
librium steady states can be reached when the driving itself is periodic, as
in the nonautonomous chemical engines mentioned in Section 1.2. Despite
the fact that such kind of experiments will not be specifically analyzed in
this thesis, the framework presented in Chapter 2 considers the possibility
of nonautonomous driving and is therefore directly applicable to nonau-
tonomous open systems.

1.3.7 Chemical reaction networks

Until now, we discussed general concepts by referring to a single ele-
mentary reaction as an example. However, the chemical engines that we
aim to study in this thesis are systems based on many species and reactions,
namely chemical reaction networks. Even though the system-specific approach
that we followed to derive the above results can be in principle applied to
study more complex systems, it soon becomes very cumbersome, and a
general approach to systematically analyze chemical reaction networks is
therefore desirable.

In this thesis, we will leverage a rigorous mathematical description of
chemical reaction networks mainly formulated by Feinberg [46], Horn, Jack-
son [47], and Oster [48], who established connections between the topo-
logical properties of the network of reactions and its dynamical behaviour.
Crucial contributions then came from Terrell Hill (1917-2014) and Schnaken-
berg, who employed graph-theoretical techniques to characterize dynamic
and thermodynamic properties of nonequilibrium steady states in terms of
cycles, i.e., cyclic sequences of reactions which leaves unalterated the state
of the system [49, 50]. Their works lie at the basis of the current formu-
lation of the thermodynamics of chemical reaction networks from which
this thesis got underway [51, 52]. The main advantage of this approach is
that it provides general algebraic recipes to express conservation laws, ther-
modynamic constraints and thermodynamic quantities of in principle any
chemical system, provided that the full network is known.

1.3.8 Stochastic thermodynamics

In the following chapters, we will exclusively focus on the so-called de-
terministic chemical reaction networks, namely chemical systems where the
number of species is large enough to make it reasonable to focus on the
average dynamics. However, it is worth mentioning that starting from the
second half of the 20

th century a growing interest for small chemical systems
appeared, especially due to new experiments probing biochemical processes.
This prompted the physical chemistry community to develop stochastic de-
scriptions of the chemical dynamics, since when low numbers of molecules
are concerned a deterministic description where concentrations follow mass-
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action kinetics loses its predictive power. Instead, small systems are well
described in terms of master equations or chemical master equations, de-
scribing the time evolution of the probability of observing a molecule in a
certain chemical state or the probability of observing a certain population of
molecules [53–55]. Hill was among the first to investigate biochemical sys-
tems as small fluctuating engines by introducing the concept of free energy
transduction to describe the average work performed by a chemical force to
drive another chemical process against its spontaneous direction [50, 56].
However, his results were limited to linear (i.e., exclusively comprising uni-
molecular or pseudo-unimolecular reaction) chemical reaction networks at
steady state. Nevertheless, Hill’s works directly inspired important results
on the thermodynamic constraints that molecular motors must obey, which
revealed the key role played by kinetic factors in their design [57, 58].

A more comprehensive thermodynamic description of the fluctuating dy-
namics of small chemical systems was pioneered by the so-called Brussels
school of thermodynamics, which following in De Donder’s footsteps con-
tributed to the foundation of what is currently known as stochastic thermody-
namics [59–61]. Crucially, thanks also to many other contributions, nonlinear
stochastic dynamics and their connection with the deterministic description
were addressed, but the main focus was still on steady states and their sta-
bility [62–64]. These works drew the attention of the physics community
towards investigating the laws of thermodynamics at small scales, and the
last two decades in particular witnessed remarkable new developments in
stochastic thermodynamics, which extended its realm of applicability to the
study of generic small fluctuating systems driven arbitrarily far from equi-
librium [65–69].

In the realm of stochastic thermodynamics, what is most relevant for this
thesis is the recent progress done in the description of chemical reaction
networks [70–72], in energy conversion in finite time [73], and in the connec-
tions that have been drawn between thermodynamics and information the-
ory [74]. Concerning the former, the most recent stochastic thermodynamic
approach to chemical reaction networks [72] is entangled with the determin-
istic description of chemical reaction networks developed by the research
group in which this thesis was carried on [52]. The analysis of conserva-
tion laws [75], the mathematical techniques [72, 76], and the coarse-graining
strategies [29, 30, 77] first developed for stochastic chemical reaction net-
works will all be central tools in the following chapters. Concerning energy
conversion, we will avail of results from the so called finite time thermo-
dynamics [73, 78] about the study of the trade-offs between efficiency and
power [79–82]. In particular, ideas from stochastic thermodynamics have
been largely employed to study free-energy transduction in simple models
directly inspired to biological chemical engines such as motor proteins and
pumps [83–93]. Apart from some tailored analyses [94–96], most of those
studies are still far from being quantitatively comparable with the experi-
ments in the biological realm, but nonetheless they will here provide inspi-
rations and comparison when free energy transduction in synthetic chemi-
cal engines will be characterized. Finally, the connections with information
theory [97] gave birth to information thermodynamics [74, 98], which treats
information as a physical quantity and shows how it relates to other ther-
modynamic quantities such as free energy and entropy. This turned out to
be crucial to solve apparent thermodynamic paradoxes as those involving
Maxwell’s demons [99]. Recently, information thermodynamics has been
proving useful in the understanding of some aspects of free energy trans-
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duction in stochastic chemical systems [100, 101] and biological molecular
motors in particular [102–104].

1.3.9 Final considerations

One thing that emerges from the above excursus is the centrality of chem-
istry in the development of thermodynamics over the last century. On the
one hand, this is partially due to the importance of chemistry in natural
sciences and industrial applications, which gradually took over steam en-
gines as a challenging subject matter for energetic studies. On the other
hand, as soon as chemical reactions started to be understood in terms of
the kinetic theory of gases, chemistry became a fertile ground for many
attempts to reconcile thermodynamics – a theory embracing the temporal
asymmetry of phenomena – with a microscopic theory of matter rooted in
the time-symmetric classical mechanics. Moreover, while idealized quasi-
static transformations purified equilibrium thermodynamics from dissipa-
tion, the problem of predicting the direction of chemical reactions forced
scientists to directly deal with out-of-equilibrium systems. In this perspec-
tive, establishing the validity of local equilibrium was crucial, as it allows to
obtain an expression – and not just an inequality – for the entropy produc-
tion.

Another fruitful peculiarity of chemical systems is that, at odds with other
transport phenomena (e.g., the Fourier law for heat conduction) and me-
chanical engines, they commonly violate the so-called linear regime, which
assumes fluxes like the chemical current J to be linearly proportional to
conjugate thermodynamic forces like the affinity A. In the linear regime,
special theorems can be proven such as Onsager’s reciprocal relations and
Prigogine’s minimal entropy production variational principle. The fact that
even elementary chemical reactions violate the linear regime assumptions
pushed people to develop thermodynamics beyond the linear regime, an
enterprise which is still ongoing and which this thesis can be ascribed to.

In the following chapters, we will have the opportunity to further review
some of the most recent results which will be largely exploited.
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1.4 contributions of this thesis
In this group, you may not discover new things, but you learn not to say bullshit.

— Riccardo Rao

In the last Section, we presented the theoretical framework and experi-
mental results which the original research presented in the coming chapters
took inspiration from. We conclude this Chapter by contextualizing the ma-
jor achievements of this thesis in the light of the above presentation.

In Chapter 2, we overcome one major limitation of the thermodynamics
of chemical reaction networks as developed by the group before the start
of this thesis, namely the ideal dilute solution assumption introduced in
Section 1.3.1. This new nonideal framework extends the applicability to el-
ementary reactions which do not obey mass action kinetics and allows to
include mean-field effects. Examples of models which require such non-
ideal treatment are reacting mixtures of van der Waals gases and solutions
of electrolytes following Debye-Hückel theory. Even if they are not specifi-
cally analyzed in this thesis, this nonideal framework could be particularly
relevant for energetic considerations in electrochemical engines coupled to
electrodes and biochemical processes involving ion gradients across mem-
branes. Indeed, these are typical nonideal systems where species are af-
fected by electric potentials in ways which are not taken into account by
the ideal solution model. Chapter 2 also serves to systematically introduce
the chemical reaction network approach used throughout and various no-
tions of efficiency to evaluate the performance of a chemical engine. The
latter are illustrated by using an ideal model of driven self-assembly as a
case study, which is the first chemical engine that we will characterize. The
methods developed in this chapter can in principle be applied to any open
chemically-driven reaction network, encompassing both ideal and nonideal
systems. We thus provide the basis for future performance studies and op-
timal design of fuel-driven chemical engines. This Chapter consists of two
reprinted articles: Ref. [1] where the theory is developed, and Ref. [2] where
the case study is analyzed.

In Chapter 3, we extend the theory to include incoherent light as a source
of free energy. This includes in the framework photophysical and photo-
chemical processes, which have been overlooked in the most recent advance-
ments of chemical thermodynamics. In particular, such results allow for the
thermodynamic analysis of light-driven chemical engines, which represent
the majority of synthetic prototypes realized until now, as illustrated in Sec-
tion 1.2. In the framework of a collaboration with the Credi group, their
2021 second-generation light-powered bimolecular pump discussed in Sec-
tion 1.2 is analyzed as a case study in the light of new experimental data.
This collaboration provided a test-bed for the theory, which turned out to
answer new questions in the field such as how efficiently can energy be har-
vested by light-driven chemical engines, or how does the capability of per-
forming work correlate with the light intensity. Results from this Chapter
constitute a step forward towards a unified nonequilibrium thermodynam-
ics for chemical systems powered by different free energy sources, such as
chemostats and light. They also pave the way to performance studies on far-
from-equilibrium free energy transduction and storage in finite time from
different sources, which were inaccessible before. This Chapter consists of
two reprinted articles: Ref. [3] where the theory is developed, and Ref. [4]
where the case study is analyzed.
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In Chapter 4, information thermodynamics is extended to deterministic
bipartite chemical reaction networks. As we will argue, most of the existing
chemical engines fall in this class and therefore can be studied within the
new framework. In particular, the 2016 catenane-based chemically-driven
molecular motor from the Leigh group and the 2015 light-powered bimolec-
ular pump from the Credi group (both discussed in Section 1.2) are analyzed
against experimental data. The model of driven self-assembly analyzed in
Chapter 2 is also re-discussed in the light of the information thermodynam-
ics framework, which allows for a refinement of how its efficiency can be
evaluated. Beyond chemical engines, the results presented in Chapter 4

have theoretical relevance as they unlock information-thermodynamic anal-
yses at the level of concentrations, while until now information in physical
systems was only defined in terms of probability distributions. This Chap-
ter consists of two reprinted articles: Ref. [5] where the theory is developed
and two case studies are discussed, and Ref. [6] where the catenane-based
molecular motor is analyzed in the framework of a collaboration with the
Leigh group.

We warn that the notation in the papers may slightly change with respect
to the one introduced in this Chapter. However, each paper is self-contained
and variations to the standard notation are always specified in the text.

references for chapter 1.4
[1] F. Avanzini, E. Penocchio, G. Falasco and M. Esposito, “Nonequi-

librium thermodynamics of non-ideal chemical reaction networks”,
J. Chem. Phys. 154. (2021), 094114.

[2] E. Penocchio, R. Rao and M. Esposito, “Thermodynamic efficiency
in dissipative chemistry”, Nat. Commun. 10. (2019), 3865.

[3] E. Penocchio, R. Rao and M. Esposito, “Nonequilibrium thermody-
namics of light-induced reactions”, J. Chem. Phys. 155. (2021), 114101.
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ABSTRACT
All current formulations of nonequilibrium thermodynamics of open chemical reaction networks rely on the assumption of non-interacting
species. We develop a general theory that accounts for interactions between chemical species within a mean-field approach using activity coef-
ficients. Thermodynamic consistency requires that rate equations do not obey standard mass-action kinetics but account for the interactions
with concentration dependent kinetic constants. Many features of the ideal formulations are recovered. Crucially, the thermodynamic poten-
tial and the forces driving non-ideal chemical systems out of equilibrium are identified. Our theory is general and holds for any mean-field
expression of the interactions leading to lower bounded free energies.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0041225., s

I. INTRODUCTION

Thermodynamics studies the interconversions of energy. It was
originally formulated as an equilibrium theory in the 19th century.
Phenomenological extensions close to equilibrium, in the so-called
linear regime, were introduced in the first half of the 20th century.1,2
The earliest formulations beyond the linear regime were developed
for stochastic chemical reactions in the second half of the 20th
century.3–7 However, it is only in the 21st century that stochas-
tic thermodynamics was systematized to characterize dissipative
processes occurring arbitrarily far from equilibrium and their
fluctuations.8–10 In recent years, building on the work of Prigogine
and co-workers,11 stochastic thermodynamics was formulated for
stochastic12–14 and extended to deterministic15–17 chemical reac-
tion networks (CRNs) maintained in a nonequilibrium regime with
particle reservoirs called chemostats.

Nonequilibrium thermodynamics of CRNs is a powerful tool to
analyze chemical complexity. It has been used for reaction diffusion
systems to quantify the energetic cost of creating patterns,18 sustain-
ing chemical waves,19 and powering a chemical cloaking device.20

The growth process of macromolecules such as copolymers21–23 and
biomolecules24 has been characterized. In addition, applications to
chaotic CRNs have been considered.25 Recently, the connections of
the theory to information geometry has been investigated.26 Fur-
thermore, different strategies to maintain nonequilibrium regimes,
such as the use of finite chemostats27 and serial transfers in closed
reactors,28 have been explored.

All current formulations of nonequilibrium thermodynamics
of CRNs are, however, based on the assumption that the chemical
species do not interact, except via chemical reactions. The purpose
of this paper is to generalize nonequilibrium thermodynamics to
non-ideal CRNs described by deterministic rate equations. Interac-
tions are treated with a mean-field approach using the same activ-
ity coefficients introduced in equilibrium thermodynamics29 but
expressed in terms of nonequilibrium concentrations. Exploiting the
local detailed balance assumption, we impose thermodynamic con-
sistency on the dynamics. The standard mass-action kinetics has to
be modified, introducing concentration dependent kinetic constants
to account for the effects of interactions as already recognized in the
literature.30–32

J. Chem. Phys. 154, 094114 (2021); doi: 10.1063/5.0041225 154, 094114-1
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Crucially, we generalize the decomposition of the entropy pro-
duction developed in Ref. 14 to non-ideal CRNs. This allows us
to determine the thermodynamic potential and the forces driving
non-ideal chemical systems out of equilibrium. The expression of
the forces is remarkably similar to the corresponding one for ideal
CRNs since all the effects due to the interactions are hidden in
the activity coefficients. The thermodynamic potential still acts as
a Lyapunov function in detailed balanced systems and is always
lower bounded by its equilibrium value. However, the difference
between the nonequilibrium and the equilibrium value of the poten-
tial cannot be solely expressed in terms of relative entropy as for
ideal CRNs. Furthermore, the exchange currents controlling the
chemostatted species cannot be defined only dynamically as in ideal
CRNs, but they must account for the interactions via the activity
coefficients.

To develop our theory in a self-contained way, we proceed as
follows: In Sec. II, we discuss the network theory of chemical reac-
tions. After introducing the basic notation in Subsection II A, we
examine the dynamics in Subsection II B. We then define conser-
vation laws and cycles in Subsections II C and II D, respectively. In
Subsection II E, we identify under which conditions the existence of
equilibrium states is granted, namely, CRNs are detailed balanced.
We develop our thermodynamic theory in Sec. III. After introduc-
ing the general setup in Subsection III A, we connect the dynamics
to the thermodynamics using the local detailed balance assumption
in Subsection III B. The expressions for the exchange currents con-
trolling the chemostatted species are derived in Subsection III C.
We then make use of conservation laws to decompose the entropy
production rate in Subsection III D. At steady state, the entropy pro-
duction has a second physically meaningful decomposition based on
the cycles shown in Subsection III E. The properties of the thermo-
dynamic potential are discussed in Subsection III F, where we derive
its lower bound, and in Subsection III G, where we show that it can-
not be written as its equilibrium value plus a relative entropy as in
ideal systems.

Throughout the manuscript, we use the CRN (9) to illustrate
our results. This example represents a catalytic process power by a
proton transfer in a system where the relevant interactions are the
electrostatic interactions between charged species. We summarize
our results and discuss their implications in Sec. IV.

This work should be particularly relevant for energetic
considerations in biosystems, where many metabolic processes
involve storing energy in ion gradients across membranes,33 and
electrochemical systems, where CRNs are coupled to electronic
circuits.34

II. NON-IDEAL CHEMICAL REACTION NETWORKS
A. Setup

We consider systems composed of interacting chemical species,
identified by the label α ∈ Z, homogeneously distributed in a constant
volume V. Our description can treat gas phases and dilute solu-
tions where the volume of the solution is overwhelmingly dominated
by the solvent. The chemical species undergo elementary chemical
reactions,35 identified by the index ρ ∈ R,

α ⋅ ν+ρ +ρ⇌−ρ α ⋅ ν−ρ, (1)

with α = (. . ., α, . . .)⊺ being the vector of chemical species and
ν±ρ being the vector of stoichiometric coefficients of the for-
ward/backward reaction±ρ. The set of chemical reactions (1) defines
the CRN. Our framework considers open CRNs. We split the set
of all the species Z into two disjoint subsets: the internal species X
and the chemostatted species Y. The former undergo only the chem-
ical reactions (1). The latter too undergo the chemical reactions, but
they are also externally exchanged. We will discuss the dynamical
implications and the thermodynamic meaning of the chemostatting
procedure in Subsections II B and III C, respectively.

B. Dynamics
The state of deterministic CRNs with constant volume is speci-

fied by the concentration vector z(t) = (. . ., [α](t), . . .)⊺. Its dynamics
follows the rate equation

dtz(t) = Sj(z(t)) + I(t), (2)

where we introduced the stoichiometric matrix S, the current vector
j(z), and the exchange current vector I(t). The first term on the rhs
of Eq. (2), i.e., Sj(z(t)), accounts for the concentration changes due
to the chemical reactions (1). The second term, i.e., I(t), accounts for
the external matter flows.

The stoichiometric matrix S codifies the topology of the CRN.
Each ρ column Sρ specifies the net variation of the number of
molecules for each species undergoing the ρ elementary reaction (1),
Sρ = ν−ρ − ν+ρ. The current vector j(z) = (. . . , jρ(z), . . . )⊺ spec-
ifies the net reaction current for every ρ reaction as the difference
between the forward j+ρ(z) and backward reaction flux j−ρ(z),

jρ(z) = j+ρ(z) − j−ρ(z). (3)

In the case of ideal CRNs, the fluxes j±ρ(z) are expressed in terms of
mass-action kinetics,2,31,36

j±ρ(z) = kid±ρzν±ρ , (4)

where kid±ρ are the kinetic constants of the forward/backward reac-
tion ±ρ and we used the following notation: ab = ∏i a

bi
i . In the case

of non-ideal CRNs, mass-action kinetics is not thermodynamically
consistent as shown in Subsection III B. To take into account the
effects of the interactions, we assume that the kinetic constants may
depend on the concentrations {k±ρ(z)} as widely acknowledged in
the literature.30–32 Thus, the reaction fluxes are given by the general
expressions

j±ρ(z) = k±ρ(z)zν±ρ . (5)

The specific z-dependence of {k±ρ(z)} derives from the particu-
lar model used to describe the interactions. We develop our the-
ory only assuming that k±ρ(z) satisfy the conditions introduced in
Subsections II E and III B to be thermodynamically consistent.

The exchange current vector I(t) specifies the external matter
flows. It has null entries for the internal species, i.e., Iα(t) = 0 for
α ∈ X: the concentration of the internal species changes only because
of the chemical reactions (1) by definition. The entries of I(t)
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for the chemostatted species, i.e., Iα(t) for α ∈ Y, are derived in
Subsection III C because the thermodynamic meaning of the
chemostatting procedure must be taken into account.

We can apply the splitting of the chemical species into internal
and chemostatted ones to the stoichiometric matrix,

S = (SX

SY), (6)

and the concentration vector z = (x, y). Analogously, the rate
equation (2) becomes

dtx(t) = SXj(x(t), y(t)), (7)

dty(t) = SY j(x(t), y(t)) + IY(t), (8)

with IY(t) = (. . . , Iα(t), . . . )⊺α∈Y collecting the not null entries of
I(t). Note that Eqs. (7) and (8) are only a reformulation of Eq. (2).

Example 1. We consider the following CRN (see also Fig. 1):

A−(1) +1⇌−1 A−(2),
S(2) + E(3) +2⇌−2 ES(3),

H+(1) + ES(3) +3⇌−3 EP(3) + H+(2),
EP(3) +4⇌−4 E(3) + P(2),

(9)

where the superscripts indicate the electric charge and the sub-
scripts indicate the compartment where a chemical species is located.
Here, α ∈ Z = {E(3), ES(3), EP(3), A−(1), A−(2), H+(1), H+(2), S(2), P(2)}.

FIG. 1. Drawing of the CRN (9). A membrane (green dashed line) divides the
system into compartments. A membrane enzyme E binds the substrate S. The
interconversion of the substrate S into the product P is coupled to the proton H+

transfer from compartment (1) to compartment (2). In parallel, the anions A− move
from compartment (1) to compartment (2). S, P, and H+ are chemostatted (yellow
arrows). Other cations C+ and anions D− are present in compartment (1) and (2).

The CRN (9) represents the transformation of the substrate S into
the product P inside compartment (2) catalyzed by the membrane
enzyme E. The interconversion of the complex ES into EP on the
membrane [compartment (3)] is coupled to the transfer of pro-
tons H+ from compartment (1) to compartment (2). Independently,
anions A− are free to move from compartment (1) to compart-
ment (2). Other cations C+ and anions D− are present in compart-
ment (1) and (2), but they are not involved in any chemical reac-
tion. For this reason, the species C+ and D− are not included in Z.
Because of the coupling between the catalytic reaction and the pro-
ton transfer, the CRN (9) resembles the working mechanism of the
membrane enzyme ATP synthase.37 All the protons, the substrate,
and the product are chemostatted, i.e., Y = {H+(1), H+(2), S(2), P(2)}
and X = {E(3), ES(3), EP(3), A−(1), A−(2)}. For this kind of system,
the strongest interactions are the electrostatic interactions between
charged species inside the same compartment.

The stoichiometric matrix of the CRN (9) is specified as

S =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 2 3 4

E(3) 0 −1 0 1
ES(3) 0 1 −1 0
EP(3) 0 0 1 −1
A –
(1) −1 0 0 0

A –
(2) 1 0 0 0

H +
(1) 0 0 −1 0

H +
(2) 0 0 1 0

S(2) 0 −1 0 0
P(2) 0 0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (10)

◻
C. Conservation laws

The linearly independent vectors {ℓλ} in the cokernel of the
stoichiometric matrix

ℓλ ⋅ S = 0 (11)

are the so-called conservation laws.16,17 All the scalars Lλ(z) ≡ ℓλ ⋅ z
would be conserved quantities if the CRN was closed, namely, I(t)
= 0. Indeed, dtLλ(z(t)) = ℓλ ⋅ Sj(z(t)) = 0. In closed CRNs,
the total mass is conserved, and consequently, the set {ℓλ} is never
empty.

When CRNs are open, some conservation laws do not cor-
respond anymore to conserved quantities. Hence, we split the set
of conservation laws {ℓλ} into two disjoint subsets: the unbroken
conservation laws {ℓλu} and the broken conservation laws {ℓλb}.
The unbroken conservation laws are the largest subset of conserva-
tion laws that can be written with null entries for the chemostatted
species, i.e., ℓλuα = 0 for α ∈ Y. Their corresponding scalar quantities
Lλu(z) = ℓλu ⋅ z are still conserved,

dtLλu(z(t)) = ℓλu ⋅ Sj(z(t))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=0
+∑

α∈Y ℓ
λu
α

=̄0
Iα(t) = 0. (12)

The broken conservation laws are the other conservation laws{ℓλb} = {ℓλ} / {ℓλu}. Their corresponding scalar quantities
Lλb(z) = ℓλb ⋅ z are, in general, not conserved and they give rise to
balance equations,
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dtLλb(z(t)) = ℓλb ⋅ Sj(z(t))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=0
+∑

α∈Y ℓ
λb
α

≠̄0
Iα(t) ≠ 0, (13)

where the variations of Lλb(z(t)) are due to the matter exchanged
through the currents {Iα(t)}α∈Y . In open CRNs, the total mass is
not conserved and, consequently, the set {ℓλb} is never empty.

Chemostatting a species does not always break a conservation
law.14,17,18,38 We thus distinguish the species Yp ⊆ Y that break the
conservation laws from the others Yf = Y /Yp. This classification is
not unique and different choices have different physical meanings. It
should be motivated by the physical role played by each chemostat-
ted species, as it will become clear in Subsection III D. We apply
the same splitting to the stoichiometric matrix SY and the matrix Lb

whose rows are the broken conservation laws {ℓλb},
SY = (SYf

SYp) , Lb = (Lb
X ,Lb

Yf ,L
b
Yp), (14)

where Lb
X , Lb

Yf , and Lb
Yp have {ℓλbα }α∈X , {ℓλbα }α∈Yf , and {ℓλbα }α∈Yp as

entries, respectively. Note that the number of Yp species is equal to
the number of broken conservation laws by definition. The matrix
Lb
Yp is then square and nonsingular, and so, it can be inverted. We

will exploit these properties in Subsection III Dwhere we decompose
the entropy production rate.

Example 2. Given the stoichiometric matrix (10) of the CRN
(9), there are five conservation laws,

ℓE =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E(3) 1
ES(3) 1
EP(3) 1
A –
(1) 0

A –
(2) 0

H +
(1) 0

H +
(2) 0

S(2) 0
P(2) 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ℓA =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E(3) 0
ES(3) 0
EP(3) 0
A –
(1) 1

A –
(2) 1

H +
(1) 0

H +
(2) 0

S(2) 0
P(2) 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ℓH =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E(3) 0
ES(3) 0
EP(3) 0
A –
(1) 0

A –
(2) 0

H +
(1) 1

H +
(2) 1

S(2) 0
P(2) 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ℓHS =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E(3) 0
ES(3) 1
EP(3) 0
A –
(1) 0

A –
(2) 0

H +
(1) 0

H +
(2) 1

S(2) 1
P(2) 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ℓS =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E(3) 0
ES(3) 1
EP(3) 1
A –
(1) 0

A –
(2) 0

H +
(1) 0

H +
(2) 0

S(2) 1
P(2) 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(15)

Four of them have a clear physical meaning: the total concentra-
tion of the enzyme, anions, protons, and substrate is given by LE
= ℓE ⋅ z = [E(3)] + [ES(3)] + [EP(3)], LA = ℓA ⋅ z = [A−(1)] + [A−(2)],
LH = ℓH ⋅ z = [H+(1)] + [H+(2)], and LS = ℓS ⋅ z = [ES(3)] + [EP(3)]
+ [S(2)] + [P(2)], respectively. The conserved quantity LHS = ℓHS ⋅ z= [ES(3)] + [S(2)] + [H+(2)] comes from the coupling between the
consumption of the substrate and the proton transfer.

When the species H+(1), H+(2), S(2), and P(2) are chemostatted, the
three conservation laws ℓH, ℓHS, and ℓS are broken. We identify the
set Yp as Yp = {H+(2), S(2), P(2)}, but different choices are possible
(see the discussion in Appendix A of Ref. 19). Thus, Yf = Y /Yp= {H+(1)}. The matrix Lb whose rows are the broken conservation
laws is given by

Lb = ⎛⎜⎝
E(3) ES(3) EP(3) A−(1) A−(2) H+(1) H+(2) S(2) P(2)

ℓH 0 0 0 0 0 1 1 0 0
ℓHS 0 1 0 0 0 0 1 1 0
ℓS 0 1 1 0 0 0 0 1 1

⎞⎟⎠, (16)

where the gray vertical lines mark the split of Lb into Lb
X , Lb

Yf , and
Lb
Yp . ◻

D. Cycles
The linearly independent vectors {cι} in the kernel of the

stoichiometric matrix

Scι = 0 (17)

are the so-called internal cycles.16,17 They represent sequences
of reactions that upon completion leave the all concentrations
unchanged. Any linear combination of internal cycles gives a steady-
state current vector of closed CRNs, dtz(t) = Sj = 0, with
j = ∑ι cιψι.

When CRNs are open, the steady-state current vector must (i)
leave the concentrations of the internal species unchanged, i.e., SXj= 0, and (ii) be balanced by the exchanged current vector, i.e., SY j+IY= 0. Thus, j ∈ ker(SX) and, consequently, can be written as a linear
combination of the right-null eigenvectors,

SXcξ = 0. (18)

The set {cξ} includes the internal cycles {cι} and, in general, other
vectors called emergent cycles {cϵ}. The steady-state current vector
can therefore be written as

j =∑
ι
cιψι +∑

ϵ
cϵψϵ. (19)

Because of the rank-nullity theorem for the stoichiometric matrix S
and SX , every time a species is chemostatted, either a conservation
law is broken or an emergent cycle arises, namely,

∣Y ∣ = ∣λb∣ + ∣ϵ∣, (20)

with |Y|, |λb|, and |ϵ| being the number of chemostatted species,
broken conservation laws, and emergent cycles, respectively. This
implies that the number of Yf species is equal to the number of
emergent cycles, i.e., |Yf | = |ϵ|.
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Example 3. Given the stoichiometric matrix (10) of the CRN
(9), there is only one emergent cycle and no internal cycles,

c = ⎛⎜⎜⎜⎝
1 0
2 1
3 1
4 1

⎞⎟⎟⎟⎠. (21)

◻
E. Equilibrium

The equilibrium steady-state zeq of the rate equation (2), if it
exists, is characterized by vanishing reaction currents,

j(zeq) = 0. (22)

This, together with Eq. (5), implies

k+ρ(zeq)
k−ρ(zeq) = zSρ

eq. (23)

If a solution zeq of Eq. (22) [or equivalently of Eq. (23)] exists, the
CRN is said to be detailed balanced. Closed CRNs must be detailed
balanced for thermodynamic consistency. It is not granted that
open CRNs are detailed balanced. It depends on the chemostatting
procedure.

Here, we show that open CRNs are necessarily detailed bal-
anced if the number of chemostatted species is equal to the number
of broken conservation laws, i.e., Y = Yp, or, equivalently, there are
no emergent cycles. In Subsection III D, we show that equilibrium
states can exist also when Y ≠ Yp and there are emergent cycles. For
thermodynamic consistency, namely, the local detailed balance con-
dition that will be introduced in Eq. (40), the product of the forward
rate constants along every internal cycle (17) must equal that of the
backward rate constants,

∏
ρ
( k+ρ(z)
k−ρ(z))

cρι = 1, (24)

where cρι is the ρ entry of the ι internal cycle. This is known as
Wegscheider’s condition in the framework of ideal CRNs.39 Hence,
only |ρ| − |ι| ratios k+ρ(z)/k−ρ(z) are independent (with |ρ| being the
number of reactions and |ι| being the number of internal cycles).
This means that Eq. (23) imposes |ρ| − |ι| constraints. This is
independent of whether CRNs are closed or open.

In closed CRNs, only |α| − |λ| of the equilibrium concentrations
are independent (with |α| being the number of all the species in Z
and |λ| being the number of conservation laws). The others are fixed
by the initial conditions through the conserved quantities,

Lλ = ℓλ ⋅ z(0) = ℓλ ⋅ zeq. (25)

Therefore, Eq. (23) imposes |ρ| − |ι| constraints for |α| − |λ| inde-
pendent variables. Because of the rank-nullity theorem for the
stoichiometric matrix S,

∣ρ∣ − ∣ι∣ = ∣α∣ − ∣λ∣, (26)

the existence of a solution to Eq. (23) is granted. Closed CRNs must
be detailed balanced, and hence, each solution of Eq. (23) must
be physically meaningful, i.e., [α]eq ∈ R≥0 ∀α ∈ Z. This imposes
constraints on the possible expressions of {k±ρ(z)}.

In open CRNs, |λ| − |λb| concentrations are fixed by the initial
conditions through the unbroken conserved quantities,

Lλu = ℓλu ⋅ z(0) = ℓλu ⋅ zeq. (27)

Other |Y| concentrations are constrained by the chemostatting
procedure. The final number of independent concentrations is
given by

∣α∣ − (∣λ∣ − ∣λb∣) − ∣Y ∣ = ∣α∣ − ∣λ∣ − ∣Yf ∣ = ∣ρ∣ − ∣ι∣ − ∣Yf ∣, (28)

where we used |Y| − |λb| = |Yf | and Eq. (26). Therefore, Eq. (23)
imposes |ρ| − |ι| constraints for |ρ| − |ι| − |Yf | independent vari-
ables. The existence of a solution is always granted if and only if
|Yf | = 0, namely, all the chemostatted species break a conservation
law (i.e., Y = Yp). Equivalently, the existence of a solution is always
granted if and only if there are no emergent cycles, |ϵ| = 0. The solu-
tion is physically meaningful because it must also be a solution of the
corresponding closed CRN.

These are sufficient conditions for the existence of an equi-
librium state zeq. For ideal detailed balanced CRNs, i.e., evolving
according to mass-action kinetics (4), there is a unique equilib-
rium state for every stoichiometric compatibility class Ω({Lλu}),
namely, for every manifold in the concentration space character-
ized by specific and unique values of all the conserved quantities.39,40
For non-ideal CRNs, this property is not granted anymore, and
there might be more than one equilibrium state for every stoichio-
metric compatibility class. The existence of multiple equilibria in
the same stoichiometric compatibility class will become relevant in
Subsection III F.

Example 4. It is not granted that the open CRN (9) is detailed
balanced because the set Yf is not empty, i.e., Yf = {H+(1)}, and there
is the emergent cycle (21). ◻

III. THERMODYNAMICS
A. Setup

Nonequilibrium thermodynamics of CRNs presumes that all
degrees of freedom other than concentrations are equilibrated. The
temperature T is set by a thermal reservoir (e.g., the solvent in dilute
solutions), diffusion processes are fast enough to keep the chemical
species homogeneously distributed, and the fields responsible for the
interactions, e.g., electrostatic fields, relax instantaneously to their
mean-field values. For dilute solutions, the pressure p is set by the
environment of the solution. In the absence of reactions, the CRN
would be an equilibrated mixture. In this way, thermodynamic state
functions can be specified by their equilibrium form but expressed
in terms of nonequilibrium concentrations.

We assume that the free energy of non-ideal CRNs, for a given
temperature T and volume V, is a mean-field function G(z, e) of
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the concentrations z and some externally controlled parameters
e = (. . . , ei, . . . )⊺ that tune the interactions. We chose the sym-
bol G for the free energy because it corresponds to the Gibbs free
energy when dealing with dilute solutions. If we considered gas
phases in a constant volume, G would be the Helmholtz free energy.
For instance, Debye–Hückel theory41 derives G(z, e) for electrolyte
solutions, and van der Waals theory11 provides G(z, e) for a gas
of interacting and finite-size molecules. Standard computational
approaches are also available to compute the free energy of generic
non-ideal systems.42,43 Without loss of generality, G(z, e) can be
written as the sum of an ideal term Gid(z) and a term accounting
for the effects of the interactions Gin(z, e),

G(z, e) = Gid(z) +Gin(z, e). (29)

The free energy contribution carried by each species α is given
by the chemical potential,44

μα(z) = ∂G(z, e)
∂[α] = μidα ([α]) + RT ln γα(z, e). (30)

By assumption, μidα ([α]) is the ideal chemical potential in either gas
phases at constant volume V or in dilute solutions,

μidα ([α]) = ∂Gid(z)
∂[α] = μ○α + RT ln[α], (31)

with R being the gas constant and μ○α being the standard chemical
potential. The so-called activity coefficient γα(z, e) accounts for the
effects of the interactions,

RT ln γα(z, e) = ∂Gin(z, e)
∂[α] . (32)

In equilibrium thermodynamics of non-ideal CRNs, γα(z, e) is often
treated as a constant parameter, while in our framework, it evolves in
time since the concentrations z are dynamical variables. The specific
expression of γα(z, e), or equivalently of Gin(z, e), depends on the
particular model used to describe the interactions. We develop our
theory only assuming that G(z, e) is lower bounded and increases
superlinearly as concentrations go to infinity. These constraints are
necessary to guarantee thermodynamic consistency, i.e., detailed
balanced CRNs relax toward an equilibrium state, as shown in Sub-
section III F. The free energy provided by the Debye–Hückel the-
ory41 satisfies these conditions: as concentrations become infinitely
large, Gin(z, e) goes to minus infinity slower than Gid(z) goes to
infinity.

We collect all the chemical potentials in the vector

μ(z) = (. . . ,μα(z), . . . )⊺, (33)

which can be written as

μ(z) = μ○ + RT ln z + RT ln γ(z, e)
= μ○ + RT ln z +∇zGin(z, e), (34)

with μ○ = (. . . ,μ○α , . . . )⊺, γ(z, e) = (. . . , γα(z, e), . . . )⊺, and∇z = (. . ., ∂/∂[α], . . .)⊺.
Example 5. We assume that the only relevant interactions in

the CRN (9) are the electrostatic interactions between charged
species inside the same compartment. For illustrative reasons, we
describe the electrostatic potential in each compartment as a linear
function of the net charge density instead of using theDebye–Hückel
theory.41 This is consistent with a standard model of the transmem-
brane potential in mitochondria.45–47 The interaction free energy
Gin(z, e) is thus given by the electrostatic potential energy. It can
be written as

Gin(z, e) = Gin(1)(z, e) +Gin(2)(z, e), (35)

where Gin(i)(z, e), i.e., the electrostatic potential energy in the i com-
partment, is a quadratic function of the net charge density in the i
compartment,

Gin(i)(z, e) = Fκ
2

⎛⎜⎜⎜⎜⎝
−[A−(i)] + [H+(i)] + [C+(i)] − [D−(i)]´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶≡Q(i)(z,e)

⎞⎟⎟⎟⎟⎠

2

, (36)

with F being the Faraday constant and κ being a generic propor-
tionality constant. On the membrane [compartment (3)], Gin(3) = 0
since the chemical species are not charged and do not interact. Here,
the parameters e are the concentrations of the species that are not
involved in the chemical reactions, i.e., e = ([C+(1)], [C+(2)], [D−(1)],[D−(2)]), but interact with species α. These concentrations may be
controlled with some external processes.

The chemical potentials of the species in the CRN (9) are
specified as

μE(3)(z) = μidE(3)([E(3)]) = μ○E + RT ln[E(3)],
μES(3)(z) = μidES(3)([ES(3)]) = μ○ES + RT ln[ES(3)],
μEP(3)(z) = μidEP(3)([EP(3)]) = μ○EP + RT ln[EP(3)],
μA−(1)(z) = μ○A− + RT ln[A−(1)] − FκQ(1)(z, e),
μA−(2)(z) = μ○A− + RT ln[A−(2)] − FκQ(2)(z, e),
μH+(1)(z) = μ○H+ + RT ln[H+(1)] + FκQ(1)(z, e),
μH+(2)(z) = μ○H+ + RT ln[H+(2)] + FκQ(2)(z, e),
μS(2)(z) = μidS(2)([S(2)]) = μ○S + RT ln[S(2)],
μP(2)(z) = μidP(2)([P(2)]) = μ○P + RT ln[P(2)],

(37)

where we assumed that the standard chemical potentials do
not depend on the compartment, and the net charge densities{Q(i)(z, e)} are specified in Eq. (36). Note that the chemical poten-
tials of the species E(3), ES(3), EP(3), S(2), and P(2) are the same as
for ideal CRNs. This is a consequence of accounting only for the
interactions between charge species. ◻
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B. Local detailed balance
Here, we build the connection between dynamics and nonequi-

librium thermodynamics. We use the local detailed balance con-
dition that binds the ratios between the forward and backward
currents {j+ρ(z)/j−ρ(z)} to the free energies of reaction {ΔρG(z)},

RT ln j+ρ(z)
j−ρ(z) = −ΔρG(z). (38)

The latter is given by

ΔρG(z) = μ(z) ⋅ Sρ. (39)

This, together with Eq. (5), implies a constraint for the kinetic
constants k±ρ(z) of the chemical reactions,

RT ln
k+ρ(z)
k−ρ(z) = −(μ○ + RT ln γ(z, e)) ⋅ Sρ

= −(μ○ +∇zGin(z, e)) ⋅ Sρ. (40)

Equation (40) shows that the z dependence of the kinetic constants,
which represents the breakdown of mass-action kinetics for non-
ideal CRNs, comes from the interactions. These can affect the rel-
ative stability of reagents and products and, consequently, the rela-
tive rate of the forward and backward reactions. However, the local
detailed balance condition highlights only the z dependence of the
antisymmetric part

√
k+ρ(z)/k−ρ(z) of the kinetic constants. This

does not exclude that also the symmetric part
√
k+ρ(z)k−ρ(z) of the

kinetic constants is z dependent as already discussed in the litera-
ture.32 In the limit γ(z, e) → 1, or equivalently ∇zGin(z, e) → 0, the
local detailed balance condition for ideal CRNs is recovered,

RT ln
kid+ρ
kid−ρ = −μ○ ⋅ Sρ, (41)

and consequently, the dynamics satisfies mass-action kinetics (4).

Example 6. We specify Eq. (40) for the CRN (9) assuming that
the standard chemical potentials of A− and H+ do not depend on the
compartment [namely, μ○A−(1) = μ○A−(2) and μ○H+(1) = μ○H+(2) ],

RT ln k+1(z)
k−1(z) = Fκ(Q(2)(z, e) −Q(1)(z, e)), (42)

RT ln k+2(z)
k−2(z) = RT ln kid+2

kid−2 = −(μ
○
ES(3) − μ○E(3) − μ○S(2)), (43)

RT ln k+3(z)
k−3(z) = −(μ○EP(3) − μ○ES(3) + Fκ(Q(2)(z, e) −Q(1)(z, e))),

(44)

RT ln k+4(z)
k−4(z) = RT ln kid+4

kid−4 = −(μ
○
P(2) + μ○E(3) − μ○EP(3)). (45)

◻

C. Chemostatting
Thermodynamically, the chemostatting procedure directly

determines the chemical potentials {μα} of the Y species. For ideal
CRNs, where μα(z) = μidα ([α]), this means that the chemostat-
ting procedure directly determines the concentrations, [α] = exp((μα − μ○α)/RT). For non-ideal CRNs, the equivalence,

μα = μ○α + RT ln[α] + RT ln γα(z, e) ∀α ∈ Y , (46)

does not directly determine the concentrations y due to the depen-
dence on the interactions, i.e., [α] = exp((μα − μ○α)/RT)/γα(z, e)∀α ∈ Y . Hence, I(t) in Eq. (2) [or IY (t) in Eq. (8)] describes the
exchange currents such that the chemical potentials of the Y species
are externally determined.

We now derive the explicit form of IY (t). To skip the details
of the derivation, go directly to Eq. (51). The constraints imposed by
Eq. (46) must be satisfied for every time t of the dynamics. Thus, also
their time derivative must vanish,

RT[α](t)dt[α](t) +∇zginα (z(t), e(t)) ⋅ dtz(t)
+∇eginα (z(t), e(t)) ⋅ dte(t) − dtμα(t) = 0. (47)

Here, we used the compact notation ginα (z(t), e(t)) = RT
ln γα(z(t), e(t)), and we accounted for the possible time-dependent
control of the chemical potentials {μα} and the parameters e. The set
of Eq. (47) for every α ∈ Y can be rewritten as

W(t)(Sj(z(t)) + I(t)) + ġ inY (t) − dtμY(t) = 0 (48)

by introducing the vectors

ġ inY (t) = (. . . ,∇eginα (z(t), e(t)) ⋅ dte(t), . . . )⊺α∈Y (49)

and μY(t) = (. . . ,μα(t), . . . )⊺α∈Y and the matrix W(t) whose entries
are

Wα
β(t) = RT[α](t)δα,β + ∂ginα (z(t), e(t))

∂[β] , (50)

with α ∈ Y being the row index and β ∈ Z being the column index.
We notice that the submatrix WY , whose entries are {Wα

β}α,β∈Y , is
square and not nonsingular so that it can be inverted.We thus obtain
an explicit expression for IY (t),

IY(t) = −(WY(t))−1(W(t)Sj(z(t)) + ġ inY (t) − dtμY(t)). (51)

Systems are said to be autonomous when the chemostatting pro-
cedure maintains the chemical potentials μY and the parameters e
constant, i.e., dtμY (t) = 0 and ġ inY (t) = 0. Otherwise, systems are said
to be nonautonomous. The matrices W(t) and WY(t) link the value
of the external currents to the concentrations of the internal species
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that interact with the chemostatted ones. In the limit γ(z, e)→ 1, or
equivalently∇zGin(z, e)→ 0, IY (t) for ideal CRNs is recovered,

IY(t) = −SY j(z(t)) + (WY(t))−1dtμidY (t)= −SY j(z(t)) + dty(t), (52)

controlling directly the concentrations17 according to the protocol
dty(t).

Example 7. We specify the different terms in Eq. (51) for the
CRN (9). According to Eq. (50), W(t) is given by

W =
⎛⎜⎜⎜⎜⎜⎝

E(3) ES(3) EP(3) A –
(1) A –

(2) H +
(1) H +

(2) S(2) P(2)

H +
(1) 0 0 0 −Fκ 0 RT[H +

(1)] + Fκ 0 0 0
H +

(2) 0 0 0 0 −Fκ 0 RT[H +
(2)] + Fκ 0 0

S(2) 0 0 0 0 0 0 0 RT[S(2)] 0
P(2) 0 0 0 0 0 0 0 0 RT[P(2)]

⎞⎟⎟⎟⎟⎟⎠
, (53)

and hence, (WY(t))−1 is given by

(WY)−1 =
⎛⎜⎜⎜⎜⎜⎝

H +
(1) H +

(2) S(2) P(2)

H +
(1)

[H +
(1)]

RT+Fκ[H +
(1)] 0 0 0

H +
(2) 0 [H +

(2)]
RT+Fκ[H +

(2)] 0 0
S(2) 0 0 [S(2)]

RT 0
P(2) 0 0 0 [P(2)]

RT

⎞⎟⎟⎟⎟⎟⎠
. (54)

Here, we did not write the explicit time dependence of the concen-
trations and the matrices for the sake of compactness. The vector
ġ inY (t) is specified as

ġ inY (t) =
⎛⎜⎜⎜⎝

H +
(1) Fκ(dt[C +

(1)](t) − dt[D –
(1)](t))

H +
(2) Fκ(dt[C +

(2)](t) − dt[D –
(1)](t))

S(2) 0
P(2) 0

⎞⎟⎟⎟⎠. (55)

◻
D. Decomposition of the entropy production rate

We split the entropy production rate into different contribu-
tions. To do so, we adapt the decomposition of the entropy produc-
tion for stochastic ideal CRNs developed in Ref. 14 to deterministic
non-ideal CRNs. This is not straightforward and represents a major
result of this work. To skip the details of the derivation, go directly
to Eq. (68).

We start by expressing the entropy production rate of deter-
ministic CRNs,16,17

Σ̇(t) = R∑
ρ∈R(j+ρ(z(t)) − j−ρ(z(t))) ln j+ρ(z(t))

j−ρ(z(t)) ≥ 0. (56)

Using the local detailed balance (38) and the specific expressions for
the free energies of reaction (39), we get

TΣ̇(t) = −μ(z(t)) ⋅ Sj(z(t)). (57)

By explicitly considering the contributions of the X, Yf , and Yp
species, we obtain

TΣ̇(t) = −(μX(z(t)) ⋅ SX + μYf
(t) ⋅ SYf + μYp

(t) ⋅ SYp)j(z(t)),
(58)

with μi(⋅) = (. . . ,μα(⋅), . . . )⊺α∈i and i = {X, Yf , Yp}. Note that we do
not explicitly write the z(t) dependence of the chemical potentials of
the Y species since they are externally controlled.

A part of the free energy externally exchanged through the cur-
rents {Iα(t)} modifies the free energy of the system. Another part is
transferred through the system. To proceed with the entropy pro-
duction decomposition, we need to distinguish these two parts. To
do so, we exploit the conservation laws. We consider

LbS = 0 = Lb
XSX + Lb

Yf S
Yf + Lb

YpS
Yp , (59)

and recalling that the matrix Lb
Yp can be inverted (see Subsection II

C), we write

SYp = −(Lb
Yp)−1(Lb

XSX + Lb
Yf S

Yf ). (60)

Equation (60) binds the net variation of the number of molecules
for the Yp species to that of the X and Yf species. We substitute this
result in Eq. (58),

TΣ̇(t) = − (μX(z(t)) ⋅ SX + μYf
(t) ⋅ SYf

−μYp
(t) ⋅ (Lb

Yp)−1(Lb
XSX + Lb

Yf S
Yf ))j(z(t)). (61)

By adding and subtracting μYp
(t) ⋅ (Lb

Yp)−1Lb
YpS

Yp , the entropy
production rate becomes

TΣ̇(t) = −F(z(t)) ⋅ Sj(z(t)), (62)

J. Chem. Phys. 154, 094114 (2021); doi: 10.1063/5.0041225 154, 094114-8

Published under license by AIP Publishing

57



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

where

F(z(t)) = (μ(z(t)) ⋅ 𝟙 − μYp
(t) ⋅ (Lb

Yp)−1Lb)⊺, (63)

with 𝟙 being the identity matrix. Note that we just introduced a
term in the expression of the entropy production rate, i.e., μYp

(t)
⋅ (Lb

Yp)−1Lb, whose net contribution vanishes since LbS = 0. Intro-
ducing this term allows us to recognize the proper thermodynamic
potential of open non-ideal CRNs.

To do so, we define the following state function:

Ψ(z(t)) = F(z(t)) ⋅ z(t), (64)

whose time derivative according to the rate equation (2) reads

dtΨ(z(t)) = F(z(t)) ⋅ Sj(z(t)) +FY(t) ⋅ IY(t)
+ RTdt∥z(t)∥ − dtμYp

(t) ⋅ (Lb
Yp)−1Lbz(t)

+ dt(∇zGin(z(t), e(t))) ⋅ z(t), (65)

where FY(t) = (. . . ,Fα(t), . . . )α∈Y , ∥z(t)∥ = ∑α[α](t). The time
dependence of e(t) accounts for the (possible) time dependent
manipulation of the parameters.

To proceed with the decomposition, we first recognize that the
term FY(t) ⋅ IY(t) simplifies to FYf (t) ⋅ IYf (t) since Fα = 0 for
α ∈ Yp. We then notice that the term dt(∇zGin(z(t), e(t))) ⋅ z(t)
can be written as

dt(∇zGin(z(t), e(t))) ⋅ z(t)
= dt(∇zGin(z(t), e(t)) ⋅ z(t)) −∇zGin(z(t), e(t)) ⋅ dtz(t)
= dt(∇zGin(z(t), e(t)) ⋅ z(t)) − dtGin(z(t), e(t))
+∇eGin(z(t), e(t)) ⋅ dte(t) (66)

by using the time derivative of the interaction free energy,

dtGin(z(t), e(t)) = ∇zGin(z(t), e(t)) ⋅ dtz(t)
+∇eGin(z(t), e(t)) ⋅ dte(t), (67)

with∇e = (. . . ,∂/∂ei, . . . )⊺.
We now exploit Eq. (65) to express F(z(t)) ⋅ Sj(z(t)) as a

function of the other terms, and we substitute it in Eq. (62). By
doing so and collecting all the full time derivatives in a single
term denoted as dtG, we obtain the following decomposition of the
entropy production rate, which constitutes a central result of this
work:

TΣ̇(t) = −dtG(z(t)) + ẇnc(t) + ẇdriv(t) ≥ 0. (68)

Here, we introduced the semigrand free energy of non-ideal
systems as

G(z) = μ(z) ⋅ z − RT∥z∥ − μYp
(t) ⋅m(z)

+Gin(z, e) −∇zGin(z, e) ⋅ z, (69)

with the concentrations of the so-called moieties,

m(z) = (Lb
Yp)−1Lbz. (70)

They represent parts of (or entire)molecules that are exchanged with
the environment. The semigrand free energy (69) can be rewritten in
a more appealing ways as

G(z) = μid(z) ⋅ z − RT∥z∥ − μYp
(t) ⋅m(z) +Gin(z, e)

= G(z, e) − μYp
(t) ⋅m(z) (71)

by using Eq. (34). The term μid(z) ⋅ z − RT∥z∥ is the free energy of
closed ideal CRNs, i.e., Gid(z), accounting for the chemical energy
of every species. The term Gin(z, e) is the interaction free energy.
Their sum gives the free energy G(z, e) in Eq. (29). The term μYp

(t) ⋅
m(z) is the energetic contribution of the matter exchanged with the
environment. It vanishes for closed systems. Since G(z) is a state
function, its time derivative vanishes at steady state.

The driving work rate ẇdriv(t) can be split into the sum of the
chemical and the interaction driving work rates ẇdriv(t) = ẇch

driv(t)
+ ẇin

driv(t) that are specified as

ẇch
driv(t) = −dtμYp

(t) ⋅m(z(t)) (72)

and

ẇin
driv(t) = ∇eGin(z(t), e(t)) ⋅ dte(t), (73)

respectively. The chemical driving work (72) accounts for the time
dependent control of only the chemical potentials μYp

(t). The inter-
action driving work (73) accounts for the time dependent control of
the interaction free energy through the time evolution of the param-
eters e(t). They represent the energetic cost of modifying the equi-
librium that is defined if Y = Yp (as shown in Subsection II E, open
CRNs with Y = Yp have a well-defined equilibrium state for every
value of e). These two terms vanish in autonomous systems.

The nonconservative work rate is given by

ẇnc(t) = FYf (t) ⋅ IYf (t). (74)

It quantifies the energetic cost to sustain fluxes of chemical species
through the CRN by means of the fundamental nonconservative
forces,

FYf (t) = (μYf
(t) ⋅ 𝟙 − μYp

(t) ⋅ (Lb
Yp)−1Lb

Yf )⊺. (75)

These are the forces keeping the system out of equilibrium. Indeed,
they vanish when the CRN is detailed balanced. This always hap-
pens when all the chemostatted species break a conservation law
Y = Yp, and for this reason, the CRNs are said unconditionally
detailed balanced. Therefore, the Yf species are named force species.
The Yp species are named potential species since they fix the equilib-
rium conditions. Thus, the splitting Y = Yf ∪ Yp must be motivated
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by the different thermodynamic role of theYf species andYp species.
The nonconservative work accounts for autonomous mechanisms
keeping the system out of equilibrium unlike the chemical driving
work (72) and the interaction driving work (73). We stress that the
expression of the fundamental force (75) for non-ideal CRNs is anal-
ogous to that found for ideal CRNs.14 The effects of the interactions
that modify the value of the nonconservative work (74) are hidden
in the expressions of the exchanged currents (51). Note also that the
force (75) can vanish, and hence, the CRN becomes detailed bal-
anced, even if Y ≠ Yp. Indeed, FYf = 0 when the chemical potentials
of the Yf species satisfy μ⊺Yf

= μYp
⋅(Lb

Yp)−1Lb
Yf . Thus, the fundamen-

tal nonconservative forces are generated by the difference between
the actual values of chemical potentials of theYf species, i.e., μYf

, and
their equilibrium values if only the Yp species were chemostatted,
i.e., μYp

⋅ (Lb
Yp)−1Lb

Yf .
Finally, we notice that for autonomous [ẇch

driv(t) = ẇin
driv(t) = 0]

detailed balanced [ẇnc(t) = 0] CRNs, the semigrand free energy
decreases monotonously in time, i.e., dtG(t) = −TΣ̇(t) ≤ 0. The
semigrand free energy is dissipated.

Example 8. We specify the moieties (70), the interaction driv-
ing work (73), the nonconservative forces (75), and the nonconser-
vative work (74) for the open CRN (9). We start by giving an explicit
expression for the matrix (Lb

Yp)−1Lb [with Lb given in Eq. (16)],

(Lb
Yp)−1Lb = ⎛⎜⎝

E(3) ES(3) EP(3) A –
(1) A –

(2) H +
(1) H +

(2) S(2) P(2)

H +
2 0 0 0 0 0 1 1 0 0
S2 0 1 0 0 0 −1 0 1 0
P2 0 0 1 0 0 1 0 0 1

⎞⎟⎠.
(76)

The vertical gray lines mark the split of (Lb
Yp)−1Lb into (Lb

Yp)−1Lb
X ,(Lb

Yp)−1Lb
Yf , and (Lb

Yp)−1Lb
Yp = 𝟙. By using Eq. (76) in the definition

of the concentrations of the moieties (70), we obtain that

m(z) = ⎛⎜⎝
[H+(1)] + [H+(2)][ES(3)] + [S(2)] − [H+(1)][EP(3)] + [P(2)] + [H+(1)]

⎞⎟⎠. (77)

Only the first moiety has a straightforward interpretation as the pro-
tons. The others are a linear combination of broken conserved quan-
tities accounting for the exchange of fragments of molecules through
the CRN.

We now consider the interaction driving work (73). By using
the expression of the interaction free energy for this example (35),
we obtain

ẇin
driv(t) = Fκ(Q(1)(z(t), e(t))(dt[C+(1)](t) − dt[D−(1)](t))

+ Q(2)(z(t), e(t))(dt[C+(2)](t) − dt[D−(2)](t))), (78)

accounting for the variation of the semigrand free energy due to pos-
sible nonautonomous processes changing the concentrations of the
cations C+ and the anions D− in the two compartments.

Finally, we turn to the nonconservative forces (75). There is
only one nonconservative force for the open CRN (9),

FYf (t) = μH+(1)(t) − μYp
(t) ⋅ (Lb

Yp)−1Lb
Yf

= −(μidP(2)(t) + μH+(2)(t) − μH+(1)(t) − μidS(2)(t)), (79)

since μYp
(t) = (μH+(2)(t),μidS(2)(t),μidP(2)(t))⊺ [recall that the chemical

potential of S(2) and P(2) is the same as that for ideal CRNs]. It rep-
resents the thermodynamic force (i.e., the free energy of reaction) of
the following effective chemical reaction:

S(2) + H+(1) ⇌ H+(2) + P(2) (80)

between chemostatted species. Note that the role of the chemostat-
ted species is precisely that of keeping this effective reaction out
of equilibrium by imposing the thermodynamic force (79). The
corresponding nonconservative work reads

ẇnc(t) = −(μidP(2)(t) + μH+(2)(t) − μH+(1)(t) − μidS(2)(t))IH+(1)(t). (81)

We stress that, despite Eq. (81) resembling the corresponding
expression for ideal CRNs, the interactions affect the value of the
exchange current, IH

+(1)(t). ◻
E. Steady-state entropy production

When autonomous CRNs reach a nonequilibrium steady state
z, the entropy production rate (68) simplifies to

TΣ̇ = ẇnc = FYf ⋅ IYf , (82)

highlighting the physical role of the nonconservative work: it pro-
vides the energy to balance dissipation and keep CRNs out of
equilibrium.

An equivalent decomposition can be achieved using the cycle
splitting of the current vector (19) in Eq. (57),

TΣ̇ = −μ ⋅ Sj
= −μ ⋅ S{∑

ι
cιψι +∑

ϵ
cϵψϵ}

= −μY ⋅ ŜYψ, (83)

where we used Eqs. (17) and (18). The vector ψ collects the coeffi-
cients {ψϵ}, i.e., ψ = (. . . ,ψϵ, . . . )⊺. Each ϵ column of the effective
stoichiometric matrix ŜY

ϵ = SYcϵ codifies the net stoichiometry of
the chemostatted species along the ϵ emergent cycle.

This alternative decomposition of the entropy production has
two advantages. First, it emphasizes the role of the emergent cycles
in the steady-state dissipation. They are out of equilibrium effec-
tive reactions interconverting chemostatted species according to the
stoichiometry codified in ŜY . Second, this decomposition can
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be used to develop thermodynamically consistent coarse-graining
theories as it has been done for ideal CRNs.48,49

Example 9. We specify the effective stoichiometric matrix ŜY

for the CRN (9) given the emergent cycle (21),

ŜY = ⎛⎜⎜⎜⎝
H +

(1) −1
H +

(2) 1
S(2) −1
P(2) 1

⎞⎟⎟⎟⎠. (84)

Notice that the corresponding effective reaction is equal to the
one we inferred from the nonconservative force in Eq. (80). This
equivalence does not hold in general. ◻
F. Lower bound of the semigrand free energy

We now examine how the assumptions on the free energy
G(z, e) introduced in Subsection III A imply that the semigrand free
energy G(z) (71) is lower bounded and thus guarantee thermody-
namic consistency.

Since G(z, e) is lower bounded and increases superlinearly as
concentrations go to infinity by assumption, also G(z) [see Eq. (71)]
is lower bounded for finite values of the chemical potential of the
chemostatted species. Indeed, as concentrations become infinitely
large, −μYp

⋅m can go to minus infinity slower (linearly with z) than
G(z, e) goes to infinity (superlinearly with z). Thus, ∃Gmin such that

G(z) ≥ Gmin , ∀z. (85)

This ensures thermodynamic consistency: autonomous detailed bal-
anced systems relax toward an equilibrium state. Given that (i)
dtG(z(t)) = −TΣ̇(t) ≤ 0 (see Subsection III D), (ii) Σ̇(t) = 0 only at
equilibrium, and (iii) G(z(t)) cannot decrease indefinitely because
of Eq. (85), the systemmust reach an equilibrium state, limt→+∞z(t)
= zeq, and G(z(t)) ≥ G(zeq), ∀t.

The specific equilibrium state zeq to which the system relaxes
depends on the initial conditions. In ideal CRNs, there is a unique
equilibrium state for each stoichiometric compatibility class, here
labeled Ω({Lλu}) (see Subsection II E). In non-ideal CRNs, there
might be multiple equilibria for every stoichiometric compatibility
class. Thus, we introduce Ω(zeq) ⊆ Ω({Lλu}) as the manifold in the
concentration space such that any state in Ω(zeq) will relax toward
the specific equilibrium zeq. This implies that

G(z) ≥ G(zeq) , ∀z ∈ Ω(zeq). (86)

Let us stress two more points. First, the bound (86) does not
provide any constraint for the values of the semigrand free energy
evaluated on different manifolds. Consequently, it is possible that∃z ∉ Ω(zeq) such that G(z) < G(zeq). Second, Gmin must be an equi-
librium value of the semigrand free energy. Indeed, if there was a
nonequilibrium state z such that G(z) = Gmin, the relaxation of z
would necessarily correspond to a decrease in the semigrand free
energy, which is not possible because of Eq. (85).

We now turn to nonautonomous and/or nondetailed balanced
CRNs. The expression of the semigrand free energy (71) is exactly
the same as for the corresponding autonomous detailed balanced
CRNs. Thus, Eq. (86) still holds with zeq now being the equi-
librium state of the corresponding detailed balanced CRNs with
Y = Yp. However, the evolution of z(t) is constrained on a specific
stoichiometric compatibility class Ω({Lλu}), but not (necessarily)
on a specific manifoldΩ(zeq). This means that different bounds (86)
can be identified during the same nondetailed balanced dynamics.

In conclusion, the semigrand free energy is always lower
bounded by G(zeq), where zeq is the equilibrium state to which the
system would relax if it was detailed balanced. This, together with
dtG(z(t)) = −TΣ̇(t) ≤ 0 for autonomous detailed balanced CRNs,
makes the semigrand free energy defined in Eq. (69) the proper
thermodynamic potential of open non-ideal CRNs. In other words,
G(z(t)) − G(zeq) is a Lyapunov function.
G. Relative entropy

We show here that, because of the interactions, the difference
G(z(t)) − G(zeq) cannot be solely expressed as relative entropy.
This is a significant difference with respect to previous studies on
the thermodynamics of ideal CRNs14,17 and ideal reaction-diffusion
systems.18,19

To this aim, we notice that, because of the local detailed balance
(38), the equilibrium chemical potentials satisfy

μ(zeq) ⋅ S = 0. (87)

Thus, μ(zeq) can be written as a linear combination of conserva-
tion laws (11), μ(zeq) =∑λf λℓλ. Recalling that the conservation laws
split into unbroken and broken conservation laws in open CRNs, we
obtain

μ(zeq) ⋅ zeq = μ(zeq) ⋅ z(t) −∑
λb

fλbℓ
λb ⋅ z(t) +∑

λb
fλbℓ

λb ⋅ zeq. (88)

By recalling that the unbroken conservation laws are those with null
entries for the chemostatted species, hence μα(zeq) = ∑λb fλbℓ

λb
α for α∈ Y, and the expressions for the concentrations of the moieties (70),

we verify that

μYp
(t) ⋅m(z(t)) =∑

λb
fλbℓ

λb ⋅ z(t), (89)

μYp
(t) ⋅m(zeq) =∑

λb
fλbℓ

λb ⋅ zeq. (90)

By using Eqs. (88)–(90), we find that

G(z(t)) − G(zeq) = (μ(z(t)) − μ(zeq)) ⋅ z(t)+− RT(∥z(t)∥ − ∥zeq∥)
+Gin(z, e) −∇zGin(z, e) ⋅ z+
−Gin(zeq, e) +∇zGin(zeq, e) ⋅ zeq. (91)
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Finally, by using Eq. (34) to split the ideal and the non-ideal contri-
bution of the chemical potential, we obtain

G(z(t)) − G(zeq) =RTL(z(t) ∥ zeq) +Gin(z, e) −Gin(zeq, e)+
−∇zGin(zeq, e) ⋅ (z − zeq), (92)

where we introduced the relative entropy for non-normalized con-
centration distributions,

L(a ∥ b) =∑
i
ai ln(aibi ) − (ai − bi) ≥ 0. (93)

Equation (92) proves that G(z(t)) − G(zeq) cannot be written only
as a relative entropy, but additional terms emerge from the inter-
actions. It is not granted that these additional terms are always
positive unless Gin(z, e) is a convex function of z. Nevertheless, if
z(t) ∈ Ω(zeq), G(z(t)) − G(zeq) ≥ 0 as proved in Subsection III F.

Example 10. The difference G(z) − G(zeq) in the CRN (9),
where zeq is the equilibrium to which the system would relax if only
the Yp species were chemostatted, can be written as

G(z) − G(zeq) =RTL(z(t) ∥ zeq) + Fκ
2
(Q(1)(z, e) −Q(1)(zeq, e))2

+ Fκ
2
(Q(2)(z, e) −Q(2)(zeq, e))2. (94)

Since the interaction free energy (35) is a convex function, the terms
in Eq. (94) emerging from the electrostatic interactions are always
positive, i.e., (Q(i)(z, e) −Q(i)(zeq, e))2 ≥ 0. ◻

Example 11. We examine the difference G(z) − G(zeq) for the
following closed CRN:

B
+1⇌−1 A− + C+, (95)

when the electrostatic interactions are described within Debye–
Hückel theory,41

Gin(z) = −4Fκ
h3

{h2
2

I(z) − h
√

I(z) + ln[h√I(z) + 1]}, (96)

where I(z) is the ionic strength,
I(z) = 1

2
([A−] + [C+]) ≥ 0, (97)

and κ and h are positive constants depending on the specific system
(see Ref. 41 for their explicit expressions). In this case, G(z)−G(zeq)
becomes

G(z) − G(zeq) =RTL(z(t) ∥ zeq) + (Gin(z) −Gin(zeq))
+ 2Fκ[I(z) − I(zeq)]

√
I(zeq)

1 + h
√

I(zeq) . (98)

Here, the terms emerging from the electrostatic interactions may be
negative because the interaction free energy provided by the Debye–
Hückel theory is not a convex function. ◻

IV. CONCLUSIONS
In this work, we developed a thermodynamic theory of non-

ideal CRNs. We used activity coefficients to account for interactions
within a mean-field approach. Our framework is general and holds
for any (thermodynamic consistent) expressions of the interactions.
Exploiting the local detailed balance assumption, we showed that
the dynamics of non-ideal CRNs does not follow mass-action kinet-
ics unlike for ideal-CRNs. Generalizing some results developed for
ideal-CRNs, we used conservation laws and cycles to derive phys-
ically meaningful decompositions of the entropy production rate.
The first (68) is derived exploiting the conservation laws and allowed
us to determine the proper thermodynamic potential and the forces
driving non-ideal CRNs out of equilibrium. The second (83) is
derived exploiting the cycles and allowed us to express the steady-
state entropy production using only the chemical potential of the
chemostatted species and the currents along the emergent cycles.
We proved that the thermodynamic potential acts as a Lyapunov
function in detailed balanced CRNs.

Crucially, we showed that the thermodynamic structure of non-
ideal CRNs is the same as in ideal CRNs. In particular, the conser-
vation laws and cycles determine whether systems are detailed bal-
anced or not and define the forces (75) maintaining nonequilibrium
regimes in the same way for ideal and non-ideal CRNs.

These results are fundamental to characterize processes of
energy transduction in biosystems and electrochemical systems
where interacting ions are ubiquitous. As a perspective, one could
exploit the same strategy we followed in this work to specialize
the stochastic thermodynamics of CRNs to interacting systems. We
leave these points to future investigations.
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Chemical processes in closed systems inevitably relax to equilibrium. Living systems avoid

this fate and give rise to a much richer diversity of phenomena by operating under none-

quilibrium conditions. Recent experiments in dissipative self-assembly also demonstrated

that by opening reaction vessels and steering certain concentrations, an ocean of opportu-

nities for artificial synthesis and energy storage emerges. To navigate it, thermodynamic

notions of energy, work and dissipation must be established for these open chemical systems.

Here, we do so by building upon recent theoretical advances in nonequilibrium statistical

physics. As a central outcome, we show how to quantify the efficiency of such chemical

operations and lay the foundation for performance analysis of any dissipative chemical

process.
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Traditional chemical thermodynamics deals with closed
systems, which always evolve towards equilibrium. At
equilibrium, all reaction currents—defined as the forward

reaction fluxes minus the backwards (Jρ= J+ρ− J−ρ, where ρ
labels the reactions)—eventually vanish. The first thermodynamic
description of nonequilibrium chemical processes was achieved
by the Brussels school founded by de Donder and perpetuated by
Prigogine1,2, but they focused on few reactions close to equili-
brium in the so-called linear regime. However, processes such as
fuel-driven self-assembly involve open chemical reaction net-
works (CRN) with many reactions operating far away from
equilibrium3,4. The openness arises from the presence of one or
more chemostats, i.e. particle reservoirs coupled with the system
which externally control the concentrations of some species—just
like thermostats control temperatures—and allow for matter
exchanges. Open CRN can then be thought of as thermodynamic
machines powered by chemostats. Two operating regimes may be
distinguished, reminiscent of stroke and steady-state engines. In
the first, work is used to induce a time-dependent change in the
species abundances that could never be reached at equilibrium.
An example could be the accumulation of a large amount of
molecules with a high free energy content as in fuel-driven self-
assembly, or the depletion of some undesired species as in
metabolite repair5. In the second, work is used to maintain the
system in a nonequilibrium stationary state which continuously
transduces an input work into useful output work. Beyond energy
transduction within pseudo-first order reactions6, no framework
currently exists to assess how efficient and powerful such che-
mical engines can be. We provide one grounded in the recently
established nonequilibrium thermodynamics of CRN7,8, which
was born from the combination of state-of-the-art statistical
mechanics9–14 and mathematical CRN theory15,16. Establishing
rigorous concepts of free energy, chemical work and dissipation
valid far from equilibrium reveals crucial. They provide the basis
for thermodynamically meaningful definitions of efficiencies and
optimal performance in the different operating regimes. In the
following, energy storage (ES) and driven synthesis (DS) are
analyzed as models epitomizing the first and the second operating
regime, respectively, but our findings apply to any dissipative
chemical process.

Results
Energy storage. In energy storage, an open CRN initially at
equilibrium with high concentrations of low-energy molecules
and low concentrations of high-energy ones is brought out of
equilibrium with the aim to increase the concentrations of the
high-energy species. This process is reminiscent of charging a
capacitor via the coupling to a voltage generator. In the context
of supramolecular chemistry, the concept of ES was proposed
by Ragazzon and Prins4. An insightful model capturing its main
features is described in Fig. 1. Its thermodynamic analysis,
detailed in Supplementary Note 1b, will now be outlined. Given
a set of reaction rate constants, the accumulation of the high-
energy species A2 may be enabled when chemostats set a certain
positive chemical potential difference of fuel and waste, i.e.
F fuel ¼ μF � μW>0, by steering [F] (see Supplementary Fig. 1).
This implies the injection of F molecules at a rate IF and the
extraction of W at rate IW. The resulting power (i.e., work per
unit of time) performed on the system by the fueling
mechanism is _Wfuel ¼ IFF fuel

7,8,17. The proper way to quantify
the energy content of an open CRN is via its nonequilibrium
free energy G. During the charging process, only part of the
work, namely ΔG, is dedicated to shift the concentrations dis-
tribution and is stored as free energy in the system4. The
remaining fraction, namely TΣ, is dissipated according to the

second law of thermodynamics

Wfuel ¼ ΔG þ TΣ; ð1Þ
where T is temperature and Σ ≥ 0 the entropy production,
which only vanishes at equilibrium. The time-dependent ther-
modynamic efficiency of an ES process is thus the ratio

ηes ¼
ΔG
Wfuel

¼ 1� TΣ
W fuel

: ð2Þ

Equation (1) has been used to derive the second equality. We
emphasize that each of these contributions has an explicit
expression in terms of concentrations and rate constants (see
Supplementary Note 1b). For instance, the energy stored at any
time with respect to equilibrium is given by the expression

ΔG ¼ RT
X

X¼M;

M�;A�
2 ;A2

½X�ln ½X�
½X�eq

� ½X� þ ½X�eq
" #

� 0;
ð3Þ

which is reminiscent of an information theoretical measure called
relative entropy18. Crucially, any concentration distribution
different from the equilibrium one has a positive energy content.
Equation (1) thus implies that an amount of work of at least ΔG
needs to be provided to reach it. It also ensures that ηes is
bounded between zero and one.

We simulated an ES process and plotted the dynamics of
concentrations as well as efficiency and its contributions in
Fig. 2. The process can be divided into a charging and a
maintenance phase. During the former, the system energy grows
dtG> 0ð Þ in a way which correlates with the accumulation of the
high-energy species A2. The process can be quite efficient as a
significant portion of the work is converted into free energy.
However, in the maintenance phase, the system has reached a
nonequilibrium steady state. The efficiency drops towards zero
(proportional to the inverse time) as the entire work is being
spent to preserve the energy previously accumulated dtG ’ 0ð Þ.
The maximum ηes is reached during the charging phase
(see Supplementary Note 1b for a rigorous proof) and defines
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Fig. 1 Model for energy storage and driven synthesis. Without (resp. with)
the orange dashed transition, the chemical reaction network models energy
storage (resp. driven synthesis). The high-energy species A2 is at low
concentration at equilibrium. Powering the system by chemostatting fuel
(F) and waste (W) species boosts the formation of A2 out of the monomer
M via the activated species M2 and A�

2. a The chemical reaction network
(forward fluxes are defined counter-clockwise). b Sketch of concentrations
distributions (proportional to radii) and net currents (proportional to
arrows thickness, see Supplementary Note 1c)
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the time that minimizes the dissipation of ES. The value of the
efficiency when the process enters the maintenance phase
characterizes instead the performance of the ES process when
the system has reached its maximum storage capacity. The
best time to stop ES and start making use of it (cf. driven
synthesis below) will be a tradeoff between maximizing the
energy stored and minimizing dissipation. In general, the ideal
situation will be the one in which ηes peaks as close as possible to
the maintenance phase.

Figure 3 focuses on the maintenance phase for different values
of F fuel. It shows that by driving the system away from
equilibrium, one can reach species abundances that are very
different with respect to the equilibrium ones. It also shows that
the accumulation of free energy does not necessarily coincide
with an increase in concentration of the most energetic species
A2. Indeed, while at low values of F fuel the accumulation of G
correlates with [A2], beyond a threshold A2 starts to be depleted
while energy continues getting stored by further moving away the
concentration distribution from equilibrium. We finally note that
the connection of our work to “kinetic asymmetry”4,19 is
discussed in Supplementary Note 1c.

As we have seen, the crucial part of energy storage is the
charging phase, as the maintenance phase is purely dissipative
and consumes chemical work without any energy gain. In order
to make use of the energy accumulated during the charging phase,
a mechanism extracting the energetic species from the system

must be introduced. This complementary but distinct working
regime of an open CRN will now be considered.

Driven synthesis. In driven synthesis, an energetic species that
accumulates thanks to a fueling process is continuously extracted
from a system in a nonequilibrium steady state. One may con-
sider for instance processes where the product either evaporates,
precipitates or undergoes other fast transformations while being
rapidly replaced by reactants. By building upon the above ES
scheme, a simple way to model DS is to add an ideal extraction/
injection mechanism to the CRN (orange dashed arrows in
Fig. 1). This mechanism removes the assembled molecule A2 and
renews two M molecules at a rate Iext= kext[A2]. In doing so, we
model the endergonic synthesis of molecules that are strongly
unfavored at equilibrium, a strategy used by Nature20–22 and
which may be within reach of supramolecular chemists23–25.

From the thermodynamic standpoint detailed in Supplemen-
tary Note 2b, the input power spent by the fueling mechanism,
_W fuel ¼ IFF fuel ¼ IFðμF � μWÞ, is now not just dissipated as T _Σ,
but part of it is used to sustain the production of A2:

_W fuel ¼ � _Wext þ T _Σ: ð4Þ
The output power released by the extraction mechanism,

_Wext ¼ Iextð2μM � μA2
Þ, is negative when DS occurs. In this

context the thermodynamic efficiency is thus given by

ηds ¼ �
_Wext

_W fuel

¼ 1� T _Σ
_W fuel

; ð5Þ

where Eq. (4) has been used to derive the second equality. It is
bounded between zero and one when DS occurs.

In Fig. 4, we simulated DS for various working conditions by
varying kext and F fuel. We start our analysis by considering a
given value of F fuel. As kext is increased, ηds first grows to an
optimal value before decreasing towards negative values where
the DS regime ends (see Fig. 4a). At the same time Iext increases
until it reaches a plateau (see Fig. 4c). This happens when kext
overcomes the ability of the system to sustain high values of [A2]
(Fig. 4b). Eventually the drop in [A2] is such that 2μM � μA2

>0,
thus resulting in the loss of the DS regime. We now fix kext and
increase F fuel. The DS regime starts at a threshold value, when
[A2] becomes high enough. After that, both [A2] and the
efficiency grow to an optimal value before decreasing again. This
time however, the efficiency remains positive as [M] drops
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together with [A2] (see Fig. 4d). Figure 4e shows another
important feature. As F fuel is increased, Iext first increases too, but
eventually reaches a maximum after which it decreases. This
phenomenon is a hallmark of far-from-equilibrium physics which
could not happen in a linear regime, namely when kext and F fuel
are small. Remarkably, the global maximum of the efficiency in
Fig. 4a is reached in a region far from equilibrium. We note that it
corresponds to values of F fuel close to the one maximizing [A2] in
the maintenance phase of ES (see Fig. 3) and to values of kext of
order one resulting in Iext which do not overly deplete [A2]. We
finally turn to the lines of maximum efficiency and efficiency at
maximum power in Fig. 4a, where the maximization is done with
respect to kext at a given F fuel. Since these two lines typically do
not coincide, the study of the tradeoffs is the object of a rich field
called finite-time thermodynamics26. Interestingly, while these
two lines cannot coincide in the linear regime (see Supplementary
Note 2d), we see that they do intersect far-from-equilibrium, not
far from the global maximum of the efficiency. Our analysis thus
allowed us to identify a region of good tradeoff between power
and efficiency for the model of DS we introduced. In order to
emphasize the fact that all the interesting features that we
identified in DS occur far-from-equilibrium, we analyze in detail
in Supplementary Note 2d the linear regime of DS. After
identifying the Onsager matrix, we are able to analytically
reproduce the results of the simulations in the limit of small F fuel
and kext (bottom-left part of Fig.4a, see Supplementary Fig. 3 for
details), thus pinpointing the limit of validity of the linear regime
approximation.

Discussion
Thermodynamics was born from the effort to systematize the
performance of steam engines. Open CRN, which are at the core
of recent efforts in artificial synthesis27 and ubiquitous in living
systems22,28,29, can be seen as chemical engines. In the spirit of
this analogy, in this article we built a chemical thermodynamic
framework which enables us to systematically analyze the per-
formance of two fundamental dissipative chemical processes. The
first, energy storage, is concerned with the time-dependent accu-
mulation of high-energy species far from equilibrium and is cur-
rently raising significant attention from supramolecular chemists.
The second, driven synthesis, aims at continuously extracting the

previously obtained high-energy species and provides a simple and
insightful instance of energy transduction beyond pseudo-
unimolecular CRN. In doing so, we identified their optimal
regimes of operation. Crucially they lie far-from-equilibrium in
regions unreachable using conventional linear regime thermo-
dynamics. We emphasize that the methods developed in this
paper can in principle be applied to any open CRN and thus
provide the basis for future performance studies and optimal
design of dissipative chemistry. They are thus destined to play a
major role in bioengineering and nanotechnologies.

Data availability
All data needed to reproduce numerical results are reported in the Supplementary
Information.

Code availability
The code that generated the plots is available from the corresponding author upon
request.
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SUPPLEMENTARY NOTE 1: DETAILS ON ENERGY STORAGE

a. Dynamics

The evolution in time of the concentrations of the species M, M∗, A∗2, and A2 is ruled by the rate
equations

dt
©«

[M]
[M∗]
[A∗2]
[A2]

ª®®®¬︸ ︷︷ ︸
[X ]

=

©«

−1 −1 0 0 0 2
1 1 −2 0 0 0
0 0 1 −1 −1 0
0 0 0 1 1 −1

ª®®®¬︸                            ︷︷                            ︸
SX

·
©«

k+1F[F][M] − k−1F[M∗]
k+1W[W][M] − k−1W[M∗]

k+2[M∗]2 − k−2[A∗2]
k+3F[A∗2] − k−1F[A2][F]2

k+3W[A∗2] − k−1W[A2][W]2
k+4[A2] − k−4[M]2

ª®®®®®®¬︸                                ︷︷                                ︸
J = J+ − J−

, (1)

∗ massimiliano.esposito@uni.lu
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2

where [F] and [W] are the concentrations of fuel and waste species. Since these latter are externally kept
constant by the chemostats, the balance equations for their concentrations read

0 = dt
( [F]
[W]

)
︸ ︷︷ ︸
[Y ]

=

(−1 0 0 2 0 0
0 −1 0 0 2 0

)
︸                   ︷︷                   ︸

SY

·
©«

k+1F[F][M] − k−1F[M∗]
k+1W[W][M] − k−1W[M∗]

k+2[M∗]2 − k−2[A∗2]
k+3F[A∗2] − k−1F[A2][F]2

k+3W[A∗2] − k−1W[A2][W]2
k+4[A2] − k−4[M]2

ª®®®®®®¬︸                                ︷︷                                ︸
J = J+ − J−

+

(
IF
IW

)
︸︷︷︸
I

, (2)

with IF and IW denoting the external currents of fuel and waste �owing from the chemostats. We
denote by X = M,M∗,A2,A∗2 the internal species, by Y = F,W the chemostatted ones, and label by
ρ = 1F, 1W, 2, 3F, 3W, 4 the reactions.

b. Thermodynamics

We consider an isothermal, isobaric, and well-stirred ideal dilute solution containing species undergoing
elementary reactions. Each species is thermodynamically characterized by chemical potentials of the
form

µX = µ
◦
X + RT ln [X ][0] , µY = µ

◦
Y + RT ln [Y ][0] , (3)

where µ◦X and µ◦Y are standard-state chemical potentials and [0] is the standard-state concentration.
Dynamics and thermodynamics are related via the hypothesis of local detailed balance, which relates

the ratio of rate constants to the di�erences of standard-state chemical potentials along reactions

RT ln
k+ρ

k−ρ
= −

∑
X

µ◦XS
X
ρ −

∑
Y

µ◦YS
Y
ρ . (4)

At equilibrium, the thermodynamic forces driving each reaction, also called a�nities, vanish

A
eq
ρ = −

∑
X µ

eq
X SX

ρ −
∑
Y µ

eq
Y SY

ρ = 0 , (5)

as well as all reaction currents

J
eq
ρ = J

eq
+ρ − J eq−ρ = 0 . (6)

The dissipation of the process is captured by the entropy production (EP) rate

T ÛΣ = RT
∑
ρ

Jρ ln
J+ρ

J−ρ
≥ 0 , (7)

which also vanishes at equilibrium. Using the rate equations and the local detailed balance, Supplementary
Equation 4, one can rewrite this quantity as

T ÛΣ = −dtG + ÛWchem , (8)

where

G =
∑

X [X ] (µX − RT ) +
∑
Y [Y ] (µY − RT ) (9)
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is the Gibbs free energy, while

ÛWchem =
∑
Y µY IY = µFIF + µWIW (10)

is the chemical work per unit time exchanged with the chemostats.
One can also show that if the CRN were closed (fuel and waste not chemostatted) it would relax to

equilibrium by minimizing G [1]. Fuel and waste are however chemostatted and we need to identify the
conditions for equilibrium in the open CRN. To do so we preliminary identify the topological properties
of the network.

The stoichiometric matrixS ≡ (SX,SY)T (see Supplementary Equations 1 and 2) encodes the topological
properties of the CRN. We can access these properties by determining its cokernel, which is spanned by

`M =
( M M∗ A∗2 A2 F W
1 1 2 2 0 0

)
, (11)

`W =
( M M∗ A∗2 A2 F W
0 1 2 0 1 1

)
. (12)

The �rst of these vectors identi�es a conserved quantity

LM = `L ·
([X ]
[Y ]

)
= [M] + [M∗] + 2[A∗2] + 2[A2] ,

dtLM = 0 (13)

which is proved using the rate equations Supplementary Equation 1 and Supplementary Equation 2.
The second vector identi�es what we call a broken conserved quantity

LW = `W ·
([X ]
[Y ]

)
= [M∗] + 2[A∗2] + [F] + [W] . (14)

Using again the rate equations, it can be shown that

dtLW := IF + IW . (15)

Namely, LW changes only due to the exchange of fuel and waste with the chemostats. If the CRN were
closed, LW would be constant. Using Supplementary Equation 15, we can rewrite the entropy production
in Supplementary Equation 8 as

T ÛΣ = −dtG + ÛWfuel , (16)

where

G = ∑
X [X ] (µX − RT ) +

∑
Y [Y ] (µY − RT ) − µWLW

=[M]µM + [A2]µA2 + [M∗] (µM∗ − µW) + [A∗2]
(
µA∗2 − 2µW

)
+ [F] (µF − µW)+

− RT ([M] + [A2] + [M∗] + [A∗2] + [F] + [W]
) (17)

is a semigrand Gibbs potential, and

ÛWfuel := IF(µF − µW) . (18)

is the fueling chemical work per unit of time (i.e., the fueling power). The derivation of Supplementary
Equation 18 for an arbitrary CRN is discussed in Supplementary References [1], [2] and [3].

If µF = µW, Supplementary Equation 16 shows that G is a monotonically decreasing function in time,
given that T ÛΣ ≥ 0. Its minimum value — i.e., the equilibrium value — under the constraint given by
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the conservation law (Supplementary Equation 13) is found by minimizing the function Λ = G − λLM,
where λ is the Lagrange multiplier corresponding to LM. The equilibrium concentrations thus satisfy the
following conditions

0 = dΛ
d[M]

����
eq
= µ

eq
M − λ = µ◦M + RT ln[M]eq − λ ,

0 = dΛ
d[A2]

����
eq
= µ

eq
A2
− 2λ = µ◦A2

+ RT ln[A2]eq − 2λ ,

0 = dΛ
d[M∗]

����
eq
= µ

eq
M∗ − µW − λ = µ◦M∗ + RT ln[M∗]eq − µW − λ ,

0 = dΛ
d[A∗2]

����
eq
= µ

eq
A∗2
− 2µW − 2λ = µ◦A∗2 + RT ln[A∗2]eq − 2µW − 2λ .

(19)

The equilibrium semigrand Gibbs potential reads

Geq = λLM − RT
([M]eq + [A2]eq + [M∗]eq + [A∗2]eq + [F]eq + [W]eq

)
= [M]µeqM + [A2]µeqA2

+ [M∗] (µeqM∗ − µW)
+ [A∗2]

(
µ
eq
A∗2
− 2µW

)
+

− RT ([M]eq + [A2]eq + [M∗]eq + [A∗2]eq + [F]eq + [W]eq
)
,

(20)

which leads by direct calculation to Equation (3) in the main text:

G − Geq = RT
∑
X

[
[X ] ln [X ][X ]eq − [X ] + [X ]eq

]
≥ 0 . (21)

Therefore, when µF = µW, the quantity G − Geq is a Lyapunov function for the open network relaxing to
equilibrium. When Ffuel = µF − µW , 0, the fueling chemical work in Supplementary Equation 16 does
not vanish, and the system is prevented from reaching equilibrium.

Equation (1) in the main text is obtained by integrating Supplementary Equation 16 from time t = 0 to
a generic time t . In our simulation of energy storage, we focused on the special case in which the system
at time t = 0 is at equilibrium (Ffuel = 0).

We end this section by analytically proving that ηes de�ned in the main text goes to zero both in the
short and in the long time limits.

In the short time limit t = δt � 1, i.e. immediately after tuning on Ffuel by changing [F], we have

∆G ' dtG|0 δt + d2tG|0 δt2
Wfuel ' ÛWfuel(0)δt + dt ÛWfuel |0 δt2 ,

(22)

While ÛWfuel(0) , 0, dtG|0 = 0. Indeed, by using Supplementary Equation17, we �nd that

dtG|0 =
∑

X µ̂X (0) dt [X ]|0 =
∑

X µ̂X (0)SX J (0) , (23)

where µ̂X is equal to

µ̂M = µM , µ̂M∗ = µM∗ − µW , µ̂A∗2 = µA∗2 − 2µW , µ̂A2 = µA2 . (24)

At t = 0, the concentrations of internal speciesX as well as their chemical potentials µX are at equilibrium.
By using Supplementary Equation 19, one readily sees that

∑
X µ̂

eq
X SX = 0 for all reactions, and from

Supplementary Equation 23 one proves that dtG|0 = 0. Therefore

ηes(δt) '
d2tG|0 δt
ÛWfuel(0)

(25)
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goes to zero when δt goes to zero.
In the long time limit t → ∞, the system approaches a steady state in which dtG → 0, and thus
ÛWfuel ' ÛΣ ≥ 0. Therefore, while ∆G remains �nite,Wfuel keeps growing, and ηes → 0.
Since in ES ∆G ≥ 0, as announced, ηes will start in zero, increase in time, reach a maximum, and then

eventually decrease back to zero. The above proof can be generalized to arbitrary chemical reaction
networks evolving towards steady states, but ηes might have more than one local maximum depending
on the underlying dynamics.

c. Cycles & kinetic symmetry

From the thermodynamic point of view we adopted in this work, any steady state other than the
equilibrium one has a non null energy content which is quanti�ed through its concentrations distribution
according to Supplementary Equation 21 (equation (3) in the main text). A condition referred to as
“kinetic symmetry” is central in the literature on ES [4, 5]. This section aims to frame this concept into
our theory.

In a CRN, a cycle is a reaction pathway which does not alter the internal state of the system. They
play an important role at steady state, where chemical currents can only �ow along cycles. Any possible
cycle is represented by a vector in the kernel of SX, which is spanned by

cT1 =
( 1F 1W 2 3F 3W 4
1 −1 0 0 0 0

)
, (26)

cT2 =
( 1F 1W 2 3F 3W 4
0 0 0 1 −1 0

)
, (27)

cT3 =
( 1F 1W 2 3F 3W 4
2 0 1 0 1 1

)
, (28)

where each entry represents the number of times the corresponding reaction has to be performed in
order to complete the cycle. The vector of steady-state currents can always be expressed in terms of a
complete base of cycles:

J = J (c1)c1 + J (c2)c2 + J (c3)c3 (29)

where the coe�cients are called cycle currents and represent the contribution of each cycle to the total
current observed along each reaction. An important thing to note is that the relation 1

2 (J1F + J1W) = J2 =
J3F + J3W = J4 always holds. It shows that the net current from M to M∗ has to be twice as much those
across other steps at the stationary state, as represented through arrow thickness in Figure 1b of the
main text. When the cycle current for a particular cycle is equal to zero, we refer to that cycle as being
stalled [6, 7].

Kinetic symmetry as de�ned in Supplementary Reference [5] corresponds to the situation where no
accumulation of A2 occurs in the system, i.e. when no net current from monomers to assemblies can occur.
This corresponds to the situation where the cycle c3 is stalled, i.e. when J (c3)c3 = 0 in Supplementary
Equation 29. Mathematically it implies

([F] · k+1F + [W] · k+1W)2 k+2 (k+3F + k+3W)k+4
(k−1F + k−1W)2 k−2 ([F]2 · k−3F + [W]2 · k−3W)k−4 = 1 , (30)

which is the same as Equation (2) reported in Supplementary Reference [5], but with the dependence
on the chemostatted species made explicit. The above equation has two solutions in [F]. One always
exists and corresponds to the equilibrium state, where by de�nition all the cycles are stalled and no
energy is stored in the system. The other one, when physical (it may be negative), corresponds to a
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nonequilibrium steady state where A2 does not accumulate (current will instead �ow along cycles c1
and c2) but ES nevertheless occurs via an increase of G. Therefore, ES involving the accumulation of A2
requires to break the kinetic symmetry of the network, as happens when varying [F]. We note that for
the choice of kinetic constants and [W] we adopted in the paper (see Supplementary Note 1d below), the
condition of nonequilibrium kinetic symmetry can’t be realized with any value of Ffuel di�erent from
the equilibrium one.

d. Parameters

With reference to the model in Figure 1 of the main text, the following parameters were used for all
the simulations:

Supplementary Table 1. Parameters used for the energy storage model depicted in Figure 1 of the main text. Values
of the backward kinetic constants were obtain through Supplementary Equation 4 in order to assure thermodynamic
consistency, here they are reported with 3 digits. For the sake of completeness, equilibrium constants of the various
reactions (Kρ = k+ρ/k−ρ ) are reported. Note that [W] is kept �xed, while we used [F] to tune Ffuel in the various
discussions (see Supplementary Figure 1 below).

µ◦M −2 · 103 J mol−1
µ◦M∗ −3 · 103 J mol−1
µ◦A∗2

−4 · 103 J mol−1

µ◦A2
9 · 103 J mol−1

µ◦F 11 · 103 J mol−1
µ◦W −11 · 103 J mol−1
LM 1 M
[F] [

1 · 10−4, 4 · 102] M
[W] 1 M

k+1F 5 M−1s−1
k+1W 1 · 10−3 M−1s−1
k+2 1 M−1s−1
k+3F 1 · 10−6 s−1
k+3W 5 s−1
k+4 1 · 10−1 s−1
k−1F 3.63 · 10−2 s−1
k−1W 6.06 · 10−2 s−1
k−2 2.27 s−1
k−3F 1.74 M−2s−1
k−3W 1.24 · 10−1 M−2s−1
k−4 4.81 · 10−4 M−1s−1

K1F 1.38 · 102 M−1
K1W 1.65 · 10−2 M−1
K2 4.40 · 10−1 M−1
K3F 5.76 · 10−7 M2

K3W 4.02 · 101 M2

K4 2.08 · 102 M

Supplementary Figure 1. Values of Ffuel as a function of [F] (note the logarithmic scale for the x axis). The value of
[F] giving Ffuel = 7.5 · RT is highlighted by the vertical dotted line.
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SUPPLEMENTARY NOTE 2: DETAILS ON DRIVEN SYNTHESIS

a. Dynamics

With the addition of the extraction mechanism, the evolution in time of the concentrations of the
species M, M∗, A2, and A∗2 is ruled by the following rate equations

dt
©«

[M]
[M∗]
[A∗2]
[A2]

ª®®®¬︸ ︷︷ ︸
[X ]

=

©«

−1 −1 0 0 0 2
1 1 −2 0 0 0
0 0 1 −1 −1 0
0 0 0 1 1 −1

ª®®®¬︸                            ︷︷                            ︸
SX

·
©«

k+1F[F][M] − k−1F[M∗]
k+1W[W][M] − k−1W[M∗]

k+2[M∗]2 − k−2[A∗2]
k+3F[A∗2] − k−3F[A2][F]2

k+3W[A∗2] − k−3W[A2][W]2
k+4[A2] − k−4[M]2

ª®®®®®®¬︸                                ︷︷                                ︸
J = J+ − J−

+

©«

2Iext
0
0
−Iext

ª®®®¬
, (31)

where the current of extraction reads Iext = kext[A2].
We examine this system at the steady state, in which all concentrations are stationary: dt [X ]ss = 0 for

all X . Their expressions are not analytical, but can be easily obtained numerically, thus showing that the
steady state state is unique within a broad range of values for the parameters that we examined.

b. Thermodynamics

For the driven synthesis model at the steady state, Supplementary Equation 8 becomes

T ÛΣ = ÛWchem , (32)

where the chemical work per unit of time now reads

ÛWchem = µFIF + µWIW + 2µMIext − µA2 Iext . (33)

In order to construct the entropy balance as in Equation (4) of the main text, we once again need to
consider conservation vectors (11) and (12), i.e. a basis of the cokernel of S.

`M =
( M M∗ A∗2 A2 F W
1 1 2 2 0 0

)
, (34)

`W =
( M M∗ A∗2 A2 F W
0 1 2 0 1 1

)
. (35)

Now, both these vectors identify broken conserved quantities. The former corresponds to the conserved
quantity relative to the monomer

LM = `M ·
([X ]
[Y ]

)
= [M] + [M∗] + 2[A∗2] + 2[A2] . (36)

In the framework of Supplementary Reference [1], this is a broken conservation law because of the
presence of the extraction mechanism. Here its value does not change by construction of the model,
since every A2 which is exchanged is readily replaced by 2 M molecules

dtLM = 2Iext − 2Iext = 0 . (37)
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The latter represents the F/W conservation law

LW = `W ·
([X ]
[Y ]

)
= [M∗] + 2[A∗2] + [F] + [W] , (38)

which is broken by the fueling mechanism

dtLW = IF + IW . (39)

At the steady state all time derivative vanish, and we can use Supplementary Equation 39 to recast the
chemical work per unit of time in Supplementary Equation 33 into

ÛWchem = ÛWfuel + ÛWext (40)

where

ÛWfuel = IF (µF − µW) . (41)

is the input power, and

ÛWext = Iext(2µM − µA2 ) (42)

is the output power. By combining Supplementary Equation 40 with Supplementary Equation 32, we
obtain Equation (4) of the main text.

c. Plots of − ÛWext and ÛWfuel

(a) (b)

Supplementary Figure 2. (a) Minus the output power (− ÛWext) and (b) input power ( ÛWfuel) plotted in the same
range of parameter as in Figure 4 of the main text. The e�ciency is given by the ratio of the two plots, according to
Equation (5) of the main text.

d. Linear Regime

For kext = 0 and Ffuel = µF − µW = 0, the entropy production at the steady state vanishes, and hence
the steady state is an equilibrium one ([X ]eq). For

kext � 1 (43a)
Ffuel = µF − µW � RT (43b)
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the entropy production is close to zero and hence the system is in a linear regime close to equilibrium. In
this regime, we can write the steady-state concentrations as [X ]ss = [X ]eq(1 + fX /RT ), where fX � RT
for all X encode the linear shifts from equilibrium. Regarding the chemostatted ones, without loss of
generality, we write [F] = [F]eq(1+Ffuel/RT ) and [W] = [W]eq, where µ◦F +RT ln[F]eq = µ◦W+RT ln[W]eq.
In this way, when approximating the chemical potentials of the chemostats using the fact that Ffuel � RT ,
the equality in Supplementary Equation 43b is recovered.

By inserting the above expressions into the rate equations, Supplementary Equation 31 and 2, one
obtains the analytical solution of the driven synthesis model at the steady-state in the linear regime.
Indeed, by discarding second order terms and exploiting the properties of the equilibrium state (J eq+ρ = J

eq
−ρ ),

the rate equations read

MX
X ·

©«

fM
fM∗
fA∗2
fA2

ª®®®¬
+ Ffuel MX

F =
©«

2Iext
0
0
−Iext

ª®®®¬
and MF

X ·
©«

fM
fM∗
fA∗2
fA2

ª®®®¬
+ Ffuel MF

F = IF , (44)

for the internal and chemostatted species, respectively. The extraction current is given by Iext = kext[A2]eq,
while the matrix M is a 6 by 6 matrix which encodes both the topology and the kinetics of the linear
regime dynamics

M := S · diag {
J
eq
+

} · ST/RT , (45)

where

J
eq
+ =

(
k+1F[F]eq[M]eq k+1W[W]eq[M]eq k+2[M∗]2eq k+3F[A∗2]eq k+3W[A∗2]eq k+4[A2]eq

)
(46)

are the equilibrium forward �uxes. The labels X and F in Supplementary Equation 44 select blocks of M
corresponding to internal and fuel species, respectively, as shown below.





M =

MX
X MX

F MX
W

MF
X

MW
X

M
F,W
F,W

M

M∗

A2

A∗2

F

W

M M∗ A∗2 A2 F W

(47)

Let us now introduce the index “a” to denote the activated species which are neither exchanged nor
extracted (M∗ and A∗2), whereas the index “e” denotes the extracted/injected species (A2 and M). The
rate equations can thus be further split into

0 = Ffuel Ma
F +M

a
a ·

(
fM∗
fA∗2

)
+Ma

e ·
(
fM
fA2

)

−Iext = Ffuel MA2
F +M

A2
a ·

(
fM∗
fA∗2

)
+MA2

e ·
(
fM
fA2

)

IF = Ffuel MF
F +M

F
a ·

(
fM∗
fA∗2

)
+MF

e ·
(
fM
fA2

)
.

(48)
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We now observe that from the de�nition of conservation law, the following constraint holds

0 = M `TM = Ma ·
(
1
2

)
+Me ·

(
1
2

)
, (49)

which implies that

MM = −2MA2 −Ma ·
(
1
2

)
. (50)

This allows us to rewrite Supplementary Equations 48 as

0 = Ffuel Ma
F +M

a
a ·

(
fM∗ − fM
fA∗2 − 2fM

)
+

(
fA2 − 2fM

)
Ma

A2

−Iext = M
A2
F Ffuel +MA2

a ·
(
fM∗ − fM
fA∗2 − 2fM

)
+

(
fA2 − 2fM

)
M

A2
A2

IF = Ffuel MF
F +M

F
a ·

(
fM∗ − fM
fA∗2 − 2fM

)
+

(
fA2 − 2fM

)
MF

A2
.

(51)

We now solve the �rst of the three equations above for the vector in parenthesis, using the fact that Ma
a

is nonsingular.
(
fM∗ − fM
fA∗2 − 2fM

)
= −(Ma

a)−1 ·
[Ffuel Ma

F +
(
fA2 − 2fM

)
Ma

A2

]
. (52)

This follows from the fact thatMa
a is Gramian [8], andSa contains linearly independent vectors. Therefore,

the last two equations in 51 can be recast into

−Iext = Ffuel
[
M

A2
F −MA2

a · (Ma
a)−1 ·Ma

F

]
+

(
fA2 − 2fM

) [
M

A2
A2
−MA2

a · (Ma
a)−1 ·Ma

A2

]
IF = Ffuel

[
MF

F −MF
a · (Ma

a)−1 ·Ma
F
]
+

(
fA2 − 2fM

) [
MF

A2
−MF

a · (Ma
a)−1 ·Ma

A2

]
.

(53)

Changing signs conveniently, we can rewrite the above equations in terms of the Onsager matrix L,
which expresses the linear dependence of currents from forces when the system is close to equilibrium:

(
IF
Iext

)
= L

(
µF − µW
2µM − µA2

)
. (54)

Indeed, in the linear regime the chemical force associated to the extraction currents is 2µM − µA2 =

2fM − fA2 . The entries of the Onsager matrix are given by

L =

(
MF

F −MF
a · (Ma

a)−1 ·Ma
F MF

a · (Ma
a)−1 ·Ma

A2
−MF

A2
M

A2
A2
−MA2

a · (Ma
a)−1 ·Ma

A2
M

A2
a · (Ma

a)−1 ·Ma
F −MA2

F

)
:=

(
L11 L12
L21 L22

)
. (55)

We can use Supplementary Equation 54 to analytically evaluate the e�ciency ηds introduced in
Equation (5) of the main text, as well as the output power ÛWext, in terms of kext and Ffuel, namely the
control parameters in the model:

ηds = − Iext(Iext − FfuelL12)
Ffuel(IextL12 + Ffueldet[L])

; ÛWext =
Iext(Iext − FfuelL12)

L11
. (56)
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When Ffuel is kept �xed, the values of kext which extremise ηds and − ÛWext are readily found by deriving
the previous expressions and look for the unique stable points:

max e�ciency : k∗ext =

√
L11L22det[L] − det[L]

L12[A2]eq Ffuel (57)

max output power : k∗ext =
L12

2[A2]eqFfuel . (58)

The above equations de�ne the sets of points of maximum e�ciency and e�ciency at maximum power
for any value of Ffuel within the linear regime. By equating the right hand sides of Supplementary
Equations 57 and 58, one obtains that these two expressions coicide if and only if L12 = L21 = 0, which is
never the case for coupled currents.

When evaluated using the parameters in Supplementary Table 1, Supplementary Equation 55 reads

L =

(
17.7835 3.74893
3.74893 23.7732

)
· 10−8mol2/sLJ (59)

where the cross coe�cients are equal according to the Onsager reciprocal relations.
When the analytical solution is plotted against kext and Ffuel, we obtain the plot in Supplementary

Figure 3b, where both maximum e�ciency and e�ciency at maximum power are highlighted as in
Figure 3 of the main text. An enlargement of the linear region of Figure 3 of the main text is shown in
Supplementary Figure 3a.

(a) (b)

Supplementary Figure 3. Comparison between exact simulation of the full dynamics (a) and analytical formula
obtained in the linear regime (b) for the e�ciency in the linear regime. The log scale emphasizes the changes of
magnitude of these values. For low forces and extraction rates — where Supplementary Equation 54 is a good
approximation — the two plots clearly coincide. When Ffuel is of the order of 0.1 (in units of RT ) and kext reaches
10−3 s−1 di�erences in both numerical values and shape emerge. In particular, we see that the increase in e�ciency
visible for high Ffuel and kext in (a) is a genuine nonequilibrium feature as it is absent in the linear regime, (b).
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ABSTRACT
Current formulations of nonequilibrium thermodynamics of open chemical reaction networks only consider chemostats as free-energy
sources sustaining nonequilibrium behaviors. Here, we extend the theory to include incoherent light as a source of free energy. We do so
by relying on a local equilibrium assumption to derive the chemical potential of photons relative to the system they interact with. This allows
us to identify the thermodynamic potential and the thermodynamic forces driving light-reacting chemical systems out-of-equilibrium.We use
this framework to treat two paradigmatic photochemical mechanisms describing light-induced unimolecular reactions—namely, the adiabatic
and diabatic mechanisms—and highlight the different thermodynamics they lead to. Furthermore, using a thermodynamic coarse-graining
procedure, we express our findings in terms of commonly measured experimental quantities, such as quantum yields.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0060774

I. INTRODUCTION

The importance of physicochemical processes involving light
is hard to overstate. They are ubiquitous in nature and constitute
the prime mechanism driving our planet out-of-equilibrium. They
power, for instance, the climate dynamics1 as well as photosynthe-
sis.2,3 The former example is mostly due to photophysical processes,4
as molecules absorb high frequency photons coming from the sun
and decay back to the original ground state by emitting photons
in the form of heat. Photosynthesis instead is a photochemical pro-
cess4 since it involves chemical reactions powered by light. Here,
the energy of photons is transduced into chemical free energy as
molecules with a high chemical potential are synthesized from low-
chemical-potential reactants (e.g., glucose from carbon dioxide and
water).5 The opposite process where light is generated from chemical
reactions can also happen, as in bioluminescence.6 Another crucial
photochemical reaction senses light in animal vision: the photoiso-
merization of the 11-cis retinal chromophore to its all-trans form
in rhodopsin.7,8 Nowadays, photochemical reactions are also com-
monly used to power synthetic molecular machines and devices.9

Examples include the first synthetic molecular motor;10 one of the
few examples of a synthetic bimolecular motor;11 early experimental
demonstrations of the ability of molecular motors to move macro-
scopic objects;12,13 the first material performing macroscopic work,
thanks to molecular motors;14,15 and the first experimental design of
a molecular Maxwell-demon.16 Breakthrough experiments in the
field of artificial photosynthesis also showed the possibility of using
photochemical reactions to harvest free energy from a light source
and transduce it into a gradient of ions across a membrane.17–19

It comes therefore as no surprise that light-reacting matter has
long intrigued scientists. However, it is only during the 19th Cen-
tury that photophysics and photochemistry started to be systemat-
ically investigated by pioneers such as von Grotthuss,20 Draper,21
Lemoine,22 and Ciamician.23 In the 20th Century, the development
of modern physics spurred further investigations. The concept of
photon allowed to formulate the so-called Stark–Einstein law,4,24
thus initiating the efforts to establish a correspondence between the
number of reacting molecules and the number of photons absorbed
in a photochemical reaction. Moreover, electronic structure theory25
laid the basis for both the interpretation of absorption spectra of
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organic molecules and the mechanistic understanding of chemical
processes involving light.26,27 Nowadays, a theory describing pho-
tophysical and photochemical processes is well established28,29 and
allows for computational studies30,31 and the accurate interpretation
of ultra-fast spectroscopic experiments able to unveil mechanistic
details.8

Focusing on energetic aspects, equilibrium thermodynamic
descriptions of light–matter interactions were first formulated by
Kirchhoff,32 Wien,33 Lord Rayleigh,34 and Planck35 for black body
radiation and by Einstein36 for the photoelectric effect. Nonequilib-
rium aspects only started to be investigated in the second half of the
last century,37 often in the context of photosynthesis.38,39 The con-
cept of a chemical potential quantifying the amount of free energy
entering the system upon the absorption of a photon was, how-
ever, first introduced in the context of semiconductor solid state
physics.40–42 Later on, this chemical potential was recognized as the
maximal amount of reversible work that may be done by a photon
that is absorbed by a chemical system.43,44 However, a nonequilib-
rium thermodynamics description of how light can drive photo-
physical and/or photochemical reactions out-of-equilibrium is still
lacking. While progress has been made in recent years in describ-
ing the nonequilibrium thermodynamics of chemical reactions (in
ideal45–51 and non-ideal solutions52 and even with diffusion53,54),
no free-energy sources other than chemical potentials gradients
(which can be maintained by chemostatting some species) have been
considered.

In this paper, we establish the foundation of a nonequilibrium
thermodynamic description of elementary chemical processes cou-
pled to incoherent radiation. We show that the concept of chem-
ical potential of the photons naturally emerges from the assump-
tion of local equilibrium, which lays at the core of the modern
formulations of nonequilibrium thermodynamics of chemical reac-
tions.49,55,56 Einstein’s relations between absorption and emission
coefficients57 provide a local detailed balance principle connect-
ing thermodynamic quantities to dynamical ones. This leads to an
explicit expression for the entropy production rate of elementary
photochemical processes that allows us to unambiguously iden-
tify the thermodynamic potentials at work in photochemical sys-
tems and the forces driving them out-of-equilibrium. The outcome
is a thermodynamic description of how light and reactions relax
to equilibrium when interacting in a closed box or how radiation

sources can drive reactions out-of-equilibrium in an open system
scenario. We also connect our theory to quantities commonly mea-
sured experimentally, such as quantum yields,58 using a thermody-
namically consistent coarse-graining.59,60 A key finding is that pho-
tochemical processes with the same coarse-grained reaction fluxes
may have different dissipation rates depending on the underlying
elementary mechanism.

This work lays the basis for quantitative energetic considera-
tions in light-powered chemical systems. A direct application could
be to evaluate the thermodynamic efficiency of light-driven molec-
ular motors, whose performance has been assessed just from a
dynamical standpoint.61,62 In the long run, our results pave the way
for a unified thermodynamic perspective on free-energy transduc-
tion from different sources (e.g., light, electricity, and chemostats)
mediated by chemical reactions.

The content of this paper is organized as follows: In Sec. II,
we introduce our thermodynamic description on a simple model
of elementary photophysical reaction. In Sec. III, we apply our the-
ory to two common schemes of photochemical reactions, adiabatic
and diabatic mechanisms.4 The practical relevance of our theoretical
results is discussed in Sec. IV. Throughout this paper, we consider
homogeneous ideal dilute solutions interacting with monochro-
matic light. This allows us to keep the mathematical treatment
simple. Future extensions are outlined in Sec. V.

II. ELEMENTARY PHOTOPHYSICAL PROCESSES
The aim of this section is to build the nonequilibrium ther-

modynamic description of the prototypical photophysical process,
which is depicted in Fig. 1. To do so, we adopt the approach devel-
oped in Refs. 47, 49, and 51 for purely thermal chemical processes.
In Sec. II A, we introduce the kinetics of the model. We then discuss
how thermodynamic state functions can be specified for chemical
species and radiation in far-from-equilibrium regimes (Sec. II B).
The connection between dynamics and thermodynamics is made in
Sec. II C through the condition of local detailed balance. This con-
dition ensures that a closed system made of light-reacting chemicals
relaxes to equilibrium and does so by minimizing a suitable thermo-
dynamic potential (Sec. II D). Instead, in the presence of external
light sources, nonequilibrium steady states can be maintained by
flows of free energy crossing the system (Sec. II E).

FIG. 1. Elementary photophysics of a two-level molecule. (a) Schematic representation (also known as Jablonski diagram4) of a two level molecule undergoing radiative and
non-radiative transitions (quenching) among ground (E) and excited (E∗) electronic states. (b) Absorption, spontaneous emission, and stimulated emission. (c) Quenching
transitions.
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A. Kinetics
We consider the photophysical mechanism depicted in Fig. 1. It

comprises the so-called primary events in experimental photochem-
istry,4,63 i.e., transitions between different electronic states, here
denoted as E and E∗.

Among such transitions, those highlighted in Fig. 1(b) involve
light in the form of a photon of frequency ν—denoted γν. Their
kinetics is characterized by the Einstein coefficients,57,64

E + γν kaÐÐ→E∗ absorption, (1)

E∗ keÐÐ→E + γν spontaneous emission, (2)

E∗ + γν kseÐÐ→E + 2γν stimulated emission. (3)

Taken together, these three transitions constitute the elementary
photophysical reaction. Its net current reads

Jν = J+ν − J−ν, (4)

where

J+ν = kanν[E], (5a)
J−ν = (ke + ksenν)[E∗] (5b)

denote the directed fluxes and nν denote the molar concentration of
photons of frequency ν or angular frequency ων = 2πν.

In addition to the photophysical transitions, we also consider
a nonradiative thermal pathway connecting the ground and the
excited states, as depicted in Fig. 1(c),

E∗ k+qÐ⇀↽Ð
k−q

E. (6)

This is usually called the quenching reaction, and we assume it to be
elementary. This implies that its current followsmass action kinetics,

Jq = J+q − J−q, (7)

with

J+q = k+q[E∗], (8a)
J−q = k−q[E]. (8b)

Overall, the dynamics of the elementary photophysical and
quenching reactions described in terms of concentrations reads

dt[E∗] = −dt[E] = Jν − Jq, (9a)

dtnν = −Jν. (9b)

As a consequence, the total concentration of E-molecules, denoted
E0 ≡ [E] + [E∗], is conserved,

dtE0 = dt([E] + [E∗]) = 0 (10)

but not the concentration of photons nν.

B. Thermodynamics
Nonequilibrium thermodynamics of chemical reactions cru-

cially relies on the local equilibrium assumption. This means that
all degrees of freedom other than those involved in reactions (i.e.,
concentrations) are considered to be at equilibrium.55,56 As a result,
(i) the temperature T is well defined and it is set by the solvent,
which acts as a thermal reservoir, and (ii) the chemical potentials
of all chemical species are evaluated using their equilibrium expres-
sion in solution (expressed as energy minus temperature multi-
plying entropy) but evaluated at the nonequilibrium values of the
concentrations.56

By focusing first on the chemical species, we recall that, for an
ideal dilute and homogeneous solution, the total internal energyUch
and entropy Sch per unit volume read49

Uch = u○E[E] + u○E∗[E∗]= u○E[E] + (NAh̵ων + u○E)[E∗], (11)

Sch = (sE + R)[E] + (sE∗ + R)[E∗], (12)

where
sE ∶= s○E − R ln[E] , sE∗ ∶= s○E∗ − R ln[E∗] (13)

denote the molar entropy of formation carried by the chemical
species in the solution. In addition, R denotes the gas constant,
while NA denotes the Avogadro’s number. Note that we assumed
that the energy difference between the ground and the excited
state is exactly the energy carried by a photon of frequency ν,
i.e., u○E∗ − u○E = NAhων. In Eq. (13), the s○ terms take into account
the possible degeneracy of the states, usually denoted g (i.e., s○= R ln g). The total free energy per unit volume of the chemical
species consequently reads

Fch = Uch − TSch. (14)

From this expression, the chemical potentials ensue,

μE = ∂[E]Fch = u○E − TsE (15a)
= μ○E + RT ln[E], (15b)

μE∗ = ∂[E∗]Fch = u○E∗ − TsE∗ (15c)
= μ○E∗ + RT ln[E∗], (15d)

where the standard chemical potentials are given by

μ○E = u○E − Ts○E , μ○E∗ = u○E∗ − Ts○E∗ . (16)

We now extend this local equilibrium reasoning to the radia-
tion. We thus introduce the equilibrium expressions for the ther-
modynamic potentials of radiation but evaluate them at arbitrary
photons’ concentration. The energy per unit volume and frequency
carried by photons thus reads

Uph = NAh̵ωνnν, (17)

and the entropy per unit volume and frequency (obtained using the
expression derived for equilibrium Bose gases56) reads

J. Chem. Phys. 155, 114101 (2021); doi: 10.1063/5.0060774 155, 114101-3

Published under an exclusive license by AIP Publishing

84



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Sph = R[( fν + nν) ln( fν + nν) − nν lnnν − fν ln fν]. (18)

Note that this local equilibrium assumption is equivalent to neglect-
ing eigenstate coherences from the von Neumann entropy of the
radiation. As further discussed in Sec. IV, it implies that the radi-
ation may be out-of-equilibrium with respect to the thermal reser-
voir but incoherent. For large photon numbers—the limit of interest
for this paper—the corresponding molar quantities are obtained as
derivatives with respect to nν,

uν = ∂nνUph = NAh̵ων, (19)

sν = ∂nνSph = R ln{( fν + nν)/nν}. (20)

The energy of a photon is an intrinsic property that only depends on
its frequency, while for chemical species, the same quantity must be
specified with respect to some reference condition (the symbol ○ is
used to indicate standard temperature and pressure).

In analogy with Eq. (15), we introduce the chemical potential of
a mole of photons with frequency ν with respect to the temperature
T of the solvent,

μν = uν − Tsν = NAh̵ων − RT ln fν + nν
nν

. (21)

It measures the free energy carried by the photons with respect to
the molecules in solution.

For thermal radiation at temperature Tr, we get that

μthν = uν(1 − T
Tr
), (22)

since in that case,56,65

nthν = fν⟨nν⟩
NA

, (23)

where

fν = 2ω2
ν

πc3
and ⟨nν⟩ = 1

eNA h̵ων/RTr − 1
(24)

denote the density of photon states associated with the radiation
and the Bose–Einstein distribution, respectively.When the tempera-
ture of radiation and solvent coincide, Tr = T, the chemical potential
of the photons vanishes, in line with the fact that photons are not
conserved in physical systems in contact with a thermal reservoir.41
Instead, in the limit of Tr →∞, the chemical potential of thermal
photons coincides with the energy they carry. We note that expres-
sion (22) for chemical potential of thermal photons is consistent
with previous formulations.42–44,65,66 Different from these, our for-
mulation explicitly leverages the condition of local-equilibrium, in
analogy with the approach of nonequilibrium thermodynamics of
chemical reactions.49,52

C. Local detailed balance
We now make use of local detailed balance67–69 to ensure the

thermodynamic consistency of our kinetic modeling. This concept
was first proposed in Ref. 70 to ensure that the stochastic dynam-
ics of an open system correctly describes the effect of multiple
reservoirs. For elementary chemical reactions, it stipulates that the

log-ratio of forward and backward rate constants is proportional to
the difference of standard-state chemical potentials between prod-
ucts and reagents.46,49 For closed systems, this relation is essentially
the law of mass action. Its extension to open systems71–73 ensures
that microscopic reversibility holds at equilibrium.74–77

For the quenching reaction (6), local detailed balance implies
that

k+q
k−q = exp{μ

○
E∗ − μ○E
RT

}, (25)

and using (7) and (15), it enables us to identify the quenching affinity
as

Aq ≡ μE∗ − μE = RT ln J+q
J−q . (26)

This last relation binds the affinity to the reaction fluxes and implies
that chemical forces and reaction currents are always aligned. We
emphasize that Eqs. (25) and (26) hold for elementary reactions but
not necessarily for coarse-grained processes, as we will see (see also
Refs. 59 and 60).

For the photophysical reaction, the local detailed balance is
essentially the Einstein relations, which were explicitly derived to
ensure thermodynamic consistency in kinetic models,57

ka
kse
= exp{ s○E∗ − s○E

R
}, (27a)

ke
kse
= fν. (27b)

Substituting them into Eq. (4), we can express the forward and
backward currents as

J+ν = kanν[E] = e(s○E∗−s○E)/Rksenν[E], (28a)

J−ν = (ke + ksenν)[E∗] = kse( fν + nν)[E∗], (28b)

and using Eqs. (15) and (20), we find

Aν ≡ μE + μν − μE∗ = RT ln J+ν
J−ν , (29)

where Aν is the affinity of the photophysical reaction.
From a thermodynamic standpoint, equilibrium is reached

when all affinities vanish,

Aeq
q = μeqE∗ − μeqE = 0, (30a)

Aeq
ν = μeqE + μeqν − μeqE∗ = 0. (30b)

Therefore, the chemical potential of the photons relative to the solu-
tion must vanish, μeqν = 0. This obviously implies that the tempera-
ture of the radiation and the temperature of the thermal reservoir
must be equal [see Eq. (22)]. Finally, through Eqs. (26) and (29),
Eq. (30) implies that the equilibrium currents vanish as well,

Jeqν = 0 and Jeqq = 0. (31)
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D. Molecules and radiation in a closed box
Consider the situation where the radiation and the molecules

in solution at temperature T are enclosed in a box with walls per-
fectly reflecting at frequency ν, as depicted in Fig. 2. The system is
thus closed with respect to both matter and photons but can still
exchange heat with the solvent via the non-radiative quenching reac-
tion. Its state is defined by the concentrations of photons and chemi-
cal species nν, [E], and [E∗], which obey the nonlinear dynamics (9).
The condition of steady state implies equilibrium between the pho-
tophysical and quenching reactions [see Eq. (31)]. This also implies
that

[E∗]eq[E]eq = k−q
k+q = kaneqν

ke + kseneqν (32)

and more explicitly that

[E]eq = E0 − [E∗]eq = k+qE0

k+q + k−q = (ke + kseneqν )E0

ke + kseneqν + kaneqν , (33)

where the total concentration of chemicals E0 is set by the initial
condition.

Turning to energetic considerations, the first law of thermody-
namics expresses the fact that the change in internal energy of the
system per unit time—evaluated using (11) and (17) with (9)—is due
to the heat flow Q̇ entering the system,

dt(Uch +Uph) = −NAh̵ωνJq = Q̇. (34)

The second law states that the entropy production—defined as
the entropy change in the system and in the reservoir (viz., the
solvent)—must always be greater or equal than zero. This is verified
as

Σ̇ = dt(Sch + Sph) − Q̇
T
= JνAν

T
+ JqAq

T
≥ 0, (35)

FIG. 2. Closed Box. Radiation interacting with species E and E∗ via the scheme
of Fig. 1 in an ideal dilute solution at temperature T inside a closed box with per-
fectly reflecting walls. Photons cannot leave the system, but their number is not
conserved due to the coupling between light-induced and quenching reactions.

where we used (12) and (18) with (9) and the affinities (26) and (29).
In particular, the inequality readily follows from Eq. (26).

We now show that this system relaxes to equilibrium and its
relaxation is well characterized by the nonequilibrium total free
energy

F = Fch + Fph, (36)

with

Fch = Uch − TSch = (μA − R)[E] + (μE∗ − R)[E∗], (37a)

Fph = Uph − TSph = μνnν − RT fν ln( fν + nν), (37b)

where the temperature T of the solution has been used as reference
in the expression of both Fch and Fph. Indeed, from Eqs. (34) and
(35), this total free energy can only decrease,

dtF = dt(Fch + Fph) = −TΣ̇ ≤ 0. (38)

In addition, the total free energy is lower bounded by its equilibrium
value,

(Fch + Fph) − (Feqch + Feq
ph)

= [E∗]RT ln [E∗][E∗]eq − RT([E∗] − [E∗]eq)
+ [E]RT ln [E][E]eq − RT([E] − [E]eq)
+ fνRT ln fν + neqν

fν + nν + nνRT ln
nν( fν + neqν )
neqν ( fν + nν) ≥ 0. (39)

The first equality follows from

([E∗]eq − [E∗])μeqE∗ = ([E]eq − [E])μeqE + (neqν − nν)μeqν , (40)

which holds at any time by virtue of the equilibrium condition (30)
and the conservation law (10). The inequality is set by the properties
of logarithms (log inequality). Overall, Eqs. (38) and (39) show that
the total free energy acts as a Lyapunov function: for any initial con-
dition, the radiation will eventually thermalize with the solution by
minimizing Fch + Fph.

We note that this treatment can be straightforwardly extended
to a multi-frequency situation by including more chemical species
or more photophysical and quenching transitions in the model.

E. Molecules and radiation in a transparent box
We now turn to the situation where an external mechanism

keeps the concentration of photons nν constant inside the system, as
illustrated in Fig. 3. We will refer to such a mechanism as radiostat,
in analogy with thermostats and chemostats. As nν is not anymore
a dynamical variable, only Eq. (9a) defines the dynamics, which is
now linear and can be easily solved analytically. Equation (9b) only
defines the rate at which photons must enter the system to keep
their concentration constant. The steady-state condition will now
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FIG. 3. Transparent box. Radiation interacting with species E and E∗ via the
scheme of Fig. 1 in an ideal dilute solution at temperature T inside a box with
perfectly transparent walls. The system is closed to exchanges of molecules
but is open to photons, which can freely enter and exit the system. Photons’
concentration is controlled by a radiostat.

generically produce nonvanishing currents J̄ν = J̄q corresponding to
a nonequilibrium steady state,

[E] = E0 − [E∗] = (k+q + ke + ksenν)E0

k+q + k−q + ke + ksenν + kanν . (41)

From now on, overbars will denote quantities at steady state. We
also note that the ratio of out-of-equilibrium steady-state concen-
trations are governed by the relative magnitude of the kinetic rate
constants rather than the relative thermodynamic stability of the
molecules—as it is at equilibrium,

[E∗][E] = k−q + kanν
k+q + ke + ksenν . (42)

As a special case, we consider the limit of very bright light: nν →∞,
which, for thermal radiation, corresponds to Tr →∞. In this case,
the steady-state ratio (42) is governed by the ratio between the Ein-
stein coefficients for absorption and stimulated emission and there-
fore by the ratio of the degeneracy between the ground and excited
states [see Eq. (27a)].

We now proceed with thermodynamics. As the radiation inside
the box is held constant by the radiostat, the only contribution to the
change in the system’s internal energy per unit time comes from the
molecules in solution and can be decomposed—using (11) with (9),
(4), and (7)—as

dtUch = U̇ν + Q̇, (43)

where

Q̇ = −NAh̵ωνJq (44)

is the rate of heat absorbed by the molecules and

U̇ν = Jνuν (45)

is the rate of energy absorbed by the molecules from the photons.
The entropy production rate now reads

Σ̇ = dtSch − Q̇
T
− Ṡν = JνAν

T
+ JqAq

T
≥ 0. (46)

In contrast to Eq. (35), Σ̇ now accounts for the rate of entropy
exchanged with the radiostat, Ṡν = Jνsν. To obtain the second equal-
ity ensuring the non-negativity of the entropy production, we used
(12) with (9) and the affinities (26) and (29).

By combining Eqs. (43) and (46), we get the free-energy balance

TΣ̇ = Ḟν − dtFch ≥ 0, (47)

where

Ḟν = Jνμν (48)

represents the rate of free energy absorbed by the molecules in solu-
tion from the radiation. This result shows that the variation of free
energy in the system (e.g., the free energy stored) is upper bounded
by the free energy absorbed from the photons.

We consider now the special case where the radiostat is a black
body emitting thermal radiation at temperature Tr (e.g., a lamp).
From Eqs. (20) and (23) and as expected from a thermal object,
U̇ν = TrṠν. As a consequence, the term describing radiation absorp-
tion in the energy balance (U̇ν) enters the entropy balance as
energy over the radiation temperature (Ṡν = U̇ν/Tr). In other words,
the radiostat acts as a thermal reservoir—at temperature Tr—that
exchanges heat with the systems through photons. The free energy
carried by photons is given by the chemical potential μthν , Eq. (22).
Hence, the rate of radiation free energy entering the system
[Eq. (48)] becomes

Ḟν = Jνμthν = U̇ν(1 − T
Tr
). (49)

When Tr = T, we have Ḟν = 0 and the system relaxes to equilib-
rium by minimizing Fch, as in the closed case [see Eq. (47)]. How-
ever, whenever there is a mismatch between the temperature of the
radiation reservoir and the temperature of the thermal reservoir,
the system will be driven out-of-equilibrium and eventually reach
a nonequilibrium steady state. At steady state, if Tr > T, the heat
flows from the radiation to the solvent and vice versa if Tr < T.
If one starts from an equilibrium solution at temperature T and
turns on the radiation temperature Tr > T, the radiation heat flow
can be used as a resource to drive and sustain accumulation of
free energy in the system. Such energy storage phenomena is rem-
iniscent of what happens in photosynthetic systems, as sunlight
can be regarded as black body radiation at a temperature of about
5800 K.

When the temperature of the black body radiation becomes
very large, Tr →∞ (more realistically when NAhων ≪ RTr), spon-
taneous emission becomes negligible compared to absorption and
stimulated emission and the entropy of the radiation vanishes:
sν → 0. As a consequence, the free energy absorbed is exclusively
made of energy,

Ḟν = Jνμν → Jνuν = U̇ν, (50)

and the radiation can be regarded as the work source.
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III. BASIC PHOTOCHEMICAL MECHANISMS
So far, we neglected the possibility that additional excited-state

reactive events convert the species E∗ into a different one, Z. The net
effect, E

lightÐÐÐ→Z, is, in fact, the crux of photochemistry. Often, the
details of such excited-state dynamics are not explicitly specified in
the kinetic descriptions.61,62 However, as we will see in this section,
distinct mechanisms lead to different thermodynamics.We will con-
sider two of the most commonmodels for photochemical unimolec-
ular reactions, namely, the adiabatic mechanism (Sec. III A) and the
diabatic one (Sec. III B).4,78 To connect our results to experimen-
tal observations, we derive the coarse-grained description of both
mechanisms in Sec. III C. Such a description does not require a
detailed knowledge of excited state dynamics.

A. Adiabatic mechanism
Consider the photoisomerization scheme in Fig. 4. It comprises

two elementary photophysical reactions,

E
νÐÐ⇀↽ÐÐE∗ and Z

ν′ÐÐ⇀↽ÐÐZ∗, (51)

and two thermally induced non-radiative reactions,

E
ΔÐÐ⇀↽ÐÐZ , and E∗ Δ∗ÐÐ⇀↽ÐÐZ∗, (52)

FIG. 4. Adiabatic mechanism. (a) Pictorial representation of the ground and
excited state potential energy surfaces along the reaction coordinate interconvert-
ing species E and Z. (b) Schematic representation (also known as the Jablonski
diagram4) of the mechanism. This scheme can represent Föster cycles describ-
ing excited-state proton transfer reactions, where, for instance, species Z is a
zwitterionic tautomer79 of E.4,80,81

which connect species in the same electronic state. Note that (i) the
two photophysical reactions are activated by photons of different
frequencies, ν and ν′, and (ii) we disregard the quenching reactions
associated with the photophysical reactions (51).

For the moment, we consider the concentrations of photons nν
and nν′ as controlled by two different radiostats (see discussion in
Sec. II E). The system’s dynamics is ruled by the net absorption cur-
rent of photons γν going from E to E∗ and the one of photons γν′
going from Z to Z∗,

Jν = kEanν[E] − (kEe + kEsenν)[E∗], (53a)

Jν′ = kZa nν′[Z] − (kZe + kZsenν′)[Z∗], (53b)

and by the reaction currents from E∗ to Z∗ and from Z to E,

JΔ∗ = k+Δ∗[E∗] − k−Δ∗[Z∗], (54a)

JΔ = k+Δ[Z] − k−Δ[E]. (54b)

It is easy to realize that, at the steady state, the currents must satisfy
the following relations:

J̄ ≡ J̄ν = J̄Δ∗ = −J̄ν′ = J̄Δ, (55)

with the special case J̄ = 0 describing equilibrium.
The total internal energy and entropy of the system are given

by the expressions in Eqs. (11) and (12), respectively, but summed
over all chemical species,

Uch = ∑
X=E,

E∗ ,Z,Z∗
u○x[X] , Sch = ∑

X=E,
E∗ ,Z,Z∗

(sX + R)[X]. (56)

The total free energy is thus given by Fch = Uch − TSch. Based on
the results from Sec. II, Eq. (46), the entropy production can be
expressed as the sum of currents times affinities,

Σ̇ = ∑
ρ=ν,ν′ ,
Δ,Δ∗

Jρ
Aρ

T
= R ∑

ρ=ν,ν′ ,
Δ,Δ∗

Jρ ln
J+ρ
J−ρ ≥ 0, (57)

where the sum runs over all the reactions [Eqs. (53) and (54)]. As
before [Eq. (47)], by combining Eqs. (57) and (56), we get the free-
energy balance as

TΣ̇ = −dtFch + Ḟν + Ḟν′ , (58)

where the free-energy absorbed has contributions from both the
light sources: Ḟν = Jνμν and Ḟν′ = Jν′μν′ .

We now focus on steady states. Using Eq. (55), we can rewrite
the entropy production (58) as

T ¯̇Σ = J̄(μν − μν′). (59)

This result demonstrates that the adiabatic mechanism at steady
state always converts photons with high chemical potential into pho-
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tons with a lower one and thus the sign of the current J̄ is determined
by the relative magnitude of μν and μν′ . Equation (59) shows that
when the photons have the same chemical potential, the system is
detailed balanced, i.e., the unique steady state of the dynamics is an
equilibrium state, where all currents in the system vanish according
to condition (31). When combined with Eqs. (55) and (57), Eq. (59)
yields the following relation:

kEanνk+Δ∗(kZe + kZsenν′)k−Δ
kZa nν′k−Δ∗(kEe + kEsenν)k+Δ = exp{μν − μν′

RT
}, (60)

which is a consequence of the local detailed balance property dis-
cussed in Sec. II C. Importantly, this relation can be seen as a gen-
eralization of the concept known as the Föster cycle.4,80 Indeed, by
using Eqs. (21) and (29), we can further recast Eq. (60) as

ln k+Δ∗
k−Δ∗ − ln k+Δ

k−Δ = uν − uν′
RT

+ s○Z∗ − s○E∗
R

− s○Z − s○E
R

. (61)

Föster’s relation is recovered when assuming that s○Z∗ − s○E∗ = s○Z− s○E,4,80,82 i.e., the excess of entropy of one molecule over the other is
conserved between the two electronic states. It allows us to deter-
mine the equilibrium distribution of the excited state (k+Δ∗/k−Δ∗= [Z∗]eq/[E∗]eq) from the equilibrium distribution of the ground
state and the excitation frequencies ν and ν

′
(see discussion in Sec. IV

for further remarks).
We conclude the discussion of the adiabaticmechanism by con-

sidering the case where photons γν and γν′ comes from two different
thermal sources with temperatures Tr and Tr′ , respectively. In such
a case, by virtue of the expression (22) for the photons chemical
potentials, the steady state entropy production in Eq. (59) takes the
following form:

¯̇Σ = J̄[uν( 1T − 1
Tν

) − uν′( 1T − 1
Tν′

)]. (62)

This illustrates that the system may reach equilibrium ( ¯̇Σ = 0) even
in the presence of a temperature difference between the two light
sources (Tr ≠ Tr′ ). For this to happen, it suffices that the ratio of
photons energies (uν/uν′ ) makes the term in square brackets vanish.
We note that detailed-balanced systems with temperature gradients
are generally possible in tightly coupled (also referred to as strongly
coupled) systems, where a single steady-state current [here J̄, see
Eq. (55)] is responsible for the whole dissipation.83 Back to Eq. (62),
when the two temperatures are equal (Tr = Tr′ )—which happens
when all the photons come from the same thermal source—the
entropy production further reduces to

¯̇Σ = J̄NA(h̵ων − h̵ων′)( 1T − 1
Tr
). (63)

This shows that a nonequilibrium steady state may arise only if
T ≠ Tr and the two radiative transitions couple photons with dif-
ferent frequencies, i.e., uν ≠ uν′ . If either of these conditions is not
met, the system remains detailed balanced.

FIG. 5. Diabatic mechanism. (a) Pictorial representation of the ground and excited
state potential energy surfaces along a reaction coordinate interconverting species
E and Z through a conical intersection.28,29 The gray dashed arrow represents an
alternative ground state pathway along a different reaction coordinate as in Ref. 84.
(b) Schematic representation (also known as the Jablonski diagram4) of the mech-
anism. This scheme can represent typical E–Z photo-induced isomerizations79 of
organic molecules.28,29

B. Diabatic mechanism
We now consider the photoisomerization scheme in Fig. 5. As

before, the excited states of E and Z are reached through elemen-
tary photophysical reactions [see Eqs. (51) and (53)]. However, in
contrast to the adiabatic mechanism, the diabatic one includes a
so-called conical intersection,28,29 i.e., the ground and excited poten-
tial energy surfaces cross each other, as in Fig. 5(a). Hence, multi-
ple quenching thermal transitions connect excited and ground state
species,

E∗
qÐÐ⇀↽ÐÐE, Z∗

qÐÐ⇀↽ÐÐZ, (64)

E∗
qÐÐ⇀↽ÐÐZ, and Z∗

qÐÐ⇀↽ÐÐE, (65)

whose currents read

JE
∗→E

q = kE∗→E+q [E∗] − kE→E∗−q [E], (66a)

JZ
∗→Z

q = kZ∗→Z+q [Z∗] − kZ→Z∗−q [Z], (66b)

JE
∗→Z

q = kE∗→Z+q [E∗] − kZ→E∗−q [Z], (66c)

JZ
∗→E

q = kZ∗→E+q [Z∗] − kE→Z∗−q [E]. (66d)
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On top of these, another non-radiative thermal reaction (repre-
sented by the dashed line in scheme 5) converts Z into E. This
conversion happens along a reaction coordinate other than the
photochemical one, and its current reads

JΔ = k+Δ[Z] − k−Δ[E]. (67)

Note that because of the local detailed balance property for thermal
reactions [Eq. (26)], the kinetic constants appearing in Eqs. (66) and
(67) are not all independent from each other and must satisfy

kE→E∗−q kE
∗→Z+q k+Δ

kE∗→E+q kZ→E∗−q k−Δ = kZ→Z∗−q kZ
∗→E+q k−Δ

kZ∗→Z+q kE→Z∗−q k+Δ = 1. (68)

If such relations were violated, then nonphysical cyclic currents
would originate, thus preventing the reactions from reaching
detailed balance in closed systems.

The entropy production rate of the diabatic mechanism can be
formally written as in Eq. (58). However, in contrast to the adiabatic
mechanism, the steady-state currents now must satisfy

J̄ν = J̄E∗→E
q + J̄E∗→Z

q , (69a)

J̄ν′ = J̄Z∗→Z
q + J̄Z∗→E

q , (69b)

J̄Δ = J̄E∗→Z
q − J̄Z

∗→E
q = J̄E∗→Z

q − J̄Z
∗→E

q . (69c)

In particular, the two currents J̄ν and −J̄ν′ are not constrained to be
equal. As a result, nonequilibrium steady states may arise also when
the photons have the same chemical potential, giving rise to a steady-
state entropy production of the form

T ¯̇Σ = Ḟν + Ḟν′ = J̄νμν + J̄ν′μν′ . (70)

As we did for the adiabatic case (Sec. III A), we conclude this
discussion by considering the case of photons γν and γν′ coming
from two different thermal sources—with temperatures Tr and Tr′ ,
respectively. In such a case, by virtue of expression (22) for the chem-
ical potentials of the photons, the steady-state entropy production
(70) takes the following form:

¯̇Σ = J̄νuν( 1T − 1
Tν

) − J̄ν′uν′( 1T − 1
Tν′

). (71)

As the diabatic mechanism is not tightly coupled—note two dis-
tinct current–force contribution at steady state, ¯̇Σ never vanishes
if the radiation temperatures are different (Tr ≠ Tr′ ). When these
two temperatures are equal (Tr = Tr′ ) or when all the photons come
from the same thermal source with temperature Tr, then the entropy
production further reduces to

¯̇Σ = (J̄νNAh̵ων + J̄ν′NAh̵ων′)(1 − T
Tr
). (72)

This relation shows that a photochemical process following the
diabatic mechanism is detailed balanced (i.e., relaxes to equilib-
rium) only when all interacting photons have null chemical poten-
tial, namely, they are in thermal equilibrium with the solution at
temperature T (see Sec. II C).

C. Coarse-grained description
To make contact with common experimental characterizations

of photochemical mechanisms,58 one should not rely on the detailed
knowledge of the excited states dynamics.4 Hence, we now derive
effective reactions for the photochemical mechanisms that only
involve the species in the ground state, E and Z. This is achieved
using a thermodynamically consistent coarse-graining procedure
specifically developed for chemical reactions networks59,60 and based
on a standard steady-state treatment of fast processes.85 The under-
lying assumption is that the species in the excited state are suffi-
ciently reactive for their concentrations to be considered small and
always in a steady state, i.e.,

dt[E∗] = 0, (73a)

dt[Z∗] = 0. (73b)

This timescale-separation approximation is well justified as the life-
time of an excited intermediate is typically of 10−8 s in the absence of
phosphorescent states (which are not taken into account in schemes
4 and 5).4,63 Imposing Eq. (73) implies that the concentrations of the
excited species ([E∗] and [Z∗]) become functions of the concentra-
tions of the ground state species ([E] and [Z]), which thus remain as
the only dynamical variables in the model.85 Therefore, photochem-
ical processes are described as effective reactions involving ground
state species only and whose kinetics is given by combinations of
the kinetic constants of the elementary reactions. Standard experi-
ments access precisely these effective kinetic parameters,58 and we
will show that their thermodynamic properties will depend on the
underlying elementary models.

1. Coarse-grained adiabatic mechanism
In the adiabatic mechanism depicted in Fig. 4, conditions (73)

allow the coarse-graining of the photochemical pathway EÐÐ⇀↽ÐÐ E∗ÐÐ⇀↽ÐÐ Z∗ ÐÐ⇀↽ÐÐ Z into an effective reaction of the kind EÐÐ⇀↽ÐÐ Z, whose
current reads

Ψ = k+Δ∗[E∗] − k−Δ∗[Z∗]
= ΦE→ZkEanν[E] −ΦZ→EkZa nν′[Z], (74)

where

ΦE→Z = k+Δ∗(kZe + kZsenν′)
k−Δ∗(kEe + kEsenν) + (k+Δ∗ + kEe + kEsenν)(kZe + kZsenν′) ,

(75a)

ΦZ→E = k−Δ∗(kEe + kEsenν)
k−Δ∗(kEe + kEsenν) + (k+Δ∗ + kEe + kEsenν)(kZe + kZsenν′) .

(75b)
Together with the current of the non-radiative thermal reaction
(54b), the current (74) fully determines the coarse-grained dynam-
ics. The constants Φ in Eq. (75) express the probability that once a
photon is absorbed, the photoisomerization happens. Importantly,
these constants coincide with the “quantum yields” measured in
experimental photochemistry, as discussed in Appendix A.
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The single effective reaction obeys local detailed balance, as can
be seen using Eqs. (60) and (75),

kEanν ΦE→Z

kZa nν′ ΦZ→E = exp{μν + μ○E − μν′ − μ○Z
RT

}. (76)

This is due to the fact the adiabatic mechanism is tightly coupled,
as it was shown for simple thermal reaction schemes.59 As a conse-
quence, the coarse-grained photochemical affinity can be written as

A ≡ μE + μν − μZ − μν′ = RT ln{ kEanν ΦE→Z[E]
kZa nν′ ΦZ→E[Z]}. (77)

Hence, also at the coarse-grained level, we correctly predict that the
system reaches equilibrium [i.e., where all currents in the system
vanish according to condition (31)] when the photons have the same
chemical potential. When this is not the case, the system reaches a
nonequilibrium steady state with current

J̄ = Ψ̄ = J̄Δ, (78)

and combining Eqs. (54b), (74), (78), and (76), the concentration
distribution is given by

[Z][E] = kEanν ΦE→Z + k−Δ
kZa nν′ΦZ→E + k+Δ = K exp{μ○E − μ○Z

RT
}, (79)

with

K = exp{ μν−μν′
RT } + k+Δ

kZa nν′ΦZ→E

1 + k+Δ
kZa nν′ΦZ→E

. (80)

As in the case of Eq. (42), the ratio between steady-state concentra-
tions in Eq. (79) is governed by the relative magnitude of the coarse-
grained rate constants. In particular, it can be expressed as the prod-
uct of the equilibrium ratio [[Z]eq/[E]eq = exp{(μ○E − μ○Z)/RT}] and
a kinetic asymmetry factor (K), as also found for molecular machine
driven by Adenosine triphosphate (ATP) hydrolysis.86 As expected
from the discussion in Sec. III A, when photons ν and ν′ have the
same chemical potential μν − μν′ = 0, the kinetic asymmetry factor is
equal to one, and the ratio between steady-state concentrations coin-
cides with the equilibrium ratio. Whether the steady-state ratio is
larger or smaller than the equilibrium one is exclusively determined
by μν being larger or smaller than μν′ , respectively. As a consequence,
consistent with Eq. (59), the sign of the steady-state current J̄ in the
adiabatic mechanism is only determined by the relative magnitude
of μν and μν′ and not by the relative stability of species E and Z.

When all the photons come from the same thermal source at
temperature Tr, the kinetic factor reads

K = exp{ uν−uν′
RT (1 − T

Tr
)} + k+Δ

kZa nν′ΦZ→E

1 + k+Δ
kZa nν′ΦZ→E

. (81)

In analogy with previous analysis of light-driven nonequilibrium
chemical systems,87 in the limit where photochemical steps aremuch
faster than thermally induced ones (k+Δ ≪ kZa nν′ΦZ→E), we find

that the steady-state concentration distribution is controlled by the
Carnot efficiency factor 1 − T

Tr
,

[Z][E] ≈ exp{μ○E − μ○Z
RT

} exp{uν − uν′
RT

(1 − T
Tr
)}. (82)

When Tr = T, the systems stays in thermal equilibrium, while in
the limit of Tr →∞, the concentration distribution depends on
the energy difference between the photons ν and ν

′
(i.e., on the

energy differences between the species in the ground and in the
excited state).87 Instead, when the thermally induced processes are
much faster than the light-induced ones (e.g., k+Δ ≫ kZa nν′ΦZ→E

and k−Δ ≫ kEanνΦE→Z), the concentration distribution at steady state
approximates the equilibrium one, K ≃ 1.

Turning to thermodynamics, the coarse-grained entropy pro-
duction for the coarse-grained adiabatic mechanism reads

Σ̇cg = ΨA
T
+ JΔAΔ

T
. (83)

Provided that the timescale separation hypothesis leading to condi-
tion (73) holds, Eq. (83) coincides with Eq. (57), and the full entropy
production can be quantified from the coarse-grained description:
Σ̇cg = Σ̇.60 At steady state, where Eq. (78) applies, we find

T ¯̇Σcg = T ¯̇Σ = J̄(μν − μν′), (84)

which exactly coincides with Eq. (59) regardless of how good is the
timescale separation hypothesis.59

2. Coarse-grained diabatic mechanism
In the diabatic mechanism depicted in Fig. 5, conditions (73)

allow the coarse-graining of the four photochemical pathways EÐÐ⇀↽ÐÐ
E∗ ÐÐ⇀↽ÐÐ Z, EÐÐ⇀↽ÐÐ E∗ ÐÐ⇀↽ÐÐ E, ZÐÐ⇀↽ÐÐ Z∗ ÐÐ⇀↽ÐÐ E, and ZÐÐ⇀↽ÐÐ Z∗ ÐÐ⇀↽ÐÐ Z
into four effective reactions of the kind EÐÐ⇀↽ÐÐ Z, EÐÐ⇀↽ÐÐ E, ZÐÐ⇀↽ÐÐ E,
and ZÐÐ⇀↽ÐÐ Z, respectively. The corresponding coarse-grained cur-
rents read

ΨE→Z
ν = ΦE∗→ZkEanν[E] − ΓE→Z

ν , (85a)

ΨE→E
ν = ΦE∗→EkEanν[E] − ΓE→E

ν , (85b)

ΨZ→E
ν′ = ΦZ∗→EkZa nν′[Z] − ΓZ→E

ν′ , (85c)

ΨZ→Z
ν′ = ΦZ∗→ZkEanν′[Z] − ΓZ→Z

ν′ . (85d)

All these four effective reactions coarse-grain pathways in which
either E or Z absorb a photon and then thermally quench toward
either the same or the isomeric ground state. As before, the Φ terms
express the quantum yields of the various processes, while the Γ
terms are proportional to the (very small) backward-quenching ther-
mal rates and are therefore experimentally negligible. Expressions of
both Φs and Γs are reported in Appendix B. The overall net rate of
E to Z conversion due to photochemical processes is given by the
difference

ΨE→Z
ν −ΨZ→E

ν′ ≈ ΦE∗→ZkEanν[E] −ΦZ∗→EkZa nν′[Z], (86)
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while the net absorption currents can be expressed as

Jν = ΨE→Z
ν +ΨE→E

ν ≈ (ΦE∗→Z +ΦE∗→E)kEanν[E], (87a)

Jν′ = ΨZ→E
ν′ +ΨZ→Z

ν′ ≈ (ΦZ∗→E +ΦZ∗→Z)kZa nν′[Z]. (87b)

At steady state, the following equality holds:

J̄Δ = Ψ̄E→Z
ν − Ψ̄Z→E

ν′ , (88)

and the concentration distribution is approximated by

[Z][E] ≈ kEanν ΦE∗→Z + k−Δ
kZa nν′ΦZ∗→E + k+Δ . (89)

We do not report the full analytical expression, which can be
obtained from Eqs. (67), (85), and (88).

In contrast to the adiabatic mechanism, coarse-grained reac-
tions (85) for the diabatic mechanism do not satisfy any local
detailed balance property. This is due to the fact that the diabatic
mechanism is not tightly coupled in analogy to what was shown for
reaction schemes modeling active membrane transport.59 As a con-
sequence, in the diabatic mechanism, the steady-state distribution in
Eq. (89) cannot be rewritten as the product of the equilibrium distri-
bution times a kinetic asymmetry factor independent of the relative
stability of E and Z [cf. Eq. (79)]. In fact, the steady-state distribution
in Eq. (89) depends on many details of the systems (states stability
included) and it is not solely controlled by the relative magnitude of
the photons’ chemical potentials. Moreover, thermodynamic affini-
ties can be solely defined in terms of chemical potentials, since they
do not equate the log ratio of forward and backward currents [cf.
Eq. (77)],

AE→Z
ν = μE + μν − μZ , AE→E

ν = μν,
AZ→E

ν′ = μZ + μν′ − μE , AZ→Z
ν′ = μν′ . (90)

In analogy with Eq. (83), the entropy production at the coarse-
grained level reads59,60

Σ̇cg = JΔAΔ

T
+ΨE→Z

ν
AE→Z

ν
T
+ΨZ→E

ν′
AZ→E

ν′
T

+ΨE→E
ν

AE→E
ν
T
+ΨZ→Z

ν′
AZ→Z

ν′
T

. (91)

At the steady state, using Eqs. (87) and (88), we find

T ¯̇Σcg = (Ψ̄E→Z
ν + Ψ̄E→E

ν )μν + (Ψ̄Z→E
ν′ + Ψ̄Z→Z

ν′ )μν′= J̄νμν + J̄ν′μν′ . (92)

As for the adiabatic mechanism, the steady-state coarse-grained
entropy production [Eq. (92)] coincides with the fine-grained one
[Eq. (70)],59 while in transient, regimes the effectiveness of the
coarse-grained estimation depends on the validity of the timescale
separation approximation [Eq. (73)].60

IV. CONCLUSIONS AND DISCUSSION
In this paper, we introduced a modern formulation of nonequi-

librium thermodynamics for systems made of chemicals interacting
with incoherent radiation. Our description leverages the advances
made for purely thermal chemical-reactions systems in isothermal
ideal dilute solutions.47,49

In Sec. II, we focused on a simple photophysical mechanism
in which photons may excite a chemical species. By using the prop-
erty of local detailed balance, viz., Einstein relations, we established
a rigorous and thermodynamically consistent description of such
excitation dynamics. The main outcome of our description follows
as we show that the nonequilibrium free energy of chemicals plus
radiation F [Eq. (36)] acts as a Lyapunov function for a closed sys-
tem relaxing to thermal equilibrium (Sec. II D): F never increases
and reaches its minimum at thermal equilibrium. Mathematically,
this proves that the equilibrium state is globally stable.

While we focused on chemical systems, the approach developed
in Sec. II B is general and can be used to study the thermodynamics
of any kind of light-reacting matter, provided that the local equilib-
rium assumption holds. This means that the sole mechanism gen-
erating dissipation are the reacting events mediating changes in the
molar concentration of photons and molecules. In the absence of
reacting events, the molecules are at equilibrium in solution and the
photons are at (possibly another) equilibrium in the volume occu-
pied by the solution. Our treatment is also consistent with previous
results obtained in more specific contexts, including semiconductor
physics.42,44

The results derived in Sec. III on basic photochemical mech-
anisms describing light-induced conversion of a chemical species
(E) into another one (Z) are compatible with both experimental
observations and previous theoretical descriptions. The adiabatic
mechanism analyzed in Sec. III A is usually employed to model
excited-state proton-transfer reactions, where E, Z, and their excited
counterparts differ by the location of an acidic proton.4,80,81 As
first pointed out by Föster,82 a shift in the acid–base equilibrium
distribution between E and Z under light irradiation from a sin-
gle source cannot be reached if the two excitation frequencies ν
and ν

′
are equal.4,80,81 This observation is predicted by Eq. (59) in

the general case and by Eq. (63) when the light source is a ther-
mal one. Indeed, in both cases, there is no steady-state entropy
production when ν = ν′ , meaning that the system will stay at the
acid–base equilibrium when irradiated. In addition, a generalization
of the well-known concept of Föster cycle80,82 is offered by Eq. (60),
which allows us to link ratios between the kinetic constants of the
thermally induced non-radiative steps with the differences in exci-
tation frequencies and standard entropies of the chemical species
involved.

The diabatic mechanism analyzed in Sec. III B models the most
common mechanism for photochemical E–Z isomerizations, where
E and Z are, for instance, two stable configurations of an alkene or
an azobenzene derivative.4,28,29 A major biological example of this
kind of processes is the primary event in vision.8 For an example
drawn from synthetic chemistry, we refer to the minimalist two-step
light-driven molecular motor proposed in Ref. 84, whose first exper-
imental implementation is based on imine groups88,89 and for which
the scheme in Fig. 5 is a realistic model. Contrary to the adiabatic
case, we demonstrated that a photoisomerization following the dia-
batic mechanism can be driven out-of-equilibrium with only one
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frequency of light. This is in line with common models describing
synthetic light-driven molecular motors.61,62

The typically very high reactivity of excited intermediates in
fine-grained photochemical reaction schemes makes the coarse-
grained level of description developed in Sec. III C the most natural
framework to compare theory with experiments. Indeed, coarse-
grained expressions (74) and (86) are usually employed to fit exper-
imental data and measure quantum yields.58 Crucially, despite the
fact that the coarse-grained currents (74) and (86) read identically,
only for the adiabatic mechanism, one can estimate its dissipative
contribution—the affinity—using the local detailed balance prop-
erty at the level of coarse-grained fluxes [see Eq. (77)]. Contrary,
for photochemical processes following the diabatic mechanism (the
most common mechanism for photo-isomerizations4,28), the sole
knowledge of the quantum yields appearing in the coarse-grained
net current (86) is not enough to estimate the dissipation. Instead,
one needs to measure also the net absorption currents in Eq. (87),
which allow us to apply either Eqs. (91) or (92) for computing the
dissipation.

V. PERSPECTIVES
Our results constitute a step forward toward a unified nonequi-

librium thermodynamics for chemical systems powered by different
free-energy sources, such as chemostats and light. They also open the
way to performance studies on free-energy transduction and stor-
age in finite-time and far from equilibrium, which were inaccessible
before.

Building on the results developed in this paper, we plan next
to generalize our thermodynamic theory to continuous absorp-
tion/emission spectra, as well as elementary bimolecular photo-
physical (e.g., bimolecular quenchings) and photochemical (e.g.,
photodissociations) light-induced processes. Another limitation to
overcome in order to model real experiments is to go beyond the
assumption that the radiostats are able to fix the same molar con-
centration of photons in the whole system. While this is a good
approximation for ideal dilute solutions irradiated uniformly, pho-
tochemical experiments are usually conducted with light coming
from one side of the system. This may give rise to the nonlinear
shielding effect.90 We anticipate that such extensions will allow to
study interesting nonequilibrium phenomena such as bistability and
oscillations in photochemical systems,90–92 whose thermodynamic
cost and constraints have never been compared with the cost of
chemically driven oscillations.54
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APPENDIX A: ON THE QUANTUM YIELD
The standard textbook definition4,58 of quantum yield for the

direct E∗ → Z∗ → Z process reads

ΦE→Z
0 = k∗+

k∗+ + (kEe + kEsenν)
(kZe + kZsenν′)

k∗− + (kZe + kZsenν′) , (A1)

but we can also consider an indirect process of the kind E∗ → Z∗→ E∗ → Z∗ → Z, for which the quantum yield reads

ΦE→Z
1 = ΦE→Z

0
k∗−

k∗− + (kZe + kZsenν′)
k∗+

k∗+ + (kEe + kEsenν) . (A2)

The global quantum yield of the photoisomerization is therefore the
sum of the quantum yields of all the possible paths going from E∗ to
Z. By taking all of them into account, we correctly find

ΦE→Z = ∞∑
i=0Φ

E→Z
i

= ΦE→Z
0

∞∑
i=0 (

k∗−
k∗− + (kZe + kZsenν′)

k∗+
k∗+ + (kEe + kEsenν))

i

. (A3)

APPENDIX B: COARSE-GRAINED Φ’s AND Γ’s TERMS
FOR THE DIABATIC MECHANISM

The quantum yields in the coarse-grained version of the dia-
batic mechanism read

ΦE∗→Z = kE
∗→Z+q

kE∗→Z+q + kE∗→E+q + (kEe + kEsenν) , (B1a)

ΦE∗→E = kE
∗→E+q

kE∗→Z+q + kE∗→E+q + (kEe + kEsenν) , (B1b)

ΦZ∗→E = kZ
∗→E+q

kZ∗→E+q + kZ∗→Z+q + (kZe + kZsenν′) , (B1c)

ΦZ∗→Z = kZ
∗→Z+q

kZ∗→E+q + kZ∗→Z+q + (kZe + kZsenν′) , (B1d)

where kq’s are the quenching thermal rates going from one exited
species to its ground state isomer. Quantum yields here express the
probabilities that given that either E or Z absorbed a photon, the
photoisomerization happens or the excited state quenches back to
the initial ground state. The Γ terms are proportional to the (very
small) backward quenching thermal rates,

ΓE→Z
ν = [Z]kZ→E∗−q (kEe + kEsenν + kE∗→E+q ) − [E]kE→E∗−q kE

∗→Z+q
kE∗→Z+q + kE∗→E+q + (kEe + kEsenν) , (B2a)

ΓE→E
ν = [E]kE→E∗−q (kEe + kEsenν + kE∗→Z+q ) − [Z]kZ→E∗−q kE

∗→E+q
kE∗→Z+q + kE∗→E+q + (kEe + kEsenν) , (B2b)

ΓZ→E
ν = [E]kE→Z∗−q (kZe + kZsenν′ + kZ∗→Z+q ) − [Z]kZ→Z∗−q kZ

∗→E+q
kZ∗→E+q + kZ∗→Z+q + (kZe + kZsenν′) , (B2c)

ΓZ→Z
ν = [Z]kZ→Z∗−q (kZe + kZsenν′ + kZ∗→E+q ) − [E]kE→Z∗−q kZ

∗→Z+q
kZ∗→E+q + kZ∗→Z+q + (kZe + kZsenν′) , (B2d)

and are therefore not experimentally accessible with standard
techniques.
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Natural and artificial molecular machines, such as molecular 
motors and pumps, can be rationally described as networks 
of reactions where energy-harvesting chemical1–10 or pho-

tochemical11–20 reactions are coupled with large-amplitude intra-
molecular motions or self-assembly processes that can be driven 
towards a non-equilibrium state (Fig. 1a)21–26.

The determination of the speciation in the out-of-equilibrium 
state is highly desirable, as several thermodynamic and kinetic 
parameters of the machine operation could be extracted. However, 
the characterization of dissipative states is extremely challenging as 
it requires any analysis to be performed during operation, that is in 
the presence of the fuel-to-waste conversion27–29.

We recently reported on a series of light-powered molecu-
lar motors based on a pseudorotaxane-complex architecture. The 
operational principle relies on the reversible photoisomerization of 
the azobenzene moiety of the axle which enables a flashing energy 
ratchet mechanism (Fig. 1b). As the system realizes linear-directed 
transport of one molecular component relative to another, as a 
result of the Brownian ratchet mechanism, we refer to it as a supra-
molecular pump. Under continuous irradiation, the crown ether 
macrocycle undergoes autonomous and directional cycling between 
the assembled and disassembled states21,30,31. In the setup described 
here, our pump operates ‘freewheel’ and, unlike other systems8–10, it 
cannot build up a concentration gradient. Nonetheless, its dissipa-
tive operation as a molecular motor was proved by comparing the 
thermodynamic and kinetic data for the two—E and Z—isomers, 
as well as by 1H NMR while irradiating the sample solution inside 
the NMR probehead30–32. Specifically, this technique allows for the 
real-time monitoring of the system composition at the dissipative 
steady state. Building upon these results, we focused here on the 

physicochemical characterization of the operation cycle and dissi-
pative steady state of a previously reported supramolecular pump. 
The cycling rate, quantum yield, energy storage and power conver-
sion efficiency were derived from the experimental concentrations 
at different incident photon flows. Moreover, we probed a relation-
ship between the light energy input and the deviation of the dissipa-
tive state from the equilibrium composition in this artificial system.

Structure and operation of the supramolecular pump
The supramolecular pump is composed of a dibenzo[24]crown-8 
(DB24C8) ether macrocycle (1) and a molecular axle (2+), which 
comprises a secondary ammonium recognition site for 1 flanked 
by a photoswitchable azobenzene gate and a cyclopentyl ‘pseu-
dostopper’ (Fig. 1c). Briefly, in acetonitrile the macrocycle encir-
cles the secondary ammonium station of the axle to form a stable 
hydrogen-bonded rotaxane-type complex for both the E and Z 
isomers of 2+. The E complex is slightly more stable than the Z 
complex (KE

a > KZ
a ) and its formation occurs almost exclusively by 

slippage of the ring over the E-azobenzene moiety (Table 1). The 
non-photoactive pseudostopper was selected to ensure that the for-
mation of the Z complex occurred almost exclusively by slippage of 
the ring over the cyclopentyl moiety30,31.

The E → Z isomerization of the axle has, therefore, two key con-
sequences: (1) the destabilization of the threaded complex and (2) 
the increase of the activation energy for the slippage of the ring over 
the azobenzene extremity30,31,33. As a result, light-induced unidirec-
tional transport of the rings over the pump occurs according to an 
energy ratchet mechanism (Fig. 1b). As both E and Z isomers of azo-
benzene are photoreactive and exhibit highly overlapped absorption 
spectra, photons of the same wavelength can trigger both E → Z and 

Kinetic and energetic insights into the dissipative 
non-equilibrium operation of an autonomous 
light-powered supramolecular pump
Stefano Corra   1,2,6, Marina Tranfić Bakić   1,2,6, Jessica Groppi   1, Massimo Baroncini   1,3, 
Serena Silvi1,4, Emanuele Penocchio   5, Massimiliano Esposito5 and Alberto Credi1,2 ✉

Natural and artificial autonomous molecular machines operate by constantly dissipating energy coming from an external 
source to maintain a non-equilibrium state. Quantitative thermodynamic characterization of these dissipative states is highly 
challenging as they exist only as long as energy is provided. Here we report on the detailed physicochemical characterization 
of the dissipative operation of a supramolecular pump. The pump transduces light energy into chemical energy by bringing 
self-assembly reactions to non-equilibrium steady states. The composition of the system under light irradiation was followed in 
real time by 1H NMR for four different irradiation intensities. The experimental composition and photon flow were then fed into 
a theoretical model describing the non-equilibrium dissipation and the energy storage at the steady state. We quantitatively 
probed the relationship between the light energy input and the deviation of the dissipative state from thermodynamic equilib-
rium in this artificial system. Our results provide a testing ground for newly developed theoretical models for photoactivated 
artificial molecular machines operating away from thermodynamic equilibrium.
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Z → E isomerization. The system is, thus, able to repeat the cycle 
autonomously under constant illumination, reaching and maintain-
ing a stationary non-equilibrium state dissipating light energy.

The operation of the molecular pump can be described with 
the reaction network depicted in Fig. 2. Two thermal processes 
(self-assembly, numbered 1 and 3, following mass-action kinetics) 
and two photochemical processes (E/Z isomerization, numbered 2 
and 4, following nonlinearized photokinetics) are involved in the 
cycle. Only the two thermal processes must satisfy microscopic 
reversibility, as photochemical processes result from reaction mech-
anisms involving excited states of the molecules34–37. Since the pho-
toisomerization quantum yields and molar absorption coefficients 
of the free and complexed axle are almost identical (Supplementary 
Table 2), they exhibit essentially the same E/Z composition at the 
photostationary state (PSS), that is Ku

hv = Kc
hv. Conversely, the equi-

librium constants for the self-assembly processes are different, spe-
cifically KE

a > KZ
a  (ref. 30,31). As a consequence, under irradiation, 

detailed balance in this reaction network cannot be fulfilled and the 
cycle is travelled clockwise with a non-zero net rate31,38. The abil-
ity of the system to cycle preferentially clockwise with respect to 
anticlockwise—that is, its kinetic asymmetry—is quantified by the 
ratcheting constant (Kr), defined as the ratio between the clockwise 
and anticlockwise rates39,40. For our system under irradiation, Kr is 
well approximated by the ratio KE

a /KZ
a  = 2 meaning that, on average, 

the system loops anticlockwise once every two cycles in the clock-
wise direction (Supplementary Section 3.3).

Study of the light-dependent dissipative regime
A typical feature of dissipative systems is that a fraction of the 
energy input is employed to shift concentrations away from equilib-
rium values and is, thus, stored as free energy into the system3,19,41,42. 
In fact, in a closed cycle of reactions when detailed balance is not 
fulfilled, the cycling net rate must be equal for all steps and non-zero 
(vcy ≡ v1 = v2 = −v3 = −v4 ≠ 0)34. To satisfy this condition, the concen-
tration of the species under operation must adjust to a level which is 
different from that of equilibrium. This is exactly what is observed 
for the cycle of the supramolecular pump (Fig. 2a)31.

Since the rates of the individual photochemical reactions (v2 and 
v4) are dictated by the photon flow (Fig. 2b), variation of the lat-
ter will modify the overall cycling rate. Therefore, the self-assembly 
steps (1 and 3) must adapt their net rate of reaction to the new 
cycling rate, adjusting the concentration of reagents and products to 
a different level. As a consequence, for reactions (1) and (3) a larger  

deviation from the equilibrium concentrations is expected at a 
higher photon flow. In turn, this means that, also in a light-driven 
system, the amount of stored energy should be correlated to the 
amount of energy provided by the external reservoir37,41.

To probe this hypothesis it is crucial to measure the speciation 
in real time upon operation of the pump. In situ irradiation in the 
NMR probehead, as demonstrated recently, is perfectly suited for 
this task31,32. We employed an optical fibre to deliver nearly mono-
chromatic ultraviolet light (λirr = 365 ± 5 nm) to the solution inside 
the NMR tube (Supplementary Fig. 2). The monochromatic setup 
is advantageous because (1) the behaviour of the system can be 
appropriately described using spectroscopic and photochemical 
parameters independently measured for the pump components 
(Supplementary Table 2) and (2) the photon flow can be accurately 
determined by chemical actinometry. Both these points are funda-
mental to perform quantitative numerical simulations to support 
the pump operating cycle.

Typically, an equimolar mixture of E-2+ and 1 (8.9 mM) was 
equilibrated in the dark and then irradiated with full-power 365 nm 
light (photon flow, 4.4 × 10−8 Einstein s−1) until a constant Z/E com-
position was reached (35 min). During this time, the E-configured 
axle and complex were photoconverted into the corresponding Z 
species faster than the disassembly of the Z complex. Thus, the 
Z species were produced in relative concentrations that were not 
consistent with KZ

a ; specifically, the Z complex was kinetically 
trapped in a concentration higher than its equilibrium value. In 
the first instance, after reaching the PSS, the irradiation was turned 
off and spectra were acquired over time. In the dark, a decrease 
in the concentration of the Z complex, accompanied by a corre-
sponding increase in the concentration of Z axle, was observed, 
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Fig. 1 | Simplified energy diagrams of operation of the pump and molecular structures of the components. a, Idealized landscape of the total Gibbs free 
energy (G) of a chemical system, showing the global thermodynamic minimum that corresponds to the thermal equilibrium (I), a local equilibrium state 
(II) and a dissipative non-equilibrium state (III). State III exists only if energy is continuously supplied to the system (solid green arrows) to prevent its 
relaxation to state II (dashed grey arrow). b, Schematic representation of the relative unidirectional translation of molecular ring and axle components 
triggered by light, that is, a supramolecular pump powered by light. The simplified potential energy curves (free energy versus ring–axle distance) 
corresponding to the two structures illustrate the energy ratchet mechanism that rectifies the Brownian motion of the ring. c, Molecular structure of the 
components of the supramolecular pump of the present study: the DB24C8 macrocycle 1 and the non-symmetric molecular axle E-2+.

Table 1 | Thermodynamic and kinetic parametersa in air-
equilibrated CD3CN at 298 K for the rotaxane-type complexes 
formed between 1 and either E-2+ or Z-2+

Ka (mol l−1)b kin (l mol−1 s−1)c kout (s−1)d

1 + E-2+ 230 ± 30 16 ± 3e 0.07f

1 + Z-2+ 115 ± 35g (3.1 ± 0.8) × 10−2 h (2.7 ± 0.5) × 10−4 h

aFrom ref. 30. bAssociation constant. cThreading rate constant. dDethreading rate constant. 
eDetermined by stopped-flow ultraviolet–visible absorption method. fCalculated as kin/Ka. 
gCalculated as kin/kout. hDetermined from time-dependent 1H NMR concentration profiles.
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as 1 dethreaded to satisfy the equilibrium condition. After about 
2 h (local) equilibrium was reached with a decrease in the Z com-
plex concentration of about 10% (Fig. 3a). It should be noted that 
the Z species are kinetically trapped with respect to azobenzene 
isomerization because the thermodynamically stable isomer is E. 
For the sake of simplicity, from this point onward we shall refer to 
the kinetically trapped state of the system as an ‘equilibrium state’ 
referring to the local equilibrium of the Z complex self-assembly 
reaction. It has to be made clear, though, that the true equilibrium 
state of our system is the absence of Z species. It is also important 
to note that the thermal Z → E isomerization during this interval  
was negligible.

In the second instance, after reaching the PSS the irradiation 
was continued with the same photon flow (4.4 × 10−8 Einstein s−1),  
or with a flow attenuated to 50%, 25% or 10% of the initial value 
(Supplementary Fig. 2). In all cases, new PSSs were reached within 
about 1 h in which the concentration of the Z complex was higher 
than the value reached in the dark (Fig. 3b–e). On the other hand, 
the concentration of the Z axle was lower than that in the dark 
(Supplementary Fig. 4). These results confirm that the system 
reached a dissipative non-equilibrium steady state in which the Z 
complex was kinetically accumulated at the expense of the Z axle31. 
The concentrations of the Z complex and Z axle progressively devi-
ated more from their equilibrium values upon increasing the pho-
ton flow. Hence, we can qualitatively conclude that a larger energy 
input—more photons per unit time—drives the system farther away 
from equilibrium.

Numerical simulations, performed using experimentally deter-
mined (photo)chemical and photophysical parameters, provided 
time-dependent concentration profiles for all species. It is noteworthy  

that in the simulations the concentrations were assumed to be 
homogeneous in space. This assumption is not obvious a priori, as 
the intensity of the photon flux is dependent on the radius of the 
NMR tube. Nonetheless, the concentration profiles are in excellent 
agreement with the experimental data (Fig. 3f–j and Supplementary 
Fig. 4), confirming the fast diffusion of the molecules with respect 
to the cycling time of the pump. Moreover, the simulated data also 
confirm that the disassembly of the Z complex acts as the bottle-
neck for the reaction network. Thus, the Z complex is kinetically 
accumulated in different amounts depending on the intensity of the 
incident light.

Kinetic and energetic considerations
The possibility to directly measure or estimate by means of simula-
tions the concentration of the species at the dissipative steady state 
provided us the unprecedented opportunity to gain quantitative 
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Fig. 2 | operative reaction network of the supramolecular pump. 
a, Thermal self-assembly equilibria (1 and 3) and photochemical 
isomerization reactions (2 and 4). The fictitious ‘equilibrium constants’ 
for the photochemical steps are defined as the ratio of the concentrations 
of the products and reactants at the PSS for the respective reactions. 
The dashed circular arrow indicates the net direction of travelling of the 
cycle. Conventionally all the parameters are positive for the reactions 
read from left to right and from top to bottom. b, Left: general rate law 
for the self-assembly reactions (1 and 3) following mass-action kinetics. 
Right: generalized photokinetics for photochemical reactions (2 and 4). 
qn,p, photon flow; ϕ; quantum yield; ε, molar absorption coefficient; F , 
photokinetic factor; i, photoactive species; b, optical path; V, volume of 
irradiated solution.
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298 K, [1] = [2+] (initial concentrations for each experiment are reported  
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information on the reaction network under autonomous cycling 
away from equilibrium.

The first quantity that can be extracted from our data is the rate 
of cycling under irradiation. As discussed above, in a closed cycle of 
reactions, at the steady state, all the reactions must proceed at the 
same net rate. Therefore, the rate of cycling at the steady state can be 
calculated on any reaction of the network (Fig. 2). The rate of reac-
tion (3) (v3) was calculated using a mixed-order kinetic equation 
(equation (1)) from the experimental concentrations at the steady 
state and the rate constants (Table 2).

v3 = kZin [Z axle] [1]− kZout [Z complex] ≡ −vcy (1)

The rate v3 is negative for all photon flows, indicating that the 
Z complex is undergoing dethreading and that the cycle shown in 
Fig. 2 is being travelled clockwise (dashed circular arrow), consis-
tent with previous considerations on the kinetic asymmetry. As 
anticipated, the cycling rate (vcy) becomes larger upon increasing 

the photon flow (Table 2 and Fig. 4a). Finally, the Kr of the system, 
calculated from the simulated clockwise and anticlockwise reaction 
rates, is close to the estimated value of 2 (Supplementary Table 3).

On the contrary, the quantum yield of the cycle (Φcy, Table 2), 
that is the number of molecules that have completed a full cycle 
upon the absorption of one photon, decreases from 11% at the low-
est photon flow to 2% at the highest photon flow (Fig. 4a). This 
means that, on average at the lowest light intensity, a given ring/axle  
pair needs to absorb nine photons to complete a cycle, while  
this number becomes more than five times larger at the highest 
intensity (Table 2).

The chemical potential difference (∆μ) of each process at the 
steady state can be directly calculated from the experimental or 
simulated concentrations (Supplementary Section 5.1) and can 
be interpreted as a measure of how far the reaction is from equi-
librium43. The steady state ∆μ values of the self-assembly of the E 
(reaction (1), ∆μ1) and the Z (reaction (3), ∆μ3) complexes both 
increase in magnitude upon increasing the photon flow (Table 2). 

Table 2 | Kinetic and energetic parameters of the cycle of the 1/2+ ensemble for dissipative non-equilibrium operation under different 
photon flowsa

qp (Einstein s−1)b v3 (μM s−1)c Φcy [Nhν per cycle]d ∆μ1 (J mol−1)e ∆μ3 (J mol−1)e TΔcy sa (J mol−1)f ΔGsa (J l1)g η (%)h

0 – – 0 0 0 0 –

4.4 × 10−9 −0.25 0.11 [9] −40 1,380 1,420 0.25 0.3

1.1 × 10−8 −0.34 0.06 [16] −64 1,776 1,840 0.48 0.2

2.2 × 10−8 −0.38 0.04 [28] −89 1,961 2,050 0.61 0.1

4.4 × 10−8 −0.42 0.02 [53] −149 1,902 2,051 0.63 0.08
aConditions: CD3CN, 298 K, [1] = [2+] (initial concentrations for each experiment are reported in Supplementary Table 2), λirr = 365 nm. All the properties refer to the whole system with homogeneous 
(well-mixed) concentrations. bPhoton flow at 365 nm, determined by chemical actinometry. cRate of reaction (3) at the stationary state calculated according to equation (1); see Fig. 2 for the sign 
convention. dQuantum yield of the cycle calculated using Supplementary equation (S2); numbers in brackets are the number of absorbed photons per cycle (1/Φcy). eChemical potential of reaction  
according to Supplementary equation (S9), determined from simulated (reaction (1)) or experimental (reaction (3)) concentration values. fFree energy dissipated by self-assembly steps during a cycle  
of operation at the steady state. gFree energy density stored in the self-assembly steps at the non-equilibrium steady state. hEnergy transduction efficiency, calculated as the ratio between TΔcyΣsa and the 
total amount of free energy absorbed during a cycle of operation at the steady state.
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This means that both reactions are progressively displaced farther 
from their equilibrium state; however, they exhibit opposite trends. 
Specifically, ∆μ3 becomes more positive upon increasing the photon 
flow, showing that larger light intensities drive reaction (3) more 
towards the product. Such an observation is consistent with the 
kinetic accumulation of the Z complex and with the increasingly 
negative values of v3. Conversely, ∆μ1 becomes more negative at 
higher light intensities, indicating that reaction (1) is progressively 
shifted back towards the reagents. Therefore, at the steady state the 
Z complex and E axle are accumulated, whereas the E complex and 
Z axle are depleted due to purely kinetic effects44.

From a thermodynamic point of view, our system can be thought 
of as a thermal machine powered by the gradient between the tem-
perature T of the solvent (the cold reservoir) and the temperature 
Thν of the radiation (the hot reservoir), which can be correlated to 
the experimental photon flow using Planck’s law (Supplementary 
Section 5.2). As a consequence, its efficiency is limited by Carnot’s 
theorem35,36. The gradient of temperature powering the machine 
also relates to the chemical potential gradient generated by the radi-
ation (Supplementary Table 7). Larger photon flows correspond to 
a higher temperature of the hot reservoir, thus producing a larger 
free energy gradient to drive the machine farther away from equi-
librium35–37,45. In the present case, the gradient is about one order of 
magnitude higher than that delivered by the hydrolysis of adenos-
ine triphosphate (ATP) in physiological conditions and comparable 
to that generated by, for example, the decarboxylation of the fluo-
renylmethoxycarbonyl group employed to power other synthetic 
molecular motors12.

Each time a photon is absorbed by the system, its free energy 
can be either dissipated or converted into chemical free energy 
by changing the concentration distribution37,41,43,46. This can be 
expressed with the following instantaneous free energy balance:

˙Whν = dtG+ T ˙Σ (2)

where ˙Whν, dtG and T ˙Σ are the free energy densities absorbed, stored 
and dissipated, respectively, by the whole system per unit time. By 
integrating equation (2) it is possible to compute the amount of free 
energy dissipated and stored in any time interval (Supplementary 
Section 5.3).

When the system reaches the steady state, the power absorbed 
from the radiation is no longer stored in the system (dtG = 0), but 
is entirely dissipated to sustain the non-equilibrium steady state46. 
Thus, over one cycle, ΔcyWhν = TΔcyΣ. This free energy dissipation 
can be split into two contributions: that of the self-assembly and that 
of the isomerization processes, namely TΔcyΣ = TΔcyΣsa + TΔcyΣiso 
(ref. 47). The self-assembly dissipation (TΔcyΣsa) is the portion of the 
absorbed free energy responsible for keeping the self-assembly steps 
out of equilibrium and for sustaining the unidirectional motion of 
the rings with respect to the axles. This value can also be calcu-
lated from ∆μ1 and ∆μ3 (Supplementary Section 5.3.1). Dissipation 
increases with the photon flow (Table 2), consistently with the 
self-assembly steps being progressively shifted away from their 
equilibrium state. The fraction of free energy input dissipated by the 
self-assembly reactions is the efficiency of free energy transduction 
from the photo-isomerization processes towards the self-assembly 
ones (η = TΔcyΣsa/ΔcyWhν)47. The efficiency is relatively small at all 
operating regimes, meaning that most of the free energy harvested 
from the radiation is dissipated by the photoisomerization steps.

The free energy density stored in the self-assembly steps (ΔGsa) 
coincides with the difference between the Gibbs free energy densi-
ties in the steady and local equilibrium states (ΔGsa = Glight − Gdark, 
see Supplementary Section 5.3.2). Thus, it can be computed from 
the experimentally determined steady state concentrations. It is 
noteworthy that the free energy storage increases with the photon 
flow until it reaches a plateau around 0.6 J l−1.

Interestingly, two distinct trends can be identified in the depen-
dence of the determined quantities on the light intensity. Upon 
increasing the photon flow, ΔGsa, TΔcyΣsa and vcy increase, reach-
ing a plateau between 1 and 2 × 10−8 Einstein s−1, while η and Φcy 
decrease (Fig. 4a–c). This observation is in qualitative agreement 
with the results of stochastic simulations performed on a closely 
related molecular pump, which predicted that the network can pro-
cess photons efficiently only as long as the photoreactions are the 
rate-limiting steps48. To support this claim, we compared the for-
ward and backward rates of each reaction in the network (Fig. 4d). 
At the steady state, the forward and backward reaction rates (Fig. 4d)  
can assume different values for the four processes, provided that 
their relative difference is the same for all reactions. In fact, for 
photon flows up to 1.1 × 10−8 Einstein s−1 (that is, 25% of qn,p,max), 
the photochemical reactions are slower than the thermal ones and 
determine the overall cycling rate in either direction. Conversely, at 
higher flows reaction (3) becomes rate limiting (red bars in Fig. 4d), 
while photoreactions proceed faster dissipating a larger fraction of 
light energy, thus reducing the energy transduction efficiency.

The observed decrease of the quantum yield of the cycle (Φcy) 
(Table 2) is also coherent with this picture. Notably, already at the 
lowest flow employed, completing one cycle requires nine photons 
(Table 2), a number significantly larger than the theoretical mini-
mum value of two. This means that, in the investigated light intensity 
range, a given axle (complex) undergoes several E ⇆ Z photoi-
somerization events before threading (dethreading). Increasing the 
rate of the photoreactions increases the number of unfruitful E ⇆ Z 
isomerization events. As indicated by earlier simulations48, only at 
low photon rates can the pump operate close to the maximum quan-
tum efficiency.

Conclusions
A combination of experimental data and numerical simulations 
was used to characterize from a kinetic and thermodynamic point 
of view the dissipative photostationary states of a supramolecu-
lar pump for four intensities of incident light. Our measurements 
quantitatively probed the relationship between the deviation from 
thermodynamic equilibrium and the photon flow and provide an 
unprecedented insight in the non-equilibrium behaviour of (photo)
chemical reaction networks. Although in the current design the 
stored energy cannot be converted into work, our analysis allows 
the maximum amount of free energy which can potentially be con-
verted into work to be quantified. We believe that this approach is 
applicable to investigate any kind of light-fuelled non-equilibrium 
chemical ensemble, providing a testing ground for recently devel-
oped theoretical models27. We envision that our results will stim-
ulate research on new, more sophisticated light-driven artificial 
molecular machines and materials capable of operating away from 
thermodynamic equilibrium.
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Methods
Dissipative operation of the supramolecular pump. Typically, an equimolar 
solution of 1 and E-2+ in air-equilibrated CD3CN (8.9 × 10−3 M, 0.6 ml) was 
allowed to reach thermodynamic equilibrium in the dark at 298 K. Subsequently, 
a non-equilibrium mixture of the corresponding free and complexed Z-2+ was 
obtained by photoisomerization of the azobenzene unit. Photoisomerization was 
performed in situ using a light-emitting diode Illuminator (1.5 W; λmax= 369 nm; 
full-width at half-maximum, 15.56 nm) equipped with a bandpass filter centred 
at 365 ± 5 nm. A quartz optical fibre (core 1,000 µm, 5 m) was used to channel 
light to the solution. The terminal end of the optical fibre (the quartz core) was 
exposed and submerged into the solution within the NMR tube. Upon reaching a 
stable Z/E composition (PSS), irradiation was interrupted (dark, relaxation to local 
equilibrium) or regulated (light on, dissipative operation) using the appropriate 
neutral density filter and the time-dependent concentration changes of the species 
were followed using 1H NMR.

Dynamic simulations. The linear time-variant (LTV) system of differential 
equations describing the pumping cycle was implemented considering  
three subsequent time-invariant steps (LTI): (a) equilibration in the dark,  
(b) photoisomerization and (c) operation regime. For each LTI step the reaction 
rates for all processes and species concentrations were computed separately at  
any time point. The final concentrations were taken as initial conditions for  
the subsequent LTI step.
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1. Materials and methods 

General materials. All reagents and chemicals were purchased from Sigma-Aldrich or VWR 

international and used as received unless otherwise stated. Flash column chromatography was 

performed using Sigma Aldrich Silica 40 (230-400 mesh size or 40-63 μm) as the stationary phase. 

Thin layer chromatography was performed on TLC Silica gel 60 F254 coated aluminum plates 

from Merck. 

 
NMR Spectroscopy. NMR spectra were recorded on an Agilent DD2 spectrometer operating at 

500 MHz. Chemical shifts are quoted in parts per million (ppm) relative to tetramethylsilane using 

the residual solvent peak as a reference standard and all coupling constants (J) are expressed in 

Hertz (Hz). 

 

NMR Photochemistry Photochemical reactions were performed in air-equilibrated CD3CN 

solutions at 298 K inside NMR tubes in the spectrometer probehead, using a Prizmatix  

UHP-T-365-SR LED Illuminator (1.5 W, λmax= 369 nm, FWHM, 15.56 nm) equipped with an FCA-

SMA adaptor for optical fiber. The desired irradiation wavelength of 365 nm was selected using 

the appropriate hard coated OD 4.0 bandpass filter. Neutral density AR coated filters were used 

to regulate intensity of incident light when required. Quartz optical fiber (core 1000 µm, 5 m) 

equipped with a SMA connector on one end was purchased from Thorlabs. The other end of the 

optical fiber was scraped to remove the protective coatings, exposing the quartz core, and 

submerged into the solution within the NMR tube to be irradiated. The emission spectra of the light 

source (optical fiber end with protective coatings removed) were measured with an AVANTES 

Star Line AvaSpec-ULS2048CL-EVO-RS spectrometer. The emission intensity was selected 

using the appropriate neutral density filter with known optical density, purchased from Edmund 

Optics. 

 

Least square fitting and numerical simulations. Fitting of the experimental data to the 

appropriate kinetic model was performed using Berkeley Madonna 10. Numerical simulations 

were performed with MATLAB R2018b implementing the kinetic model including all the kinetic and 

photokinetic equations as a system of differential equations that was solved numerically with 

ode15s solver. 
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2. Synthesis and characterization of the supramolecular pump 

2.1 Synthesis of the axle 
The axle was synthesized according to a previously published procedure.1 Analytical data were in 

line with those previously reported. 

 

2.2. 1H NMR characterization of axles and complexes 
1H NMR spectra of E and Z axles and complexes were consistent with those previously reported 

in ref. 1 and summarized in Fig. S1.  

 

 
Figure S1. Typical 1H NMR spectra (500 MHz, CD3CN, 298 K) of a) E-2+. b) A 1:1 equilibrated mixture of 
E-2+ and 1, the signals univocally associated with the complex are highlighted in green, the signals of free 
1 are highlighted in purple. c) The same sample after exhaustive irradiation (lirr = 365 nm, 30 min) and 
equilibration for 3 hours in dark. Signals of free Z-1+ are highlighted in cyan, signals univocally attributed to 
the Z-complex are highlighted in orange. d) same sample as (a) after exhaustive irradiation (lirr = 365 nm, 
30 min). The dots underneath the filled signals in (c) mark the signals univocally assigned to the species 
followed for the kinetic measurements: green: 1·E-2+; orange: 1·Z-2+; cyan: Z-2+; black: E-2+. Ratios in (b) 
and (c) indicate the complex associated fraction (complex:axle) obtained by integration of univocally 
identified, non-overlapping, signals for complex and free axle. 
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2.3 NMR Photochemistry 
About 6 cm of the coating were removed from the terminal end of a quartz optical fiber (~5 m). 

The exposed quartz core was sanded in order to diffuse light into solution. In a typical NMR 

experiment, the exposed core of the fiber was immersed in 0.6 mL of an equimolar solution  

(~9 ´ 10-3 M) of E-2+ and 1 inside an NMR tube. The other extremity of the fiber was connected to 

a LED apparatus equipped with two filter holders. The wavelength of emission was 365 ± 5 nm, 

selected using a hard coated bandpass interference filter. The number of incident photons was 

selected using an additional neutral density (ND) filter with known optical density. 

 

2.3.1 Optical Fiber Emission Spectra 

The polychromatic emission spectra of the light source at different light intensities obtained with 

the appropriate neutral density filter consist of broad bands with a maximum at 369 nm (Fig. S2a). 

The 365 ± 5 nm interference filter significantly narrowed the emission spectrum (Fig. S2b). In both 

setups, the integral of the emission bands, which is proportional to the output power, changes 

linearly with the transmittance of the ND filter (insets in Fig. S2). The emission spectra reported in 

Fig. S2b correspond to the “monochromatic” irradiation wavelength used in all the photochemical 

experiments.  

 

 
Figure S2. Emission spectra of the light source a) polychromatic setup b) monochromatic setup. In the inset 
the plot of integrated intensity on the percentage of transmitted light achieved with the appropriate ND filter. 
Light intensity values corresponding to those used for pump operation are reported in the same color as the 
corresponding spectrum in the inset. 
 

 

2.3.2 NMR Chemical Actinometry 

In order to estimate the photon flow of the optical fiber chemical actinometry was performed using 

the same experimental setup as for the molecular pump irradiation experiments using azobenzene 

as the actinometer. A solution of azobenzene in CD3OD (1.19 ´ 10-2 M, 0.6 mL) was irradiated at 

365 nm inside the NMR tube and E→Z isomerization was followed by 1H NMR (Fig. S3). 

Photostationary state (PSS) was reached in about 50 min. The photon flow (qn,p) and the eZ were 
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determined by least-square fitting of the concentration profiles of E- and Z-azobenzene to the 

photokinetic equation set (see below eq. S8 and S9), considering the thermal Z→E isomerization. 

Molar absorption coefficient for E-azobenzene2 and quantum yields3 in methanol were taken from 

literature data, while the obtained molar absorption coefficient for Z-azobenzene at 365 nm is in 

line with the reported data3. A photon flow (qn,p,max) of 4.4´10-8 Einstein s-1 was obtained, 

corresponding to an output power of about 14 mW. 

 
Table S1. Photophysical data of azobenzene in methanol used for actinometry. 

e (M-1 cm-1) 
fE-Z [a] fZ-E [a] k∆ (s-1) 

E-azobenzene Z-azobenzene 

375[b] 92[c] 0.12 0.34 1.0 ´ 10-6 
[a]Ref. 3. [b]Ref. 2. [c]Fitted parameter. 

 

 
Figure S3. 1H NMR kinetic of photoconversion of azobenzene (1.19 ´ 10-2 M, CD3OD, 298 K).  
E-azobenzene: green line, Z-azobenzene: blue line. Solid lines represent the experimental concentration 
profile, dashed lines are least square fitting to the photokinetic equations set. 
 

Since the radiant power increases linearly with the transmittance (Fig. S2), the number of incident 

photons for the numerical simulations (see below) was calculated from the 100% intensity 

diminished by the optical density of the filter used according to the following equation. 

 

𝑞!,# = 𝑞!,#,$%& × 10'(.*.    (S1) 
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3. Operation of the Supramolecular Pump 

Typically, an equimolar mixture of 1 and E-2+ (~9 ´ 10-3 M) was allowed to reach thermodynamic 

equilibrium in the dark, then a non-equilibrium mixture of Z axle and Z complex was obtained by 

photoisomerization of the azobenzene unit. Photoisomerization was performed in situ using the 

setup described in section 2.3.  

Upon reaching a stable Z/E composition (PSS) irradiation was interrupted (Fig. S4, black trace) or 

reduced (Fig. S4, colored traces) and the time-dependent changes in concentration of the 

photoactive species were followed by 1H NMR. 

The initial concentrations of 1 and E-2+ used in each experiment are reported in Table S2. 

 

 
Figure S4. Time-dependent molar fraction profiles of E complex (a), E axle (b), Z complex (c), and Z axle 
(d) at different light intensities generated by light-induced isomerization of an equilibrated mixture of E-2+ 
and 1. The gray dashed line indicates the time at which PSS is reached. Data obtained from 1H NMR data 
(500 MHz, CD3CN, 298 K, initial concentrations for each experiment are reported in Table S2). 
 

 
Table S2. Experimental initial concentrations of 1 and E-2+. 

qn,p (Einstein s-1) 0 4.4´10-9 1.1´10-8 2.2´10-8 4.4´10-8 
(% of qn,p,max) 0% 10% 25% 50% 100% 

[2+]0 (M) 8.91´10-3 7.43´10-3 7.43´10-3 7.43´10-3 8.17´10-3 

[1]0 (M) 8.98´10-3 7.48´10-3 7.48´10-3 7.48´10-3 8.23´10-3 
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The complete closed reaction network describing the pumping cycle for compounds 1 and 2+ is 

reported in Scheme S1. This set of six reactions (four thermal and two photochemical) was 

implemented in appropriate kinetic models for fitting or simulating the experimental data (see 

section 4). 

 

 
Scheme S1. Complete reaction network for compound 2+ and 1 used to fit and simulate the experimental 
behavior. Reactions are numbered clockwise starting from the top. “K” and “k” indicate equilibrium and rate 
constants respectively. “hn” and “∆” indicate the photochemical and thermal (E®Z and Z®E) isomerization 
processes respectively. Conventionally, the rates of reaction are positive for the reaction read from left to 
right and from top to bottom (gray arrows). 
 

3.1 Cycling Rate 
Under light irradiation, at the steady state the rates of all reactions must be equal in magnitude 

and their value corresponds to the cycling rate. The rate of reaction 3 was determined using the 

appropriate rate law (equation 1 of the manuscript) and the experimental concentration of 

complex, axle, and macrocycle. The steady state rates reported in the manuscript were measured 

by averaging the rate values over the last 15 minutes.  
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3.2 Cycle Quantum Yield 
The cycle quantum yield (Fcy) represents the number of cycles performed in a given interval of 

time divided by the corresponding number of photons absorbed in the same time interval (equation 

S2). The number of moles of photons absorbed by the system per unit time was determined from 

the photons emitted by the light source considering the absorbance of the solution at 365 nm 

(section 2.2). The number of moles of pumps that completed a cycle in a given time is equal to 

the rate of cycling multiplied by the time interval and by the volume of the irradiated solution. The 

rate of cycling at steady state was measured from the rate of reaction 3 (section 3.1). 

 

Φ+, =
-!"!#$%
-&',)*%

= .!"!#+,-×∆1×2
3,,&45'56./7×∆1

    (S2) 

 

3.3 Kinetic Asymmetry 
With reference to Scheme S1, the kinetic asymmetry (ratcheting constant, Kr) of the cycle can be 

rigorously quantified as:4 

 

𝐾8 =
80818.28.3
8.08.18283

     (S3) 

 

where, ri and r–i are the rates of the i-th process forward and backward respectively. Since the 

reactions describe a closed cycle and considering that the rate for processes 2 and 4 is the sum 

of the photochemical and thermal reaction rates (𝑟9 = 𝑟9:; + 𝑟9<), Kr can also be written in terms of 

the rate constants of the processes reported in Scheme S1: 

 

𝐾8 =
𝑘5+𝑘=:; + 𝑘=∆,𝑘'>+𝑘'?:; + 𝑘'?∆ ,
𝑘'5+𝑘'=:; + 𝑘'=∆ ,𝑘>+𝑘?:; + 𝑘?∆,

= 𝐾%@
𝐹:;𝜀@A𝜙@A + 𝑘=∆

𝐹:;𝜀BA𝜙BA + 𝑘'=∆
(𝐾%B)'5

𝐹:;𝜀B𝜙B + 𝑘'?∆

𝐹:;𝜀@𝜙@ + 𝑘?∆
 

 

Where 𝐹:; =
3,,&∙D
2

45'56./7
E

 and 𝐴 = 𝑏 ∙ ∑ 𝜀9 ∙ [𝑖]9 . 

In the dark (qn,p = 0) 𝐹:; is null and Kr = 1 due to the microscopic reversibility of the thermal 

processes.5 Conversely, in case of irradiation (qn,p > 0), the kinetic constants for thermal 

isomerization reactions (indicated with a “∆” superscript) can be neglected with respect to the 

photochemical ones. As a result, the light-dependent parts of the equation simplify to the 

photostationary state composition for axle and complex. Moreover, for the present system is fair 

to assume that these are equally populated (Khn
u = Khn

c) and therefore: 

 

𝐾8 ≈ 𝐾%@
𝜀@A𝜙@A
𝜀BA𝜙BA

(𝐾%B)'5
𝜀B𝜙B
𝜀@𝜙@

= 𝐾%@𝐾:;+ (𝐾%B)'5(𝐾:;F )'5 ≈
𝐾%@

𝐾%B
= 2 
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In Table S3 are reported the absolute rates of reaction for all processes obtained from numerical 

simulations (see section 4.2) and the ratcheting constants at different photon flows calculated 

using equation S3. 

 

 
Table S3. Computed forward and backward reaction rates obtained from numerical simulations and 
calculated ratcheting constants. 

 qn,p (Einstein s-1) 4.4´10-9 1.1´10-8 2.2´10-8 4.4´10-8 

t h
er

m
al

 
re

ac
tio

ns
 

r1 (10-6 M s-1) 5.70 5.34 5.33 5.90 

r-1 (10-6 M s-1) 5.65 5.24 5.16 5.59 

r3 (10-6 M s-1) 0.625 0.575 0.526 0.599 

r-3 (10-6 M s-1) 0.676 0.679 0.692 0.906 

ph
ot

or
ea

ct
io

ns
 r2 (10-6 M s-1) 0.213 0.497 0.979 2.09 

r-2 (10-6 M s-1) 0.147 0.378 0.797 1.77 

r4 (10-6 M s-1) 0.192 0.470 0.952 1.99 

r-4 (10-6 M s-1) 0.234 0.566 1.11 2.29 

 Kr
[a] 1.9 1.9 2.0 2.2 

[a]Calculated using equation S3 from computed reaction rates. 
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4. Fitting and Numerical Simulations 

4.1 Fitting of the dethreading kinetic 
Second order threading rate constant (kin

E = k1) and equilibrium constant (Ka
E) for the E isomer 

were determined independently by UV-Vis and 1H NMR.1 The rate constant of dethreading of 

compound Z-2+ (k-3) was determined by fitting of the time-dependent concentration profiles of  

Z axle and Z complex reaching the local according to a kinetic model including the thermal 

reactions of Scheme S1. The average value obtained from four independent “relaxation” 

experiments (black trace in figure S4) is (2.3±0.4)´10-4 s-1, which is in excellent agreement with 

the previously reported data (Table S4) and was used in all the following calculations. 

 

 
Figure S5. Typical kinetic of equilibration of a mixture of Z-2+ and 1, generated by fast light-induced 
isomerization of the corresponding equilibrated mixture of E-2+ and 1. Data obtained from 1H NMR 
measurements (500 MHz, CD3CN, 298 K). Z complex: red trace; Z axle: green trace. Solid lines represent 
the least square fitting according to the thermal reactions of scheme S1. Conditions: CD3CN, C = 8.9 mM, 
298 K. 
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Table S4. Comprehensive table of the experimental thermodynamic, kinetic, photophysical, and 
photochemical parameters for axle E-2+, Z-2+, and for the corresponding [2]pseudorotaxane in air-
equilibrated CH3CN.[a] 

 
Ka  

(M-1) 
kin 

(M-1 s-1) 
kout 
(s-1) 

k∆ 
(s-1) 

f[b] 
 

e365 
(M-1 cm-1) 

E-2+ [c] [c] [c] [c] 
0.23 

(E®Z) 
3900 

Z-2+ [c] [c] [c] 1.9´10-6 
0.58 

(Z®E) 
< 100 

1·E-2+ 230 ± 30 16[d] 0.07[e] [c] 
0.22 

(E®Z) 
4800 

1·Z-2+ 
170 ± 30 

115 ± 35[f] 
3.1±0.8´10-2 [g] 

2.7±0.5´10-4 [g] 

2.3±0.4´10-4 [h] 
4.8´10-6 

0.59 

(Z®E) 
< 100 

[a]Data reported in ref. 1. Italicized values were newly determined in this work. [b]Determined at 365 nm. 
The corresponding isomerization process is given in brackets. [c]Parameter is not relevant for the 
compound. [d]Determined by stopped-flow UV-Vis absorption method. [e]Calculated as kin/Ka. [f]Calculated 
as kin/kout. [g]Determined by non-linear regression of the time-dependent 1H NMR concentration profiles. 
[h]Same as (g) but determined in this work by regression of the dethreading kinetic. This value was used 
as the basis for the k-3 in the numerical simulations (see table S4). 

 
 
4.2 Numerical Simulations 
The kinetic behavior of the reaction network was simulated taking into consideration all the thermal 

and photochemical reactions in scheme S1. The reaction rates for all processes were computed 

separately at any point in time solving the linear system of differential equations (S4 to S8) that 

defines the pumping cycle with a stiff ODE solver (ode15s).  

Concerning the implementation, the linear system describing the pumping cycle is time-variant 

(LTV), therefore simulations were carried out considering three time-invariant steps (LTI): a) 

equilibration, b) photoisomerization, and c) operation regime. The solutions from the previous LTI 

were taken as initial conditions for the subsequent one. The system is assumed to be in well-

mixed conditions. Thus, diffusion of species is never considered rate limiting and all concentrations 

used in the rate laws are homogeneous in space. Details for the three steps are given below: 

 

a) First the macrocycle and E-axle association in the dark was simulated using the initial 

experimental concentrations of E-2+ and 1 as initial conditions for the numerical solution. A 

photon flow of 0.0 Einstein s-1 (“light off”) was set in this step (photochemical rates are 

neglected). A close match between the simulated and experimental equilibrium composition 

in the dark was obtained. 

b) Starting from these equilibrium concentrations of E axle and E complex the isomerization 

was simulated using the photokinetic equations (eq. S8). In this step the photon flow was 

set to the value of 4.4´10-8 Einstein s-1 for about 35 min, consistently with the experimental 
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procedure. Pleasingly, the simulated PSS concentrations (>95% conversion to Z isomers) 

matched very closely the experimental ones (Fig. S6) validating this methodology of 

simulation and the actinometry results (section 2.3).  

c) Finally, from the simulated PSS concentrations the photon flow was set to the actual 

experimental value, and the system was allowed to reach the local equilibrium state or the 

kinetic steady state respectively in absence or presence of the light. Five possible photon 

flows ranging from 0.0 to 4.4´10-8 Einstein s-1 were used in the simulations in line with the 

experiments.  

 

The rates of thermal reactions (1,3, 2∆, and 4∆) were computed with the corresponding rate 

equations (S4 to S7). The rate constants of reaction 3 were adjusted within the experimental error 

to achieve the best overlay with the experimental concentration profiles (table S4). The rate 

constants for the thermal E®Z isomerization reactions (k2
∆ and k4

∆), included in Scheme 1 for 

completeness, were neglected in the simulations. As a result, reactions 2∆ and 4∆ appear as 

unidirectional processes that convert Z isomers to the corresponding E form (equations S6 and 

S7). 

 

Reaction 1:  𝑣5 = 𝑘5[𝐸	𝑎𝑥𝑙𝑒][𝟏] − 𝑘'5[𝐸	𝑐𝑜𝑚𝑝𝑙𝑒𝑥]     (S4) 

Reaction 3:  𝑣> = 𝑘>[𝑍	𝑎𝑥𝑙𝑒][𝟏] − 𝑘'>[𝑍	𝑐𝑜𝑚𝑝𝑙𝑒𝑥]     (S5) 

Reaction 2∆:  𝑣=∆ = 𝑘=∆[𝑍	𝑐𝑜𝑚𝑝𝑙𝑒𝑥]       (S6) 

Reaction 4∆:  𝑣?∆ = 𝑘?∆[𝑍	𝑎𝑥𝑙𝑒]       (S7) 

 

Where the ∆ superscripts refer to the thermal Z→E isomerization process. 

Rates of E→Z and Z→E photochemical isomerization for the free and complexed axles (reactions 

2hn and 4hn) were calculated using the photokinetic rate law (S8). Experimental quantum yields (f) 

and molar absorption coefficients (e) determined at 365 nm, as well as the photon flow determined 

by chemical actinometry (qn,p,max) were used. The absorbance of the mixture at the irradiation 

wavelength (ATOT) was calculated according to Beer-Lambert’s law at any point in time from the 

calculated mixture composition. Equation S8 is the general photokinetics equation6 for the 

photoisomerization of the i-th species (i = E axle, Z axle, E complex, Z complex). 

 

𝑣9 =
3,.&∙D
2

∙ 𝜙9 ∙ 𝜀9 ∙ [𝑖]
5'56./565

E565
     (S8) 

 

It must be noted that each photoactive species needs two photokinetic rate laws accounting for 

both E→Z and Z→E photochemical isomerization processes.  

A total of four photokinetic equations plus the six rate laws are needed to appropriately simulate 

the pumping cycle (Scheme S1). In Fig. S6 (top row) the simulated concentration profiles of all the 
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photoactive species are displayed. In table S5 the parameters used in the dynamic simulations 

reported in Fig. 3 of the main text and Fig. S6 are reported. 

 
Table S5. Experimental initial concentrations of 1 and E-2+, rate constants, and photophysical parameters 
used for the numerical simulations at the different photon flows.[a] 

qn,p (Einstein s-1) 0 4.4´10-9 1.1´10-8 2.2´10-8 4.4´10-8 
(% of qn,p,max) 0% 10% 25% 50% 100% 

[2+]0 (M)[b] 8.91´10-3 7.43´10-3 7.43´10-3 7.43´10-3 8.17´10-3 

[1]0 (M)[b] 8.98´10-3 7.48´10-3 7.48´10-3 7.48´10-3 8.23´10-3 

k3 (M-1 s-1)[c] 3.65´10-2 3.7´10-2 3.7´10-2 3.5´10-2 3.65´10-2 

k-3 (s-1)[d] 2.25´10-4 2.1´10-4 2.0´10-4 2.0´10-4 2.25´10-4 

eEC 4800 4800 4800 4800 4800 

eE 3900 3900 3900 3900 3900 

eZC
[e] 30 31 30 31 30 

eZ
[e] 40 40 40 40 40 

fE→Z 0.23 0.23 0.23 0.23 0.23 

fZ→E 0.58 0.58 0.58 0.58 0.58 

fEC→ZC 0.22 0.22 0.22 0.22 0.22 

fZC→EC 0.59 0.59 0.59 0.59 0.59 
[a]The parameters shaded in orange were adapted within the confidence interval of the experimental value 
to achieve a better overlay with the data. [b]Experimental concentration. [c]Adapted in the interval 
(3.1±0.8)´10-4 M-1 s-1. [d]Adapted in the interval (2.3±0.4)´10-4 s-1. [e]Value calculated in order for the ratio 
!!""!
!"!""

 to match the experimental composition at the PSS; minor modifications were performed to achieve a 
better overlay with the experimental data. 
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Figure S6. Simulated molar fraction profiles (top row) at different light intensities of all species generated 
by light-induced isomerization of an equilibrated mixture of E-2+ and 1. On the bottom row the corresponding 
experimental profiles (Fig. S4) are reported for comparison. E complex (a, e), E axle (b, f), Z complex (c, g), 
and Z axle (d, h). The gray dashed line indicates the time at which PSS is reached. Data obtained from  
1H NMR data (500 MHz, CD3CN, 298 K, initial concentrations for each experiment are reported in Table 
S4). 

5. Thermodynamic Analysis 

All the following thermodynamic considerations are made in the steady state regime, unless 

otherwise specified, that is, analogously to equilibrium condition, time-invariant. The steady state 

concentrations of all species extracted from time-dependent 1H NMR experiments are reported in 

table S6.  

 
Table S6. Experimental and simulated molar concentrations of 1, E-2+, Z-2+ and of the corresponding 
complexes at the local equilibrium (dark) or dissipative steady states (light on). 

 qn,p (Einstein s-1) 
 Dark 4.4´10-9 1.1´10-8 2.2´10-8 4.4´10-8 

[EC] (M)[a] 2.24´10-4 8.07´10-5 7.48´10-5 7.34´10-5 7.99´10-5 

[E] (M)[a] 2.00´10-4 8.53´10-5 8.32´10-5 8.46´10-5 9.01´10-5 

[ZC] (M)[b] 3.76´10-3 3.28´10-3 3.42´10-3 3.49´10-3 4.00´10-3 

[Z] (M)[b] 4.59´10-3 3.96´10-3 3.69´10-3 3.57´10-3 3.91´10-3 

[C] (M)[c] 4.95´10-3 4.13´10-3 3.94´10-3 3.86´10-3 4.13´10-3 
[a]Determined from dynamics simulation. [b]Experimental molar concentrations calculated from the mole 
fractions (observable) averaged over the last 15 min and the initial concentration of axle. [c]Determined 
applying mass balance considerations. 
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5.1 Chemical Potential of Reaction 
The non-standard chemical potential of reaction (also known as thermodynamic affinity when 

taken with a minus sign) was calculated from the concentrations maintained at the kinetic steady 

state away from equilibrium according to equation S9.7 At any point along the reaction coordinate 

the ∆µ is given by the sum of the chemical potential of each species (µi) multiplied by the 

corresponding stoichiometric coefficient (negative for reagents). In particular, a positive value of 

∆µ corresponds to a steady state shifted towards the products (µP > µR), while the opposite holds 

for a negative ∆µ. For a generic reaction of the kind A + B ® P the overall variation in chemical 

potential thus reads:  

 

∆𝜇 = −𝜇E − 𝜇G + 𝜇H 

Then: 

∆𝜇 = −𝜇E6 − 𝑅𝑇 ln[𝐴] − 𝜇G6 − 𝑅𝑇 ln[𝐵] + 𝜇H6 + 𝑅𝑇 ln[𝑃] = −𝜇E6 − 𝜇G6 + 𝜇H6QRRRRSRRRRT
<I7

+ 𝑅𝑇 ln
[𝑃]

[𝐴][𝐵]QST
J

 

∆𝜇 = 𝑅𝑇 ln𝑄 − 𝑅𝑇 ln𝐾     (S9) 

 

where K is the equilibrium constant of the reaction, Q is the reaction quotient. The sum of the non-

standard chemical potential (thermodynamic affinities when taken with the opposite sign) along 

the cycle of scheme S1 is the free energy dissipated along one cycle of operation. 

 

5.2 Thermodynamic of Radiation 
Fig. S7a and b present a scheme of the irradiation setup used in this study, which served as the 

basis for the thermodynamic analysis. The first step of our thermodynamic analysis is to determine 

the concentration of photons in a volume element 𝑑𝑉+,K(𝑟) consisting of an infinitesimally thin 

cylindrical shell of thickness dr (inner radius r and outer radius r + dr) axial to the optical fiber and 

the NMR tube (highlighted in red Fig. S7c). The volume of the cylindrical shell is 𝑑𝑉+,K(𝑟) =

𝜋ℎ((𝑟 + 𝑑𝑟)= − 𝑟=) = 2𝜋ℎ𝑟𝑑𝑟. 

 

 
Figure S7. Scheme of the optical geometry and dimensions of the irradiation setup. a) Top view. b) Side 
view. c) Modelling of the infinitesimal volume travelled by light in a unit time used in the thermodynamic 
analysis (r0 = 0.5 mm, rt = øINT/2 = 2.05 mm). 
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The moles of photons in this volume (𝑑𝑁:;(𝑟)) can be computed by multiplying the 

number of moles of photons impinging on the inner surface per unit time (𝑞!,#(𝑟)) by 

the time that light takes to travel the distance dr (𝑡 = 𝑑𝑟 𝑐⁄ , where “c” is the speed of 

light): 

 

𝑑𝑁:;(𝑟) = 𝑞!,#(𝑟) ∙ 𝑡 =
𝑞!,#(𝑟)	

𝑐
𝑑𝑟 

 

The molar concentration of photons in the volume 𝑑𝑉+,K(𝑟) is then: 

 

𝑛:;(𝑟) =
𝑑𝑁:;(𝑟)
𝑑𝑉+,K(𝑟)

=
𝑞!,#(𝑟)
2𝜋ℎ𝑐𝑟

=
𝑞!,#
2𝜋ℎ𝑐

∙
10'(8'87) ∑ O+[9]+

𝑟
 

 

where the dependence of 𝑞!,#(𝑟) on r has been expressed in terms of the Beer-

Lambert’s law and the total amount of photons emitted by the optical fiber (𝑞!,#(𝑟6) ≡

𝑞!,#). It is worth noting that the molar concentration of photons in the volume 𝑑𝑉+,K(𝑟) 

has, in principle, also a contribution 𝑛DDR  (constant along r) from the black body 

emission of the solution due to its temperature T. However, such a contribution is 

negligible at any r when compared to that of the source at the wavelength and intensity 

considered.  

To proceed with our analysis, we now define the effective temperature 𝑇:;(𝑟) 

associated with the radiation in the volume 𝑑𝑉+,K(𝑟). Such a temperature is the one 

that a black body needs to have in order to generate a molar concentration of photons 

equal to 𝑛:;(𝑟) in the interval selected by the interference filter (365±5 nm), and can 

be computed by solving numerically the following equation: 

 

𝑛:;(𝑟) = _ 𝑛DD(𝜆)𝑑𝜆
>S6	!$

>U6	!$
= _

8𝜋
𝑁E𝜆?

∙
1

𝑒:+/WX8R'9 − 1
𝑑𝜆

>S6	!$

>U6	!$
 

 

where NA is the Avogadro’s number, h the Planck’s constant, and kB the Boltzmann’s 

constant. The above equation uniquely defines 𝑇:;(𝑟) and is well justified within the 

monochromatic assumption. Indeed, as all the photons impinging on the system are 

considered at the same frequency, the exact shape of their distribution in frequency in 

the interval selected by the interference filter has no role in the treatment, and can 

therefore be assumed to be the black body one (𝑛DD(𝜆)) without altering the final 

results. This has the major advantage that the radiation in the volume 𝑑𝑉+,K(𝑟) can be 

considered as a heat source at temperature 𝑇:;(𝑟). Since the solvent acts as another 

heat source at temperature T, we can properly think of the molecular motor as a 
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thermal engine working by virtue of the temperature gradient between the radiation 

and the solvent. As a consequence, we can immediately conclude that the maximum 

efficiency at which the motor can convert the energy absorbed from the radiation into 

work in the volume 𝑑𝑉+,K(𝑟) is limited by Carnot’s theorem: 

 

𝜂A(𝑟) = 1 −
𝑇

𝑇:;(𝑟)
 

 

We can have a first idea of the thermodynamics of the motor by computing the 

average temperature of the radiation and the average Carnot’s efficiency (Table S7). 

 

〈𝑇:;〉 =
1
𝑏
_ 𝑇:;(𝑟)𝑑𝑟
8:

87
 

〈𝜂A〉 =
1
𝑏
_ 𝜂A(𝑟)𝑑𝑟
8:

87
 

 

Note that, by virtue of the inequality holding between the harmonic mean and the 

arithmetic mean of a positive defined function, we have that: 

 

〈𝜂A〉 = 1 − 𝑇 〈
1
𝑇:;

〉 ≤ 1 −
𝑇

〈𝑇:;〉
 

 

and therefore the Carnot’s efficiency computed by using the average temperature of 

the hot heat source (〈𝑇:;〉) provides an upper bound to the maximum efficiency of the 

whole system considered as a thermal engine.  

To have further quantitative insights on the thermodynamic characterization of the 

system, we introduce the chemical potential of the radiation as:8 

 

𝜇:;(𝑟) = 𝑁Eℎ𝜈 ∙ 𝜂A(𝑟) 

 

In this context, the chemical potential of the radiation can be interpreted as the part of 

the molar energy coming from the light source which is actually available to the system 

in the volume 𝑑𝑉+,K(𝑟) (the free energy in the volume). It is also the amount of energy 

which can be used to take the system away from thermodynamic equilibrium by 

performing work on it. From the above expression, whenever the concentration of 

photons in the volume	 𝑑𝑉+,K(𝑟) is such that 𝑇:;(𝑟) = 𝑇, with a molar concentration of 

photons equal to 𝑛DDR , corresponding to the black body emission of the solution at the 

temperature T, the chemical potential of the radiation is null. Therefore, the radiation 

cannot perform any work on the system in that volume element. In this condition which 
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corresponds to the absence of radiation from the source the only possible steady state 

for the system is the equilibrium one. In Table S7, the average chemical potential for 

the five experimental regimes is reported. The average chemical potential of the 

radiation in the system is way larger than the thermal energy (RT) and about one order 

of magnitude higher than the free energy released upon hydrolysis of ATP to ADP in 

physiological conditions. Moreover, by increasing the light intensity, the average 

chemical potential of the radiation also increases, consistently with the system being 

brought farther away from equilibrium at higher photon fluxes. 

 
Table S7. Average temperature of radiation (〈𝑇#$〉), Carnot’s efficiency (〈𝜂%〉), and chemical potential of 
radiation (〈𝜇#$〉) at the investigated photon flows.[a] 

qn,p 

(Einstein s–1) 
〈𝑻𝒉𝝂〉 
(K) 

〈𝜼𝑪〉 
〈𝝁𝒉𝝂〉 

(kJ mol-1)[a] 
0 298 0 0[b] 

4.4×10–9 1917 0.844 277 

1.1×10–8 2007 0.851 279 

2.2×10–8 2081 0.857 281 

4.4×10–8 2159 0.862 282 
[a]The energy of one mole of 365 nm photons was estimated as NAhn = 328 kJ mol-1. [b]The actual value of 
photon flow at which the force is null is not 0 Einstein s-1, but rather a very small value of photon flow 
corresponding to a black body at 298 K emitting around 365 nm. 
 

 
5.3 Energy Dissipation and Storage 
We now couple the thermodynamic description with the system’s kinetics. The number 

of moles of photons absorbed by the system per unit of time in the volume element 

𝑑𝑉+,K(𝑟) is: 

 

𝑑𝑞!,#(𝑟) = 𝑞!,#(𝑟) − 𝑞!,#(𝑟 + 𝑑𝑟) = 𝑞!,#(𝑟)+1 − 10'\8 ∑ O+[9]+ , 

= 𝑞!,#(𝑟)j 𝜀9[𝑖]𝑑𝑟
9

+ 𝒪(𝑑𝑟=) 

≈ 𝑞!,#(𝑟)j 𝜀9[𝑖]𝑑𝑟
9

 

 

from which we can compute the free energy absorbed by the system per unit of time (�̇�) in the 

same volume element as: 

 

𝑑�̇�(𝑟) = 𝜇:;(𝑟)𝑑𝑞!,#(𝑟) = 𝜇:;(𝑟)𝑞!,#(𝑟)j 𝜀9[𝑖]𝑑𝑟
9
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However, since the quantum yield of photoisomerization is not unitary for the 

considered processes, the actual amount of absorbed free energy which can perform 

work on the system, thus modifying the species concentrations, is: 

 

𝑑�̇�:;(𝑟) = 𝜇:;(𝑟)𝑞!,#(𝑟)j 𝜙9𝜀9[𝑖]𝑑𝑟
9

 

 

Were the quantum yields (fi) are included to account for the amount of absorbed free 

energy which is unavoidably dissipated without leading to photoisomerization. 

The integral of 𝑑�̇�:;(𝑟) over the space occupied by the solution and divided by the volume yields 

the input power of the molecular motor which appears in equation (2) of the main text, that is the 

work performed on the system by the radiation: 

 

�̇�:; =
1
𝑉
j 𝜙9𝜀9[𝑖]

9
𝑞!,#_ 𝜇:;(𝑟)

8:

87
10'(8'87)∑ O+[9]+ 𝑑𝑟 

 

At any time, the free energy absorbed per unit time and volume can either be dissipated or stored 

in the system as free energy. This is expressed by equation (2) of the main text: 

 

�̇�:; = 𝑑1𝐺 + 𝑇Σ̇ 

 

where the dissipation rate per unit of volume is always positive (𝑇Σ̇ ≥ 0) according to the second 

law of thermodynamics. Both the dissipation rate and the time derivative of the Gibbs free energy 

can be split into two contributions, one due to the isomerization steps (𝑇Σ̇9]^), and the other to the 

self-assembly steps (𝑇Σ̇]%): 

 

𝑇Σ̇ = 𝑇Σ̇]% + 𝑇Σ̇9]^ 

𝑑1𝐺 = 𝑑1𝐺]% + 𝑑1𝐺9]^ 

 

5.3.1 Energy dissipation 

The part of the absorbed power which is dissipated by the self-assembly steps is calculated as: 

 

𝑇Σ̇]% = −(𝑣5∆𝜇5 + 𝑣>∆𝜇>) 

 

At the stationary state, since the Gibbs free energy is a state function, all the power absorbed by 

system is dissipated to sustain the non-equilibrium condition (𝑑1𝐺 = 0): 

 

�̇�:; = 𝑇Σ̇ = 𝑇Σ̇]% + 𝑇Σ̇9]^ 
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with 𝑇Σ̇9]^ = �̇�:; − 𝑇Σ̇]% ≥ 0. The above equation allows for the following thermodynamic 

interpretation. At the steady state, to maintain the free energy storage, that is keeping the self-

assembly reactions away from equilibrium (𝑇Σ̇]% > 0), part of the power absorbed by the 

photoisomerization steps (�̇�:;) needs to be transferred to the self-assembly ones, allowing them 

to dissipate. 

This means that the supramolecular pump operates as a (thermal) engine transducing free energy 

from the photons to the self-assembly processes through the photoisomerization processes. 

Therefore, free energy storage, and consequently unidirectional motion of the ring-axle pairs, are 

sustained by light energy absorption. 

At the steady state 𝑣5 = −𝑣> = 𝑣+,, thus 𝑇Σ̇]% = −𝑣+,(∆𝜇5 − ∆𝜇>). Upon integration of this 

equation over the time it takes for a mole of rings to complete one cycle (𝜏+, = 1 𝑣+,𝑉⁄  ) and 

multiplying by the volume, we find that the free energy dissipated by the motor per cycle of 

operation at the steady state reported in the main text is given by: 

 

𝑇∆+,Σ]% = −(∆𝜇5 − ∆𝜇>) 

 

In turns, this value also sets a limit to the amount of work which self-assembly steps can perform 

per mole of rings which complete one pumping cycle. 

 

5.3.2 Energy storage 

The free energy density stored in the self-assembly steps at steady state can be defined by virtue 

of the timescale separation between the relaxation times of the self-assembly steps and the 

isomerization ones. In fact, once the photon flow is stopped, the self-assembly steps reach their 

(local) equilibrium much faster than the isomerization reactions, which can equilibrate only via the 

very slow thermal relaxation steps. Therefore, the relative amounts of E and Z species are 

preserved. In these conditions, the free energy released by the relaxation to equilibrium of the 

self-assembly steps alone corresponds to the fraction of free energy they stored. In the following 

the suffix “dark” indicates that the quantity is referred to the local equilibrium, while the other 

quantities are considered at the dissipative steady state. The following mass balances hold true 

upon relaxation to the local equilibrium: 

 

[𝐸𝐶] + [𝐸] = [𝐸𝐶]\%8X + [𝐸]\%8X 

[𝑍𝐶] + [𝑍] = [𝑍𝐶]\%8X + [𝑍]\%8X 

[𝐸𝐶] + [𝑍𝐶] + [𝐶] = [𝐸𝐶]\%8X + [𝑍𝐶]\%8X + [𝐶]\%8X 
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Moreover, for the concentration at local equilibrium (in dark) the following relations hold true: 

 

𝐾@ =
𝑘5
𝑘'5

=
[𝐸𝐶]\%8X

[𝐸]\%8X[𝐶]\%8X
 

𝐾B =
𝑘>
𝑘'>

=
[𝑍𝐶]\%8X

[𝑍]\%8X[𝐶]\%8X
 

 

With the above five equations, we can uniquely compute the (local) equilibrium concentrations 

([i]dark) by just knowing the steady state concentration in an experimental regime and the in/out 

kinetic rate constants of the self-assembly steps. The free energy stored in the self-assembly steps 

per unit volume at the steady state reached in any experimental regime as reported in the main 

text can then be computed as: 

 

∆𝐺]% = 𝐺 − 𝐺\%8X 

 

Since the Gibbs free energy of the system per unit of volume is 𝐺 = ∑ [𝑖](𝜇9 − 𝑅𝑇)9 , then the stored 

energy density becomes:9 

 

∆𝐺]% =j[𝑖](𝜇9 − 𝑅𝑇) − [𝑖]\%8X+𝜇9,\%8X − 𝑅𝑇,
9

= 𝑅𝑇j[𝑖] ln
[𝑖]

[𝑖]\%8X
− [𝑖] + [𝑖]\%8X

9

 

 

which was used to calculate the energy storage reported in the main text. 

 

5.4 Energy Transduction Efficiency 
The efficiency at which the motor, at steady state, converts the light energy into chemical energy 

available to the self-assembly reactions can be defined in two ways. The first, reported in the main 

text (h), consists in evaluating the fraction of work performed by the radiation (free energy) on the 

system which is successfully transferred to the self-assembly steps: 

 

𝜂 =
𝑇Σ̇]%
�̇�:;

 

 

This quantity is bounded between 0 and 1 and, being based on the free energy gradient generated 

by the radiation (〈𝜇:;〉), can be directly compared between different motors regardless of the 

provided fuel. For example, the same quantity computed for a chemically driven rotary motor 

results to be 5 orders of magnitude lower.10 This can be explained by considering that the 

chemically driven rotary motor synthetized by the Leigh group works by transducing free energy 

only in form of information, while here 𝑇𝛥+,𝛴]% also have an energetic component due to the 

energy ratchet mechanism. 
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Additionally, in the spirit of Carnot’s efficiency of thermal machines, we can evaluate the ratio 

between the free energy transduced to the self-assembly steps per unit time and unit volume 

(dissipation 𝑇Σ̇]%), and the heat absorbed from the radiation (the hot reservoir) per unit time and 

unit volume (�̇�:;), according to the following equation: 

 

𝜂= =
𝑇Σ̇]%
�̇�:;

≤ 〈𝜂A〉 

 

Where �̇�:; =
-/:+
W2

𝑞!,#+1 − 10'D ∑ O+[9]+ , is the total power absorbed by the sample in the unit time 

and volume. The fact that this efficiency is upper limited by the average Carnot efficiency (proof 

in section 5.4.1) makes h2 an interesting quantity to understand how close the motor, seen as a 

thermal engine, works to the theoretical limit imposed by Carnot efficiency. The comparison is 

done in Table S8, which shows that at best this motor reaches 0.04% of Carnot efficiency and 

decreases with the photon flow. All the considerations in the main text aimed at rationalizing the 

trend of the energy transduction efficiency (h) hold for the Carnot-like efficiency h2. 

 
Table S8. Ratio between the average Carnot-like and Carnot’s efficiency (𝜂&/〈𝜂%〉) at the investigated 
photon flows. 

 qn,p (Einstein s-1) 
 4.4´10-9 1.1´10-8 2.2´10-8 4.4´10-8 

𝜼𝟐/〈𝜼𝑪〉 (%) 0.04 0.03 0.02 0.01 

 

 

5.4.1 Proof of the bound 𝜂= ≤ 〈𝜂A〉 

Consider the following expression of the Second Law of thermodynamics as it applies for the 

system under study inside a volume element 𝑑𝑉+,K(𝑟) at the steady state: 

 

𝑇Σ̇(𝑟) = 𝑇Σ̇9]^(𝑟) + 𝑇Σ̇]% =
𝑑�̇�(𝑟)
𝑑𝑉+,K(𝑟)

− 𝑇Σ̇]% + 𝑇Σ̇]% = �̇�:;(𝑟)𝜂A(𝑟) − 𝑇Σ̇]% + 𝑇Σ̇]% ≥ 0 

 

where 𝑇Σ̇9]^(𝑟) and 𝑇Σ̇]% are both positive quantities and �̇�:;(𝑟) = 𝑁Eℎ𝜈
\3,,&(8)
\2!"#(8)

 is the heat per unit 

volume which is absorbed by the system in the volume element. Note that 𝑇Σ̇]% does not depend 

on r due to the homogeneity in concentrations. From the above equation follows that: 

 

0 ≤
𝑇Σ̇]%

�̇�:;(𝑟)𝜂A(𝑟)QRRRSRRRT
`

= 1 −
𝑇Σ̇9]^(𝑟)

�̇�:;(𝑟)𝜂A(𝑟)
≤ 1 
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and therefore 𝜂=(𝑟) ≤ 𝜂A(𝑟), with 𝜂=(𝑟) =
Rȧ%)
J̇'9(8)

. 

By averaging over the entire system (see section 5.2) we have: 

 

〈𝜂=〉 = 𝑇Σ̇]% 〈
1
�̇�:;

〉 ≤ 〈𝜂A〉 

 

And by virtue of the inequality holding between the harmonic and the arithmetic mean of a positive 

defined function, we have that: 

 

〈
1
�̇�:;

〉 ≥
1

〈�̇�:;〉
≡

1
�̇�:;

 

 

and therefore 𝑇Σ̇]% 〈
5
J̇'9
〉 ≥ Rȧ%)

〈J̇'9〉
= Rȧ%)

J̇'9
= 𝜂=, which proves the inequality 𝜂= ≤ 〈𝜂A〉. 
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Information �ermodynamics for Deterministic Chemical Reaction Networks
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Information thermodynamics relates the rate of change of mutual information between two interacting
subsystems to their thermodynamics when the joined system is described by a bipartite stochastic dynamics
satisfying local detailed balance. Here, we expand the scope of information thermodynamics to deterministic
bipartite chemical reaction networks, namely, composed of two coupled subnetworks sharing species, but not
reactions. We do so by introducing a meaningful notion of mutual information between di�erent molecular
features, that we express in terms of deterministic concentrations. �is allows us to formulate separate second
laws for each subnetwork, which account for their energy and information exchanges, in complete analogy
with stochastic systems. We then use our framework to investigate the working mechanisms of a model of
chemically-driven self-assembly and an experimental light-driven bimolecular motor. We show that both sys-
tems are constituted by two coupled subnetworks of chemical reactions. One subnetwork is maintained out
of equilibrium by external reservoirs (chemostats or light sources) and powers the other via energy and infor-
mation �ows. In doing so, we clarify that the information �ow is precisely the thermodynamic counterpart of
an information ratchet mechanism only when no energy �ow is involved.

I. INTRODUCTION

Engines commonly operate such that some components
(e.g., pistons) directly interact with the power source to har-
vest energy, whereas some other components (e.g., wheels)
produce the functionality the engine is designed for. Chem-
ical engines [1], such as molecular motors, are no excep-
tion [2–4]. Indeed, they can be rationally described [5–
9] and designed [1, 10–13] as chemical reaction networks
(CRNs) where energy-harvesting chemical [14–20], photo-
chemical [21–27] or electrochemical [27–29] processes are
coupled with large-amplitude intramolecular motions or self-
assembly reactions. �ese CRNs are o�en bipartite [30, 31],
as the energy-harvesting processes act on some molecular
properties (e.g., phosphorylation state, photo-isomerization
state, oxidation/reduction state) while the processes realiz-
ing the engine’s functionality act on di�erent properties (e.g.,
position in space, assembly state). When this is the case, the
chemical species involved in the functioning of a chemical
engine can be described with a double state (G,~), and the
whole network can be split into two coupled subnetworks
characterizing the interconversion of G-states by one kind of
processes (e.g., self assembly steps converting free states into
assembled ones) possibly driven out-of-equilibrium by pro-
cesses of another kind interconverting ~-states (e.g., reaction
with a chemical fuel acting as a substrate).

Assessing the thermodynamics of bipartite systems re-
quires quantifying energy and information exchanges be-
tween the subnetworks by applying the tools of informa-
tion thermodynamics [30–33]. Linear stochastic models of
biochemical machines comprising unimolecular or pseudo-
unimolecular reactions have been extensively studied from
this perspective, revealing the fundamental role of informa-
tion �ows between di�erent degrees of freedom in powering

∗ emanuele.penocchio@uni.lu
† francesco.avanzini@uni.lu
‡ massimiliano.esposito@uni.lu

such single molecule machines [34–39]. However, chemical
engines may in general comprise nonlinear processes such
as bimolecular reactions and are sometimes (almost always
in case of synthetic ones) be�er described by deterministic
dynamics expressed in terms of kinetic equations evolving
experimentally measurable concentrations rather than prob-
abilities. At present, a theoretical framework able to system-
atically address the information thermodynamics of nonlin-
ear deterministic CRNs is missing.

Very recently, we applied information thermodynamics to
an autonomous synthetic molecular motor working at the de-
terministic level [40]. Such analysis shows that information
thermodynamics is in principle not limited to stochastic se-
tups, but it strongly relies on the fact that the CRN describing
the motor is only composed of unimolecular reactions. In-
deed, when this is the case, kinetic equations can be mapped
into a Markov jump process on a linear network of states by
normalizing the concentrations by the total concentration,
which is a conserved quantity in linear networks. Once this
correspondence is in place, standard tools from information
thermodynamics can be applied [31]. In particular, the mu-
tual information [41], a central quantity in information ther-
modynamics, can be de�ned at the level of normalized con-
centrations [40].

In this paper, we go further by extending the framework
of information thermodynamics to nonlinear deterministic
CRNs, where multimolecular reactions cause the total con-
centration to vary in time. We start by introducing the setup
of deterministic CRNs in Section II, where the crucial notion
of bipartite networks is formally de�ned and used to identify
the two subnetworks, which in�uence each other despite the
fact that each reaction pertains unambiguously to only one
subnetwork. In Section III, thermodynamic quantities are in-
troduced for both chemically-driven and light-driven CRNs,
and the second law for nonequilibrium regimes is formulated.
�e main result of this paper is obtained in Section IV, where
the notion of mutual information for non-normalized con-
centration distributions is de�ned and used to formulate a
second law for each subnetwork. Crucially, these second laws
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show that the two subnetworks exchange free-energy trough
information and energy �ows. Our result is analogous to the
one obtained in the framework of stochastic thermodynam-
ics of bipartite systems [30, 31], but importantly information
�ow terms account here for the non-normalized concentra-
tion distributions. Furthermore, the resulting expressions of
the subnetworks’ entropy production also consider the vari-
ation of the subnetworks entropy due to the standard mo-
lar entropy carried by the chemical species and the contri-
bution of non-bipartite species which may be present. To
exemplify the use of our new framework, in Section V we
apply it to two paradigmatic examples of out of equilibrium
chemistry with nonlinear dynamics: a model for chemically-
driven self-assembly [13, 42] and a light-driven bimolecular
motor [24, 27, 43–45]. We brie�y recap the basis of their
functioning while focusing on the insights brought by the in-
formation thermodynamic analysis. Using numerical simula-
tions, we also comment on their e�ciency and we quantita-
tively investigate the correspondence between the concept of
Brownian information ratchet [10, 46] and (thermodynamic)
information �ows.

Our approach can be applied to any CRN with a bipar-
tite structure and coupled to any kind of reservoir. We re-
stricted the presentation to the case of autonomous and ho-
mogeneous ideal dilute solutions, but extensions to nonau-
tonomous [47], non-homogeneous [48, 49] and nonideal [50]
CRNs are possible, as well as to cases where external species
are continuously injected [51]. Based on the relevance of in-
formation thermodynamics as a tool to elucidate free-energy
processing in the stochastic realm, we envision that our
new framework will bring signi�cant insights in the under-
standing of deterministic chemical processes, from synthetic
molecular machines to complex biochemical networks.

Finally, we note that many forms of information process-
ing are possible in CRNs [52, 53]: e.g., logic gates [54, 55],
machine learning [56–58], sensing [59], copying and proof-
reading [60–63], memories [64, 65]. At this stage, how the
present framework may be suitable to study all of them is
le� for future inquiries.

II. SETUP

CRNs are treated here as ideal dilute solutions composed
of chemical species, identi�ed by the label U ∈ / , which un-
dergo elementary [66] or coarse-grained [67–69] chemical re-
actions, identi�ed by the index d ∈ R:

" · .+d d " · .−d , (1)

with " = (. . . , U, . . . )ᵀ denoting the vector of chemical
species, while .+d and .−d denote the vectors of stoichio-
metric coe�cients of reagents and products of reaction d .
�roughout this paper, we will use single arrows like in
Eq. (1) to denote reactions that are actually reversible: for
every reaction d ∈ R, the forward (resp. backward) reaction
+d (resp. −d) interconverts " ·.+d (resp. " ·.−d ) into " ·.−d
(resp. " ·.+d ). �is choice will simplify the hypergraph rep-

resentation of the two CRNs examined in Sec. V (see Figs. 2
and 3).

In deterministic CRNs, the abundance of the chemi-
cal species is speci�ed by the concentration vector z =

(. . . , [U], . . . )ᵀ , which follows the rate equation

dCz = Sj , (2)

where we introduced the stoichiometric matrix S and the
current vector j. Each d column Sd of the stoichiomet-
ric matrix S speci�es the net variation of the number of
molecules for each species undergoing the d reaction (1),
Sd = .−d − .+d . �e current vector j = (. . . , 9d , . . . )ᵀ
speci�es the net reaction current for every d reaction (1) as
the di�erence between the forward and backward �ux, i.e.,
9d = 9+d − 9−d . In closed CRNs, where the chemical reac-
tions involve only the chemical species / , the �uxes 9±d de-
pend only on the concentrations z. For elementary reactions
satisfying mass action kinetics [70–72], 9±d = :±dz.±d , with
:±d the kinetic constants (herea�er, for every vectors v and
w , vw =

∏
8 E
F8

8
). In open CRNs, some chemical reactions

exchange for instance ma�er and/or photons with external
reservoirs. �us, the corresponding �uxes 9±d depend on the
concentrations z as well as on the coupling mechanisms with
the reservoirs [51]. Note that, throughout the manuscript,
we will omit for compactness of notation the functions’ vari-
ables, e.g., z = z (C) and 9±d = 9±d (z) (if reaction d is not
coupled to any reservoir).

We now de�ne the formal conditions for the chemical
species and reactions under which CRNs have a bipartite
structure. An exempli�cation of the concept is provided in
Figure 1. First, the chemical species must split as / = 0 ∪ 1.
�e species 1 – the bipartite species – are univocally identi-
�ed with a double state (G,~) = U ∈ 1. �e species 0 – the an-
cillary species – are all the other species, when present. Sec-
ond, the set of chemical reactions must split as R = �∪- ∪. .
�e reactions - (resp. . ) interconvert the species 1 in such a
way that only their G (resp. ~) state changes:

. . . (G,~) . . .
d ∈ - . . . (G ′, ~) . . . , (3a)

. . . (G,~) . . .
d ∈ . . . . (G,~ ′) . . . . (3b)

In the above chemical reactions, we neglected the stoichio-
metric coe�cients as well as the other species involved for
illustrative reasons. �e reactions � are those that do not in-
terconvert the species 1 ((Ud = 0 ∀U ∈ 1 and ∀d ∈ �):

. . . (G,~) . . .
d ∈ � . . . (G,~) . . . . (4)

Notice that, when these conditions for the chemical species
and reactions are satis�ed, the species 0 can undergo every
reaction d ∈ R = �∪- ∪. and no reactions can change both
the state G and the state ~ of a 1 species. When these condi-
tions are not satis�ed, CRNs do not have a bipartite struc-
ture and their spli�ing into coupled subnetworks (discussed
in the next paragraphs of this section) would not be possi-
ble. Finally, if the chemical reactions are coarse-grained, we
further assume that the sets �, - and . are independent sets
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FIG. 1. An example of bipartite network. To illustrate our notion of
bipartite structure in a CRN, we consider a generic molecule (blue
“Pac-Man”) able to bind two substrates. One substrate (orange tri-
angle, denoted a) is generated from a precursor (denoted a2) via re-
action �: a2 → 2a (notice the use of hypergraph notation where
the production of two molecules of a is represented by a bifurcating
arrow). �e substrate a can then bind the molecule via reactions -1
or -2, which both change its G state from G1 (free) to G2 (bound).
�e other substrate (red sphere) is exchanged between the molecule
and compounds F and W through reactions .1 and .2, which both
change the ~ state of the molecule from ~1 (free) to ~2 (bound).
As a result, the molecule can be found in four double states (G,~):
(G1, ~1), (G2, ~1), (G2, ~2), (G1, ~2), which form the set of bipartite
species (set 1). All other species in the network (a2, a, F and W)
can be treated either as ancillary species (set 0) or, if their concen-
tration is controlled by external reservoirs, as chemosta�ed species
(i.e., controlled parameters). Crucially, as none of the transitions be-
tween the double states can change both G and ~ at the same time,
the resulting CRN has a bipartite structure. To �x ideas, the Pac-Man
shaped molecule can be thought of as an enzyme binding (state G )
the monomeric form of a substrate and phosphorylated (state ~) by
adenosine triphosphate (F) to adenosine diphosphate (W) hydroly-
sis. A concrete example with a simpler yet similar bipartite struc-
ture is found in a recently reported single-molecule molecular mo-
tor, where the two states are the axial chirality (which can be in R
state or S state) and the chemical state (which can be in diacid state
or anhydride state) of the motor [73]. �e la�er results in a linear
bipartite network to which the treatment in Ref. [40] straightfor-
wardly applies. On the contrary, systems like the present network
or the applications analyzed in Section V require a generalization of
the previous framework due to the presence of nonlinear reactions
and ancillary species.

of coarse-grained reactions. �e reason for this will become
clear in Subs. III B.

In bipartite CRNs, we can apply the same spli�ings of the
chemical species and reactions to the stoichiometric matrix

S =

(
0 S0

1 S1

)
, (5)

with

S0 =
( � - .

0 S0
�

S0
-

S0
.

)
, (6a)

S1 =
( � - .

1 0 S1
-

S1
.

)
, (6b)

to the current vector

j =
(
j�, j- , j.

)
, (7)

and to the concentration vector

z = (a, b) . (8)

�e rate equation (2) thus becomes

dCa = S0j = S0�j
� + S0-j- + S0.j. , (9a)

dCb = S1j = S1-j
- + S1.j. . (9b)

To account for the total concentration of the bipartite
species in the same state G or ~, we de�ne the following
marginal concentrations

[G] =
∑
~

[(G,~)] , (10a)

[~] =
∑
G

[(G,~)] , (10b)

which are collected in the following vectors

x = (. . . , [G], . . . )ᵀ , (11a)
~ = (. . . , [~], . . . )ᵀ . (11b)

Here, [(G,~)] is the concentration of the speci�c bipartite
species U ∈ 1 characterized by the double state (G,~), i.e.,
[(G,~)] = [U]U=(G,~) .

�e bipartite structure of a CRN allows us to decompose it
into two coupled subnetworks X and Y. �e subnetwork X
represents the interconversion of the states {G} of the bipar-
tite species driven by the - reactions. Analogously, the sub-
network Y represents the interconversion of the states {~}
driven by the . reactions. Notice that this does not imply
that the concentrations [G] (resp. [~]) change only because
of the reactions - (resp. . ) as we will see for the example in
Subs. V A.

III. THERMODYNAMICS

Building on the setup of Sec. II, we introduce the thermo-
dynamic theory of deterministic CRNs [50, 69, 74] and we
specialize it to bipartite CRNs.

A. Chemical Potentials

�e free energy contributions carried by the chemical
species / in ideal dilute solutions are given by the vector of
chemical potentials [75]:

-/ = -◦/ + ') ln z , (12)
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where ln z = (. . . , ln[U], . . . )ᵀ (herea�er, for every vector
v = (. . . , E8 , . . . )ᵀ , log v = (. . . , log E8 , . . . )ᵀ), ) is the tem-
perature of the thermal bath, ' is the gas constant, and -◦

/
is

the vector of the standard chemical potentials, which in turn
are given by the sum of a standard enthalpic h◦/ and entropic
s◦
/

contributions according to

-◦/ = h◦/ −) s◦/ . (13)

From a thermodynamic standpoint, CRNs are said to be
open when they exchange free energy with some external
reservoirs besides the thermal bath at temperature ) . For
instance, chemicals can be exchanged with chemostats, i.e.,
particle reservoirs, and/or photons can be exchanged with ra-
diation sources. Each reservoir is in turn characterized by a
chemical potential.

For chemostats, their chemical potentials are given by the
vector

-ch = -◦ch + ') ln c , (14)

where -◦ch and c are the vectors of standard chemical poten-
tials and of the concentrations of the exchanged chemicals,
respectively.

For radiation sources, the chemical potential of photons Wa
at frequency a and concentration distribution =a reads [69]

`a = Da − ') ln
(
5a + =a
=a

)
, (15)

whereDa = #A~la is the energy carried by a mole of photons
at frequency a and 5a = 2l2

a/#Ac2
3 is the density of photon

states at frequency a (with #A the Avogadro’s number, ~ the
reduced Planck constant, 2 the speed of light and la = 2ca
the angular frequency). When the radiation source is ther-
mal, photons are distributed according to the black body dis-
tribution at a certain temperature )r:

=)r
a =

5a

exp(~la/:B)r) − 1 , (16)

with :B the Boltzmann constant. As a consequence, their
chemical potential becomes [76, 77]

`a = Da − ') ln
(
5a + =)r

a

=
)r
a

)
= Da

(
1 − )

)r

)
. (17)

Since a radiation source is in equilibrium with a CRN only
when the corresponding chemical potential vanishes [69],
i.e., `a = 0, Eq. (17) implies that this happens for a thermal
radiation source only when its temperature is the same as the
one of the thermal bath, i.e., )r = ) .

In this work, we focus for simplicity on autonomous
CRNs, namely, the chemical potentials of the reservoirs (-ch
in Eq. (14) for chemostats and `a in Eq. (15) for radiation
sources), and thus also the quantities c and =a , are constant
in time.

B. �ermodynamic Forces

Chemical reactions are driven by thermodynamic forces
named a�nities [78, 79],

Ad = −-/ · Sd
)

+ �d , (18)

which have two contributions. �e �rst contribution, i.e.,
−-/ ·Sd/) , accounts for the variation of the free energy due
to the interconversion of the / species in solution via reac-
tion d . �e second, i.e., �d , accounts for the external force due
to the coupling with the reservoirs.

For elementary reactions, a�nities (18) satisfy the local de-
tailed balance condition,

Ad = ' ln 9+d

9−d
, (19)

which implies that they always have the same sign of the
corresponding reaction currents: Ad 9

d ≥ 0. Coarse-grained
reactions do not in general satisfy Eq. (19), and hence their
a�nities may not be aligned to the currents (unless they are
tightly coupled [67]). However, every independent subset of
coarse-grained reactions C ⊆ R, namely, every subset whose
underlying elementary reactions involve unique intermedi-
ate (coarse-grained) species which are not shared with other
subsets, satis�es

∑
d∈C Ad 9

d ≥ 0 [67, 68].
Example 1. Consider the following reaction (assumed as

elementary for illustrative reasons) where the catalyst M in-
terconverts the substrate (fuel) F into the product (waste) W
which are exchanged with chemostats:

M
F W

M . (20)

In this case, the a�nity coincides with the external force,

A = � =
`F − `W
)

, (21)

while the reaction �uxes satisfy mass action kinetics,

9+ = :+ [F] [M] , 9− = :− [W] [M] , (22)

where [F], [W] and [M] are the concentrations of the fuel,
waste and catalyst, respectively. Since reaction (20) is ele-
mentary, it satis�es the local detailed balance condition (19),
which in turn implies that the kinetic constants {:+, :−} and
the standard chemical potentials {`◦F, `◦W} are not indepen-
dent:

`◦F − `◦W
)

= ' ln :+
:−

, (23)

where we used Eq. (14) to express the chemical potential of
the chemostats.
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Example 2. Consider the coarse-grained reactions

E
Wa

Z ,1 Z
Wa′

E ,2

E
Wa

E ,3 Z
Wa′

Z ,4

E Z ,5

(24)

describing a typical photoisomerization process occurring
via the so-called diabatic mechanism: upon the absorption
of a photon Wa , a species in the E conformation is either con-
verted into the Z conformation (reaction 1) or it decays back
to the same conformation by dissipating all the absorbed en-
ergy (reaction 3); analogously, another photon Wa′ , with pos-
sibly a di�erent frequency a ′, can trigger the conversion of Z
into E (reaction 2) or be dissipated (reaction 4); �nally, E and
Z can also thermally interconvert (reaction 5). We assume for
simplicity that only photons at the exact frequencies a and a ′
can trigger the corresponding transitions. In such a case, the
a�nities read

A1 =
`E − `Z
)

+ `a
)
, A2 =

`Z − `E
)

+ `a′
)
,

A3 =
`a

)
, A4 =

`a′

)
, A5 =

`E − `Z
)

, (25)

with �1 = �3 = `a/) , �2 = �4 = `a′/) , and �5 = 0, while
expressions for the reaction currents { 91, 92, 93, 94, 95} can be
found in Ref. [69]. �e reactions (24) are not tightly coupled
and, consequently, a�nities and currents are not in general
aligned. However, as they constitute an independent subset
of coarse-grained reactions, they satisfy

A1 9
1 + A2 9

2 + A3 9
3 + A4 9

4 + A5 9
5 ≥ 0 . (26)

C. Entropy

�e thermodynamic entropy per unit volume of open
CRNs,

( = (/ + (ch + (ph , (27)

is given in general by the contribution of the chemical
species (/ , the chemostats (ch, and the photons (ph. �e con-
tribution carried by the chemical species reads [74]

(/ = (s◦/ − ' ln z) · z + '‖z‖ = s◦/ · z + (H
/ , (28)

where ‖z‖ = ∑
U [U] and we introduced a Shannon-like en-

tropy for macroscopic non-normalized concentration distri-
butions, (H

/
:= −' ln z · z +'‖z‖. �e la�er will play a crucial

role in recovering the information thermodynamic frame-
work for deterministic CRNs in Sec. IV.

Similarly, the contribution of the chemostats is given by

(ch = (s◦ch − ' ln c) · c + '‖c ‖ , (29)

with s◦ch = −m-◦ch/m) the vector of the standard molar en-
tropies of the chemostats. On the other hand, the contribu-
tion due to the photons is expressed as the entropy of an ideal
Bose gas [79]

(ph = '

∫ [
(5a + =a ) ln (5a + =a ) − =a ln=a − 5a ln 5a

]
da , (30)

where the integral runs in general over the whole spectrum.
�e time derivative of the total entropy (27), i.e.,

dC( = s/ · Sj (with s/ = s◦ch − ' ln z), is given by the sum
of the entropy production rate ¤Σ ≥ 0, accounting for the dis-
sipation, and of the entropy �ow ¤(4 , accounting for the re-
versible exchange of entropy with the reservoirs. It provides
the nonequilibrium formulation of the second law, which can
be wri�en as

¤Σ = dC( − ¤(4 ≥ 0 (31)
where, in autonomous CRNs (i.e., with c and =a being con-
stant in time),

¤Σ = A · j ≥ 0 , (32)

¤(4 =
h◦/
)
· Sj − L · j , (33)

with A = (. . . ,Ad , . . . )ᵀ and L = (. . . , �d , . . . )ᵀ .
In bipartite CRNs, we can apply the same spli�ings of the

chemical species / = 0∪1 to the total entropy carried by the
chemical species (/ (given in Eq. (28)) which leads to

( = (0 + (1 + (ch + (ph , (34)
where, given a set of species E = {0, 1}, (E = (s◦E − ' ln v) ·
v +'‖v‖ with v = (. . . , [U], . . . )U ∈E and s◦E = (. . . , B◦U , . . . )U ∈E .
Furthermore, we can apply the spli�ing of the chemical reac-
tions R = � ∪ - ∪ . to the entropy production rate and the
entropy �ow:

¤Σ = ¤Σ� + ¤Σ- + ¤Σ. , (35)
¤(4 = ¤(�4 + ¤(-4 + ¤(.4 , (36)

where
¤Σ8 =

∑
d∈8
Ad 9

d ≥ 0 , (37)

¤(84 =
∑
d∈8

(
h◦/
)
· Sd − �d

)
9d , (38)

with 8 = {�,-,. }. Note that the inequality in Eq. (37) holds
because the reactions in the sets {�,-,. } either satisfy the
local detailed balance condition (19), or are independent sets
of coarse-grained reactions (see Subs. II).

IV. INFORMATION THERMODYNAMICS

We now formulate a second law for each subnetwork (de-
�ned in Sec. II) which, compared to the second law (31) of
the whole CRN, is (mainly) modi�ed by an information �ow
term accounting for the information exchange between the
two subnetworks. �is information �ow arises due to the
fact that the two subnetworks share some chemical species
which are involved in both - and . reactions.
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A. Mutual Information

We start by introducing the probability that bipartite
species U ∈ 1 are in a speci�c double state (G,~) as

?G,~ =
[(G,~)]
‖b ‖ , (39)

with ‖b ‖ = ∑
U ∈1 [U] and the marginal probabilities

?G =
∑
~

?G,~ =
[G]
‖b ‖ , (40a)

?~ =
∑
G

?G,~ =
[~]
‖b ‖ , (40b)

that bipartite species are in state G (resp. ~) irrespectively
of their state ~ (resp. G ). In analogy to information theory
when dealing with the joint probability of a pair of random
variables [41], this allows us to introduce the following Shan-
non entropies for the bipartite species

�G,~ = −
∑
G,~

?G,~ ln?G,~ , (41a)

�G = −
∑
G

?G ln?G , (41b)

�~ = −
∑
~

?~ ln ?~ , (41c)

and the mutual information

I1 =
∑
G,~

?G,~ ln
?G,~

?G?~
, (42)

which by construction satis�es

�G,~ = �G + �~ − I1 . (43)

Crucially, by applying the de�nition of probabilities in
Eqs. (39) and (40), the mutual information (42) can be directly
expressed in terms of the macroscopic non-normalized con-
centration distributions

I1 =
∑
G,~

[(G,~)]
‖b ‖ ln [(G,~)] ‖b ‖[G] [~] , (44)

which still measures, as in information theory [33, 41], the
reduction in uncertainty about the states {G} when the states
{~} are known, and vice versa. �is physically means that I1
quanti�es, in the framework of this paper, to which extent
being in a speci�c state G correlates with being in a speci�c
state ~ for the bipartite species and it can be determined by
measuring the concentrations [(G,~)].

Example. Consider the network in Fig. 1 with ar-
bitrary concentrations [(G,~)]. On the one hand, if
[(G1, ~1)]/[(G2, ~1)] = [(G1, ~2)]/[(G2, ~2)], the ~ state is not
correlated with the G state, as the relative concentration be-
tween species in states G1 and G2 is independent of state ~.
Analogously, if [(G1, ~1)]/[(G1, ~2)] = [(G2, ~1)]/[(G2, ~2)],

the G state is not correlated with the ~ state, as the relative
concentration between species in states ~1 and ~2 is inde-
pendent of state G . In such a case, one cannot gain infor-
mation about one state (e.g., the concentration of molecules
binding the triangular substrate) by measuring the other
(e.g., the concentration of molecules binding the small cir-
cular substrate). �is re�ects into a vanishing mutual in-
formation (44). On the other hand, if [(G1, ~1)]/[(G2, ~1)] ≠
[(G1, ~2)]/[(G2, ~2)], the ~ state correlates with the G state,
as the relative concentration between species in states G1
and G2 now depends state ~. For analogous reasons, if
[(G1, ~1)]/[(G1, ~2)] ≠ [(G2, ~1)]/[(G2, ~2)], the G state cor-
relates with the ~ state. In such a case, one can thus gain in-
formation on one state by measuring the other. For instance,
in the presence of positive correlations between G1 and ~1
and between G2 and ~2 (namely, [(G1, ~1)] > [(G1, ~2)] and
[(G2, ~2)] > [(G2, ~1)]), knowing that the marginal concen-
tration [~] is shi�ed towards state ~2 (most of the molecules
bind the small circular substrate) informs about the marginal
concentration [G] being shi�ed towards state G2 (most of the
molecules bind the triangular substrate). �is re�ects into a
non-null mutual information (44).

B. Entropy Decomposition

In standard information thermodynamics, the thermody-
namic entropy of a system coincides with the Shannon en-
tropy. �us, Eq. (43) splits the former into contributions
from subsystems and their mutual information. On the other
hand, as shown in Subs. III C, the entropy (28) of determin-
istic CRNs is not given by the Shannon entropy. Never-
theless, the bipartite structure of the network allows us to
split the Shannon-like entropy of the bipartite species (H

1
=

−'(ln b) · b +'‖b ‖ by following the same logic employed for
the standard derivation of Eq. (43) [41], but exploiting the ex-
pression in Eq. (44) for the mutual information. In this way,
we get

(H
1
= (H

G + (H
~ − '‖b ‖I1 + '‖b ‖(ln‖b ‖ − 1) , (45)

where

(H
G = −'(ln x) · x + '‖x ‖ , (46a)
(H
~ = −'(ln~) · ~ + '‖~‖ , (46b)

are the Shannon-like entropy of states {G} and {~}, respec-
tively, and ‖x ‖ = ‖~‖ = ‖b ‖. Note that the last term in
Eq. (45), i.e., ‖b ‖(ln‖b ‖ − 1), emerges because of the non-
normalized concentration distributions.

By using Eq. (45) to express the entropy of the bipartite
species (1 = (H

1
+ s◦

1
· b , the total entropy (27) becomes

( = (H
G + (H

~ − '‖b ‖I1 + '‖b ‖(ln‖b ‖ − 1) + s◦b · b
+ (0 + (ch + (ph ,

(47)

where s◦b · b accounts for the standard molar entropy of the
bipartite species and cannot be split into a contribution due
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to the species in state G and a contribution due to the species
in state~. �is term is absent in the decomposition of entropy
of bipartite Markov jump processes [31] as long as the states
do not have an internal entropy.

C. Entropy Production Decomposition

We now decompose the entropy production rate in such a
way as to formulate the second law for each subnetwork X
and Y. We start by rewriting the second law (31) specifying
the entropy �ow according to Eq. (36):

¤Σ = dC( − ¤(�4 − ¤(-4 − ¤(.4 . (48)

From Eq. (47), we further derive

dC( =dC(H
G + dC(H

~ + s◦b · dCb − 'dC
(‖b ‖I1 )+

+ ' ln‖b ‖dC ‖b ‖ + s0 · dCa ,
(49)

where s0 = s◦0 − ' ln a and the time derivative of the infor-
mation term (44) can be speci�ed as

dCI1 = ¤IG + ¤I~ +
(
ln‖b ‖ − I1

)
dC ln‖b ‖ (50)

with

¤IG := 1
‖b ‖

{
(ln b) · S1-j- − (ln x) · dCx

}
, (51a)

¤I~ := 1
‖b ‖

{
(ln b) · S1.j. − (ln~) · dC~

}
. (51b)

Crucially, the information �ows ¤IG and ¤I~ quantify the
changes in the mutual information (44) per units of concen-
tration, namely, the changes in the relative uncertainty (cor-
relations) between the {G} and the {~} states, due to the dy-
namics of subnetworksX andY, respectively. �e third term
in Eq. (50) accounts for the non-normalized nature of the con-
centration distributions, vanishes at steady state, and does
not contribute to the entropy production decomposition. In-
deed, by using Eq. (49) and Eq. (50) into Eq. (48) and by split-
ting dCa and dCb into the contributions due to the di�erent
reactions R = � ∪ - ∪ . as in Eqs. (9a) and (9b), we obtain

¤Σ(C) =dC(H
G − ¤(-4 − '‖b ‖ ¤IG + s◦b · S1-j- + s0 · S0-j-+

+ dC(H
~ − ¤(.4 − '‖b ‖ ¤I~ + s◦b · S1.j. + s0 · S0.j.+

− ¤(�4 + s0 · S0�j�
(52)

which, by using Eq. (37), allows us to identify

¤Σ- = dC(H
G − ¤(-4 − '‖b ‖ ¤IG + s◦b · S1- j- + s0 · S0- j- ≥ 0 , (53a)

¤Σ. = dC(H
~ − ¤(.4 − '‖b ‖ ¤I~ + s◦b · S1. j. + s0 · S0. j. ≥ 0 , (53b)

¤Σ� = − ¤(�4 + s0 · S0�j� ≥ 0 . (53c)

Equation (53c) has the same form as the second law (31): it
explicitly expresses the dissipation of the � reactions (which
do not involve the bipartite species) in terms of the entropy

�ow with the corresponding reservoirs ¤(�4 and the variation
of the total entropy due to the interconversion of the0 species
s0 · S0�j�.

Equations (53a) and (53b) are the key results of our work.
�ey provide a formulation of the second law for the subnet-
works X and Y, respectively. Let us focus in the following
on the subnetwork X, but analogous comments also hold for
the subnetwork Y. Equation (53a) shows that the dissipa-
tion ¤Σ- is balanced by di�erent mechanisms: i) the variation
of the subnetwork Shannon-like entropy, dC(H

G ; ii) the en-
tropy �ow with the reservoirs coupled to the- reactions, ¤(-4 ;
iii) the information �ow accounting for the information ex-
change with the Y subnetwork, ¤IG ; iv) the variation to the
subnetwork entropy due to the standard molar entropy car-
ried by the chemical species, s◦b · S1-j- ; v) the variation to
the subnetwork entropy due to the consumption/production
of the 0 species, s0 · S0-j- . Note that the �rst three mech-
anisms in Eq. (53a) also appear in an analogous decomposi-
tion of entropy production for bipartite Markov jump pro-
cesses [31], while the last two only emerge in bipartite deter-
ministic CRNs.

Each mechanism can act as a source (of entropy), when it
contributes positively to the entropy production, or as an out-
put (of entropy), when it contributes negatively. �e sources
must always dominate the outputs to maintain the subnet-
work out of equilibrium because of the unavoidable dissi-
pation. For instance, when ¤IG < 0, the subnetwork X is
decreasing correlation with the subnetwork Y: the mutual
information (44) decreases (see Eq. (50)). �is consumption
of mutual information corresponds to a source of entropy
(−'‖b ‖ ¤IG > 0) that can be used to sustain the output mech-
anisms and/or to balance the dissipation. On the other hand,
when ¤IG > 0 the subnetwork is increasing correlation with
the subnetworkY. �is corresponds to an output of entropy
(−'‖b ‖ ¤IG < 0) which has to be sustained by an entropy
source to balance the dissipation ( ¤Σ- ≥ 0).

V. APPLICATIONS

We now apply our framework to two paradigmatic ex-
amples of chemical engines with nonlinear dynamics: a
model for chemically-driven self-assembly [13, 42] and a
light-driven bimolecular motor [24, 27, 43, 44]. We charac-
terize their functioning at steady state for various operating
regimes.

A. Driven self-assembly

As a �rst application, we analyze a minimalist model
(see Fig. 2a) epitomizing the basic working principles of
chemically-driven self-assembly [13, 42, 80, 81]: an exter-
nal force is exploited to increase the concentration of a tar-
get species with respect to the equilibrium one. Prominent
examples of this kind of mechanism are the formation of
microtubules out of tubulin dimers fueled by guanosine 5’-
triphosphate (GTP) [82, 83] and the ATP-driven self-assembly
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FIG. 2. Chemically-driven self-assembly of monomers into dimers. a) Hypergraph representation of the bipartite chemical reaction
network. Arrows are used to indicate the conventional direction of the reactions, which are all reversible. Reactions are labelled according
to the CRN (54); b-d) Numerical simulations of the model with three di�erent sets of parameters. Information �ow (') ‖b ‖ ¤I), energy �ow
( ¤E), and dissipation of the self-assembly subnetwork () ¤Σ- = ¤E + ') ‖b ‖ ¤I) at steady state are plo�ed against the net thermodynamic force
acting on the system (� = (`F − `W)/) , with ) = 298K, `◦F = 11 kJ/mol and `◦W = −11 kJ/mol, up to an arbitrary constant) in a range
corresponding to [F] from 1 · 10−4M to 4 · 102M, with [W] = 1M. �e e�ciency of the internal free-energy transduction ([) is computed
according to Eq. (64). �e standard chemical potentials ruling the relative thermodynamic stability of the four species are, up to an arbitrary
constant: `◦M1

= −2 kJ/mol, `◦L1
= −3 kJ/mol, `◦L2

= −4 kJ/mol, and `◦M2
= 9 kJ/mol for case b); `◦M1

= 2 kJ/mol, `◦L1
= −3 kJ/mol, `◦L2

= −6
kJ/mol, and `◦M2

= 4 kJ/mol for case c); and `◦M1
= 2 kJ/mol, `◦L1

= −3 kJ/mol, `◦L2
= −2 kJ/mol, and `◦M2

= 4 kJ/mol for case d). �e
independent kinetic parameters are the same as in Ref. [80]. Colored spheres indicate which is the most populated species at steady state for
low, intermediate and high forces regimes, while do�ed vertical lines mark the value of the force maximizing the concentration of the target
species M2. Note that, in panel c), the information �ow (') ‖b ‖ ¤I, blue solid line) coincides exactly with the dissipation of the self-assembly
subnetwork () ¤Σ- , green solid line).

of actin �laments [84]. Driven self-assembly has also been
exploited in experiments such as the controlled gelation of
dibenzoyl-L-cysteine to form nano�bers [15] and the chem-
ically fueled transient self-assembly of �brous hydrogel ma-
terials [85].

In the model depicted in Fig. 2a, the direct aggregation of
two monomers M1 to form the dimer M2 is coupled with the
exergonic conversion of a high energetic species F into a low
energetic one W. In particular, both the monomer M1 and the
dimer M2 can catalyze the F-to-W conversion via their acti-
vated species L1 and L2 (e.g., F +M1 L1 M1 +W).
�is leads, by properly �xing the concentrations of F and W,
to a nonequilibrium steady state enriched in the dimer M2.
Unlike conventional equilibrium self-assembly, the e�cacy

of this synthetic procedure is not determined by the relative
thermodynamic stability of the species, but rather by a ki-
netic asymmetry [86] in how the monomers M1 and the dimer
M2 react with F and W [13, 42]. �is built-in kinetic asym-
metry is o�en referred to as an information ratchet mecha-
nism because the rate at which F and W react with the sys-
tem is somehow dependent on information about the react-
ing species: that is, a species will react more quickly with fuel
if doing so enables forward cycling or prevents backward cy-
cling [42, 46].
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�e model depicted in Fig. 2a corresponds to the open CRN
2M1 1 M2 2L1 2 L2

M1

F
L13f

M1

W
L13w

M2

2F
L24f

M2

2W
L24w

(54)

where there are four bipartite species 1 = {M1,M2, L1, L2}
(with monomeric/dimeric states G ∈ {1, 2} and non-
activated/activated states ~ ∈ {M, L}) and two chemostats
F and W. No 0 species are present. �e marginal concentra-
tions read

[M] = [M1] + [M2] , (55a)
[L] = [L1] + [L2] , (55b)
[1] = [M1] + [L1] , (55c)
[2] = [M2] + [L2] , (55d)

Here, all the reactions satisfy mass action kinetics. �e
self-assembly reactions {1, 2} are nonlinear with respect to
the chemical species M1 and L1, and only change their G
state, i.e., - = {1, 2}. �ey thus de�ne the self-assembly
subnetwork X. Conversely, the fueling and waste-forming
reactions {3f, 3w, 4f, 4w}, accounting for the coupling with
the chemostats, only change the ~ state of the species, i.e.,
. = {3f, 3w, 4f, 4w}. �ey thus de�ne the fueling subnetwork
Y. We stress that here, due to the nonlinearity of the - reac-
tions, ‖b ‖ = [M]+[L] = [1]+[2] = [M1]+[M2]+[L1]+[L2] is
not a conserved quantity of the dynamics, which prevents di-
rect application of previous formulations of information ther-
modynamics for bipartite networks [31, 40]. In addition, the
CRN in Eq. 54 provides an example where the marginal con-
centrations of ~ states ([M] and [L]) change due to - reac-
tions ({1, 2}).

We now characterize the energetics of the nonequilibrium
steady state which will eventually be reached by the dynam-
ics in the long time limit. We do so by computing the various
contributions to the total dissipation (52), thus specializing
Eqs. (53a) and (53b) for the case at study (notice that Eq. (53c)
as well as all the terms involving 0 species do not play any
role here). At steady state, the time derivatives of Shannon-
like entropies of states {G} and {~} vanish (dC(H

G = dC(H
~ = 0)

and the dynamics is fully characterized by the net current
9 = − 91 = 92 = ( 93f + 93w)/2 = −( 94f + 94w) , which is
positive when �owing anticlockwise across the hyper-graph
in Fig. 2a according to the sign convention in Eq. (54). Fur-
thermore, the rate at which the fuel species F is injected into
the system at steady state to keep its concentration constant
(�F = 93f + 2 94f ) corresponds to the rate at which the waste
species W is extracted (�F = −�W = − 93w − 2 94w). As a conse-
quence, Eqs. (53a) and (53b) boil down to:

) ¤Σ- = 9 (`◦M2
− `◦L2

+ 2`◦L1
− 2`◦M1

)︸                              ︷︷                              ︸
=: ¤E

+') 9 ln [L1]2 [M2]
[M1]2 [L2]︸                 ︷︷                 ︸

=:') ‖b ‖ ¤I

, (56a)

) ¤Σ. = �F (`F − `W) − ¤E − ') ‖b ‖ ¤I , (56b)

where ¤I = − ¤IG = ¤I~ follows directly from Eqs. (51a),
(51b) and (55), and we introduced the energy �ow ¤E/) =

− ¤(-4 + s◦b · S1-j- accounting for the standard contribution
to the variation of the CRN free energy due to - reactions,
with �F (`F − `W) − ¤E = − ¤(.4 + s◦b · S1.j. following directly
from Eq. (38) (a�er identifying �3f = `F/) , �3w = `W/) ,
�4f = 2`F/) , and �4w = 2`W/) ).

Equations (56a) and (56b) fully characterize the free-
energy exchanges between the CRN and the chemostats, on
the one hand, and between the subnetworks X and Y, on
the other hand. �e former is accounted for by �F (`F − `W),
quantifying the fueling work performed by the external force
� = (`F − `W)/) [80]. �is work is entirely delivered to the
subnetwork Y since �F (`F − `W) appears only in Eq. (56b).
�e free-energy exchange between Y and X is accounted
for by the energy and information �ows, which together
( ¤E + ') ‖b ‖ ¤I) constitute the only possible source of free en-
ergy for the subnetwork X (see Eq. (56a)). �is implies that
the subnetwork X can be kept out of equilibrium only when
part of the work �F (`F − `W) is not dissipated by the sub-
network Y, but output to the subnetwork X via ¤E and ¤I.
We view this process as an internal free-energy transduction.
Based on this understanding, one can de�ne the e�ciency of
the internal free-energy transduction as the ratio between the
free energy transferred to the subnetwork X and the work
performed on the subnetwork Y

0 ≤ [ =
') ‖b ‖ ¤I + ¤E
�� (`F − `W) = 1 − ) ¤Σ.

�� (`F − `W) ≤ 1 , (57)

which is bounded by zero and one due to the non-negativity
of ¤Σ. . Physically, [ measures the fraction of the fueling work
devoted to keep the subnetwork X out of equilibrium, which
is exactly the goal of driven self-assembly.

Such a level of resolution on how free energy is dissi-
pated leads to a re�nement of a previous analysis of this
model [80]. First, Eq. (57) characterizes the steady state per-
formance of the self-assembly (what is called “maintenance
phase” in Ref. [80]). Second, if the subnetwork X performed
work W4GC < 0 against the environment (as in the driven
synthesis setup of Ref. [80]), Eq. (57) would allow us to split
the overall e�ciency [ds = − ¤W4GC/IF (`F − `W) into two con-
tributions:

[ds =
') ‖b ‖ ¤I + ¤E
�� (`F − `W) ·

− ¤W4GC

¤E + ') ‖b ‖ ¤I = [ · [4GC ≤ 1 , (58)

where [4GC measures the fraction of the free-energy trans-
duced towards the subnetwork X ( ¤E + ') ‖b ‖ ¤I) which is
fruitfully converted into useful power delivered to the envi-
ronment (− ¤W4GC ).

As a further comment, we note that[ can vanish because of
two reasons: a thermodynamic and a kinetic one. �e former
occurs when the external force is null (� = (`F − `W)/) = 0),
which directly implies that both subnetworks reach equi-
librium ( ¤Σ. = ¤Σ- = 0). �e la�er occurs when the ex-
ternal force is not null (� = (`F − `W)/) ≠ 0), but the
sum of ¤E and ') ‖b ‖ ¤I vanishes, thus implying ¤Σ- = 0, but
¤Σ. > 0. From a kinetic standpoint, this second case is of-
ten referred as a scenario where the system does not display
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kinetic asymmetry [13, 42, 46]. From an information thermo-
dynamic standpoint, this happens when there is no internal
free-energy transduction between the two subnetworks and,
consequently, the subnetworkX remains at equilibrium even
though Y is maintained in a nonequilibrium steady state by
the chemostats. �is also implies that all the dissipation hap-
pens at the level of the subnetwork Y ( ¤Σ = ¤Σ. ).

To be�er illustrate our results, we examine three di�erent
scenarios. �e �rst one (Fig. 2b) is the same as in Refs. [80]
and [81], where the dimeric state is energetically highly unfa-
vored in the non-activated state (`◦M2

−2`◦M1
� 0), but favored

in the activated state (`◦L2
− 2`◦L1

< 0). Under these condi-
tions, the energy �ow is positive for any value of the external
force and has a maximum at � = 63 J K−1mol−1 (which also
corresponds to the value of the force maximizing the con-
centration of M2). �is happens because ¤E given in Eq. (56)
is proportional to i) the steady state current 9 > 0 and ii)
(`◦M2

− `◦L2
+ 2`◦L1

− 2`◦M1
) > 0. �us, the energy �ow always

contributes positively to the internal free-energy transduc-
tion from the subnetwork Y to the subnetwork X. In con-
trast, the information �ow ¤I is negative for small values of
the external force (� . 35 J K−1mol−1), thus representing a
cost for the free-energy transduction. Physically, this means
that the subnetwork X is spending a fraction of the free en-
ergy provided by the energy �ow to create correlations with
the subnetwork Y. For intermediate values of the external
force (35 J K−1mol−1 . � . 100 J K−1mol−1), the information
�ow has a �nite positive value meaning that correlations are
generated by the subnetwork Y and used as a source by the
subnetwork X to stay out of equilibrium.

In the second scenario (Fig. 2c), there is no energetic pref-
erence between monomeric and dimeric states: `◦M2

− 2`◦M1
=

0 and 2`◦L2
− `◦L1

= 0. As a consequence, the energy �ow
vanishes at any value of the force, and the only source of
free energy for the subnetwork X is the (always positive) in-
formation �ow. In such a case, the subnetwork Y acts as a
Maxwell Demon powered by the chemostats and transduc-
ing free-energy towards the subnetwork X purely in form of
information. �e value of the force � maximizing the concen-
tration of the target species M2 turns out to be 67 J K−1mol−1.

In the third scenario (Fig. 2d), there still is no energetic
preference between the non-activated monomer and non-
activated dimer (`◦M2

− 2`◦M1
= 0), but the activated dimer

is unfavored with respect to the activated monomer (`◦L2
−

2`◦L1
> 0). As a consequence, the energy �ow is always nega-

tive, and the term') ‖b ‖ ¤Imust always be positive and larger
than | ¤E | in order to keep the subnetwork X out of equilib-
rium. �e value of the force � maximizing the concentration
of the target species M2 turns out to be 68 J K−1mol−1.

In all the three scenarios, the internal free-energy trans-
duction mechanism gets stalled for large values of the exter-
nal force (� & 100 J K−1mol−1): ¤E and ') ‖b ‖ ¤I go to zero.
�us, the subnetwork X approaches equilibrium ( ¤Σ- ≈ 0),
despite the subnetwork Y being far from equilibrium. �is
can also be understood in terms of the so-called negative dif-
ferential response of the steady state current [81]: 9 decreases
when increasing � .

In all the three scenarios, the e�ciency [ is �nite for small
values of the external force, presents a maximum for interme-
diate values and then vanishes at large values. As shown in
Appendix B, [ is constant in the linear regime for very small
forces. �e fact that the e�ciency is maximized for �nite
values of the force is therefore a truly far-from-equilibrium
feature, which in this speci�c case can be ascribed to the neg-
ative di�erential response of the current 9 with respect to the
force. Interestingly, in the third scenario (Fig. 2d), the value
of the force maximizing the e�ciency gets close to the one
maximizing the concentration of the target species M2, in-
dicating the possibility to �ne-tune the parameters in order
to optimize both the kinetic and the thermodynamic perfor-
mance.

As a �nal comment, we notice that in the second and
third scenarios the information �ow constitutes the only free-
energy source keeping the subnetwork X out of equilibrium.
�is is in line with the fact that the functioning of this model
is o�en described in terms of an information ratchet mech-
anism, hinting that the generation of information is the key
working principle. However, the �rst scenario shows that
there may be regimes where the information �ow is negative
or null, meaning that the information �ow does not power
the assembling reactions, but rather represents a cost. We
therefore conclude that the thermodynamic concept of infor-
mation �ow is not synonymous with the kinetic concept of
information ratcheting, but they are related. In particular,
the connection appears to be vague only in those conditions
where a positive energy �ow (i.e., an energy ratchet like con-
tribution) is present.

B. Light driven directional bimolecular motor

As a second application, we consider a class of synthetic
bimolecular motors powered by light [24, 27, 45]. �eir func-
tioning consists in the autonomous directional threading and
dethreating of a crown-ether macrocycle through an asym-
metric molecular axle existing in two di�erent conforma-
tions [43, 44].

�is class of systems can be represented by the CRN in
Fig. 3a. �e threading of the macrocycle (or ring) M through
the free axle, either in the conformation Ef or Zf , can be de-
scribed by four di�erent self-assembly reactions forming the
ring-axle complex, either in the conformation Ec or Zc:

M + Ef 1;
Ec , M + Ef 1A Ec

M + Zf 2;
Zc , M + Zf 2A Zc ,

(59)

where labels ; and A discriminate over which side of the axle
the threading/de-threading of the ring occurs (see Fig. 3a).
�e reactions (59) follow mass action kinetics. �e switching
of the axle between its conformations in the free state as well
as in the complex state can happen via four (in practice ir-
reversible) coarse-grained photochemical reactions (see Ap-
pendix A 1 for the expression of their currents), all triggered
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FIG. 3. Light-driven bimolecular motor. a) Hypergraph representation of the bipartite chemical reaction network and chemical structures
of the involved species. Arrows are used to indicate the conventional direction of the reactions, which are all reversible (photochemical
reactions are theoretically reversible [69], but practically irreversible as explained in A 1). Reactions are labelled according to equations (59),
(60), and (61); b,c) Numerical simulations of the motor operated at 365 nm (b) and 436 nm (c). Information �ow (') ‖b ‖ ¤I), energy �ow
( ¤E), and dissipation of the self-assembly reactions () ¤Σ- = ¤E + ') ‖b ‖ ¤I) at steady state are plo�ed against the net thermodynamic force
acting on the system (� = `a/) , with ) = 298K) in a range corresponding to a photon �ow from 10−15 to 10−7 moles of photons per
second. Experimentally probed conditions are marked by the vertical do�ed lines. �e e�ciency of the internal free-energy transduction ([)
is computed according to Eq. (64). Experimental parameters in both the regimes are taken from the original experimental data in Ref. [24]
and Refs. [43, 44]. At steady state, on-average directed motion of the macrocycles M with respect to the axles is achieved, as a clockwise
current arises with respect to the hypergraph and reactions 1A and 2; are kinetically unfavorable compared to reactions 1; and 2A .

by photons Wa at frequency a :

Ef

Wa

Zf ,3a
Zf

Wa

Ef ,4a

Ec

Wa

Zc ,5a
Zc

Wa

Ec .6a

(60)

Changes of the axle’s conformation are also possible via ther-
mal reactions following mass-action kinetics:

Ec 8 Zc , Ef 7 Zf . (61)

Finally, four “futile” photochemical reactions are also possi-
ble, where photons are absorbed without leading to a confor-

mation change of the axle:

Ef

Wa

Ef9a
Zf

Wa

Zf10a

Ec

Wa

Ec11a
Zc

Wa

Zc12a
.

(62)

For this CRN, we de�ne the set of bipartite species as
1 = {Ef ,Zf , Ec,Zc} and the set of ancillary species as 0 = {M}.
Accordingly, reactions can be split into three sets. �e futile
photochemical reactions � = {9a, 10a, 11a, 12a} do not lead
to any change in the concentrations, but they contribute to
the dissipation of the CRN, as shown in the following. �e
reactions - = {1;, 1A, 2;, 2A } interconvert the assembled state
of the bipartite species G ∈ {f, c} between the free and the
complex state. �ey thus de�ne the self-assembly subnet-
work X. �e reactions . = {3a, 4a, 5a, 6a, 7, 8} interconvert
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the isomerization state of the bipartite species ~ ∈ {E,Z}.
�ey thus de�ne the isomerization subnetwork Y.

As done for the previous example, we study the network’s
energetics at steady state by specializing Eqs. (53a), (53b)
and (53c)

) ¤Σ- = 9 (`◦Zc
− `◦Ec

+ `◦Ef
− `◦Zf

)︸                         ︷︷                         ︸
=: ¤E

+') 9 ln [Ef ] [Zc]
[Zf ] [Ec]︸              ︷︷              ︸

=:') ‖b ‖ ¤I

, (63a)

) ¤Σ. = ¤,.
a − ¤E − ') ‖b ‖ ¤I , (63b)

) ¤Σ� = ¤,�
a , (63c)

with 9 = 91; + 91A = −( 92; + 92A ) = − 93a − 97 + 94a =

95a+ 97− 94a the steady state net current (considered as positive
when �owing clockwise across the hyper-graph in Fig. 3a),
¤I = − ¤IG = ¤I~ , and ¤E the energy �ow. Furthermore, we

introduced the two work sources ¤, �
a and ¤, .

a quantifying
the rates at which free-energy is provided by the radiation
to futile and photoisomerization reactions, respectively (see
Eq. (A11) and (A10) for their expressions). �e former is fully
dissipated by the futile reactions (see Eq. (63c)) and, conse-
quently, it is useless to the motor’s functioning. �e la�er
accounts for the fraction of the free-energy absorbed from the
radiation which can actually be used to sustain the motor’s
functioning [45]. Similarly to the previous example, the Y
subnetwork (involving the photoisomerization reactions) is
the only one coupled to the external force � = `a/) , but part
of the free-energy exchanged with the radiation can be trans-
duced towards subnetwork X (involving self-assembly reac-
tions) through the energy ¤E and information ¤I �ows. �ese
two mechanisms are the only possible free-energy sources
for subnetwork X which can be used at steady state to sus-
tain the self-assembly reactions, i.e., the motor’s functioning.

Based on the above understanding, the e�ciency at which
the free-energy harvested by subnetwork Y from the radia-
tion is transduced into free-energy available to subnetwork
X can be de�ned as:

0 ≤ [ =
') ‖b ‖ ¤I + ¤E

¤, .
a

= 1 − )
¤Σ.
¤, .
a

≤ 1 . (64)

which is analogous to Eq. (57) except that the source work
¤, .
a is performed by the radiation instead of the chemostats.

Similar comments on the properties of the e�ciency [ as
those for the case of driven self-assembly apply here as well.

To illustrate our results, we simulated the CRN in
Fig. 3a under two previously characterized experimental
regimes which just di�er by the wavelength (_, assumed as
monochromatic) of the radiation [24]. Based on experimen-
tal measures, the threading of the ring through the axles is
always energetically favored independently of the isomer-
ization state, but it is more favored in the E state, namely
`◦Ec
− `◦Ef

− `◦M<`◦Zc
− `◦Zf

− `◦M<0. Furthermore, because of
steric hindrance, threading in the E state happens preferen-
tially via reaction 1; in Eq. (59), and de-threadering in the
Z state happens preferentially via reaction 2A . Such a ki-
netic preference favors the net directed motion of the ring
with respect to the axles when the CRN is brought out of

equilibrium. �is is o�en recognized as an energy ratchet
mechanism in the literature of light-driven molecular motors,
and provides the kinetic asymmetry allowing the the motor’s
functioning [10, 24, 27, 87, 88]. From a thermodynamic stand-
point, this corresponds to a positive energy �ow ¤E for any
value of the external force since i) (`◦Zc

− `◦Ec
+ `◦Ef

− `◦Zf
) > 0

and ii) 9 > 0 (see Eq. (63)).
In the �rst regime (_ = 365nm, Fig. 3b), the complexes Ec

and Zc are more e�ective than their free counterparts Ef and
Zf in absorbing light, thus causing photochemical reactions
5a and 6a in Eq. (60) to occur faster than the photochemical
reactions 3a and 4a in Eq. (60). �is is o�en recognized as an
information ratchet mechanism providing an additional ki-
netic bias to the energy ratchet mechanism [10, 24, 27, 87, 88].
In the second regime (_ = 436nm, Fig. 3c), the photochemi-
cal properties of the axles are independent of the assembled
state and, therefore, the motor’s functioning is achieved by
virtue of the energy ratchet mechanism alone [24]. In both
cases, we �nd that relatively high values of the force are
needed to take the self-assembly subnetwork out of equilib-
rium () ¤Σ- > 0) and, in contrast to the previous example, the
dissipation increases monotonically up to a plateau, as well
as the energy �ow. On the other hand, the information �ow is
initially negative and reaches a plateau only a�er displaying
a minimum. �e plateau value is positive when the irradia-
tion wavelength is 365 nm, while the information �ow is al-
ways negative when the irradiation wavelength is 436 nm. As
in the previous example, connections can be drawn between
information/energy �ow and information/energy ratcheting,
but clearly the two concepts do not coincide. In particular,
when the mechanism is a pure energy ratchet (_ = 436 nm,
Fig. 3c), the only positive contribution to ) ¤Σ- comes from
the energy �ow. When information ratcheting is added (_ =
365 nm, Fig. 3b) regimes with positive information �ow arise.
However, when both energy and information ratchet mecha-
nisms are active, regimes where the information �ow is null
or negative are observed, and when there is no information
ratchet mechanism, the information �ow is always not null
and negative.

Finally, in both cases the e�ciency stays �nite in the linear
regime (see Appendix B) and drops to zero at high forces as
) ¤Σ- saturates, with values of 3 × 10−2% for _ = 365 nm and
3 × 10−4% for _ = 436 nm at the experimentally probed con-
ditions [24] (marked by the vertical do�ed lines in Fig. 3b,c).
Interestingly, while at _ = 436 nm the e�ciency drops to zero
monotonically, it presents a maximum at intermediate forces
for _ = 365 nm.

VI. CONCLUSION

In this work, we formulated information thermodynamics
for deterministic bipartite CRNs with nonlinear dynamics.
�e resulting picture is that these networks can be divided
into two subnetworks made of di�erent sets of reactions,
which interact (due to the presence of shared species) by ex-
changing free-energy in the form of information and/or en-
ergy �ows. To get there, we de�ned the mutual information
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in terms of the concentrations of bipartite species (Eq. (44)),
showing that it can be expressed in terms of Shannon-like
contributions to the total entropy (Eq. (45)). Furthermore, we
specialized the second law for each subnetwork (Eq. (53)),
in analogy with information thermodynamics of Markov
jump processes. Crucially, informational terms appear and
may play the role of free-energy sources sustaining reac-
tions which would not occur spontaneously. At odds with
information thermodynamics of stochastic processes, infor-
mation �ow terms in deterministic CRNs must account for
non-normalized concentration distributions. Also, variation
of the subnetworks entropy due to the standard molar en-
tropy carried by the chemical species and the contribution of
non-bipartite species which may be present have to be taken
into account.

Our framework generalizes a previous formulation devel-
oped for linear dynamics [40]. It directly applies to most of
the arti�cial molecular machines and motors reported up to
now, and to many relevant models in systems chemistry and
biochemistry too (e.g., biomolecular motors, signal transduc-
tion). Here, we analyzed two epitomes of nonequilibrium
supramolecular chemistry where the nonlinear self-assembly
steps explicitly require leveraging our new results, as stan-
dard methods of information thermodynamics fail to treat
non-normalized concentration distributions. Unprecedented
insights were provided on i) how free-energy is used to
power the chemically-driven self-assembly of monomers and
an experimental light-driven bimolecular motor, and ii) on
the corresponding performance evaluated according to their
thermodynamic e�ciencies that we introduced (Eqs. (57)
and (64)). Furthermore, the role of information as a phys-
ical quantity is clari�ed and compared with the concept of
information ratcheting. Albeit related, we found counterex-
amples to a general one-to-one correspondence between the
two, thus establishing that the two concepts leverage two dif-
ferent notions of information, thus pertaining to distinct lev-
els of descriptions (a thermodynamic level and a kinetic one).

Our results can be straightforwardly extended to cases
where the external parameters c and =a change in time ac-
cording to a time dependent protocol [47], as well as when
�uxes between the system and the reservoirs are controlled
instead of the concentrations [51]. Also, if nonideal solu-
tions were considered [50], additional terms would appear in
the expression of the subnetworks entropy production with-
out qualitatively altering the results. Furthermore, our ap-
proach should apply to multipartite CRNs too, namely when
species and reactions can be split into more than two sub-
networks exchanging information (e.g., a bipartite network
where the species can also di�use between two compart-
ments de�ning an additional label for both species and reac-
tions) [89, 90]. However, additional work is required to mean-
ingfully explore this direction, especially concerning the no-
tions of thermodynamic e�ciency.

It is now clear that information processing is a key fea-
ture of living systems which is prone to quantitative analy-
ses [91, 92]. With our work, we developed some of the the-
oretical tools needed to extend the approach of information
thermodynamics towards the deterministic domain. As con-

centration distributions are o�en easier to characterize than
probability distributions, we foresee that the current under-
standing of the role of information in chemical systems can
bene�t to some extent from the results that we derived.
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Appendix A: Photo�emistry

In this appendix we derive the main quantities needed to
reproduce the results in Section V B, namely, the expressions
of photochemical reaction currents and the photochemical
work.

1. Photo�emical currents

In a typical photochemical experiment of the kind consid-
ered in Section V B, the solution is contained in a square cu-
ve�e and irradiated from one side with a �xed photon �ow
�0 quantifying the amount of moles of photons impinging
on the system’s surface Ω per unit time [93]. �e radia-
tion frequency is selected through interference �lters with
a bandwidth Δa of approximately 10 nm in unit of wave-
length [93], and all the frequency-dependent properties of the
system are considered as constants over this interval. �is
approximation is equivalent to assuming the radiation to be
monochromatic at the chosen frequency. According to the
Beer-Lambert law, the intensity of the photon �ow decreases
along the direction of propagation A (with A = 0 being the
point where the radiation starts interacting with the solution
and A = A 5 being the optical path) as:

� (A ) = �0 · 10−A& ·b , (A1)

where & is the vector collecting the molar extinction coef-
�cients of each species. Note that the concentrations b are
considered uniform in the sample (i.e., we consider a well-
mixed solution). To express the current of the photoisomer-
ization reaction E

light−−−→ Z, we compute the number of pho-
tons absorbed per unit of time and volume by the species E,
and we multiply it by the quantum yield qE→Z of the pro-
cess, accounting for the probability that the photoisomeriza-
tion happens once E absorbed a photon [94]:

9E→Z =
�0
+
(1 − 10−A 5 & ·b ) nE [E]

& · b qE→Z . (A2)

�e above expression simpli�es under the the working condi-
tions of interest [24], i.e., the total absorbance of the solution
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at steady state is small (A 5 & · b � 1), to

9E→Z =
ln(10)A 5 nEqE→Z

+
�0 [E] = :E→Z�0 [E] , (A3)

which is the expression we used in our simulations in
Sec. V B. �e currents of other photoisomerization reactions
are derived in the same way, as well as the currents of futile
photochemical reactions, like for E

light−−−→ E

9E→E =
ln(10)A 5 nEqE→E

+
�0 [E] = :E→E�0 [E] , (A4)

with qE→E = 1 − qE→Z. Equations (A3) and (A4) show
that photochemical reactions in low-absorbance regimes
under controlled constant monochromatic irradiation can
be treated as irreversible unimolecular mass action reac-
tions [93, 94] by introducing e�ective kinetic constants, e.g.,
:E→Z and :E→E. We note that a more detailed analysis taking
into account the underlying excited state dynamics (photoi-
somerization reactions usually follow the so-called diabatic
mechanism [95]) would show that this kind of reactions are in
principle reversible, but the backward pathways (e.g., Z gets
thermally excited and decays towards E by emi�ing a pho-
ton) are so unlikely that they can be safely neglected for any
practical purpose, thus further justifying the above deriva-
tion [69].

2. Photo�emical work

�e concentration distribution of photons in the system
can be expressed as =a (A ) = =)a + =010−A& ·b , where the black
body distribution =)a at the temperature ) and =0 account
for the contribution due to the thermal bath and the exter-
nal radiation, respectively. Within the experimental approx-
imations, the la�er can still be expressed in terms of a black
body distribution (=0 = =

)r
a ) by assigning to the external ra-

diation the temperature)r at which a black body would emit
the same number of photons in the interval selected by the
interference �lter. To �nd )r, we therefore impose

�0 = Ω2

∫ a+Δa/2

a−Δa/2
=
)r
a′da

′ ≈ Ω2=)r
a Δa , (A5)

with Ω the irradiated area and 2 the speed of light. �e ap-
proximation of treating the the black body distribution as al-
most constant over the integration interval Δa is not neces-
sary, but we mention it because it simpli�es the identi�ca-
tion of )r without qualitatively changing the results. For the
plots shown in Fig. 3, Eq. (A5) has been solved numerically
without employing the mentioned approximation. In the low
absorbance regime of interest in Ref. [24], we have that:

=a (A ) ==)a + =)r
a 10−A& ·b

≈=)a + =)r
a (1 − ln(10)A& · b) . (A6)

As a consequence, the chemical potential of the radiation (15)
will be a function of A too. By considering `a (A ) to be con-
stant in the region of space from A to A + dA , the free energy

absorbed per unit of time from the radiation in the same re-
gion and in the low absorbance regime can be expressed as

`a (A ) (�0 (10−A& ·b − 10−(A+dA )& ·b ))
≈ `a (A )�0 ln(10)& · b dA . (A7)

�e free energy harvested from the radiation by the whole
system per unit time and volume is thus given by

¤,a =
1
+

∫ A 5

0
`a (A )�0 ln(10)& · b dA , (A8)

and it can be split into the contributions of . and� reactions
as

¤,a = ¤, .
a + ¤, �

a , (A9)

with

¤, .
a =

∑
d∈.ph

9d

A 5

∫ A 5

0
`a (A )dA =

∑
d∈.

9d 〈`a (A )〉 , (A10)

and

¤, �
a =

∑
d∈�

9d

A 5

∫ A 5

0
`a (A )dA =

∑
d∈�

9d 〈`a (A )〉 , (A11)

with .ph = {3a, 4a, 5a, 6a} ⊂ . the set of photoisomerization
reactions in Eq. (60). Equations (A10) and (A11) allow us to
identify the average chemical potential 〈`a (A )〉 as the photo-
chemical force associated to the radiation, i.e., � = 〈`a (A )〉/) ,
which is the expression used for the results reported in Fig. 3.
We stress that this is a consequence of the low absorbance
approximation, which makes the photochemical currents 9d
independent of A . If this approximation did not hold, the cur-
rents 9d would enter the integrals in Eqs. (A10) and (A11) and
the average chemical potential would not play the role of the
net thermodynamic force [45].

Appendix B: Linear regime

In this appendix, we compute the e�ciencies (57) and (64)
in the linear regime, i.e., when the external force acting on
the CRN is small enough (� � ') that the concentrations
at steady state are well approximated by linear shi�s from
the equilibrium ones proportional to the external force ac-
cording to [U]ss = [U]eq (1 +<U�/') with<U the coe�cient
of proportionality. In these conditions, the chemical poten-
tials (12) read -/ = -eq

/
+ m)� with m = (. . . ,<U , . . . )ᵀ ,

while the current of a generic chemical reaction d following
mass action kinetics can be expressed at the �rst order in �
as 9d = − 9+deq (Sd ·m)�/' (where we used 9+deq = 9

−d
eq ).

1. Driven self-assembly

Without loss of generality, we consider [F] = [F]eq (1 +
�/') and [W] = [W]eq, which is consistent with (`F −
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`W)/) = � in the �rst order in � . Under these conditions,
[ as computed with Eq. (57) is constant up to the second or-
der in � . Indeed, for ) ¤Σ- we have

) ¤Σ- = 9 (`M2 − `L2 + 2`L1 − 2`M1 ) =

=
)� 2

'
9+2eq (2<L1 −<L2 ) (<M2 −<L2 + 2<L1 − 2<M1 ) , (B1)

where the steady state current has been computed from re-
action 2. For �F (`F − `W), we have

�F (`F − `W) =)� ( 93F + 2 94F) =

=
)� 2

'
( 9+3F

eq (<M1 + 1 −<L1 ) + 2 9+4F
eq (<M2 + 2 −<L2 )) .

(B2)

�erefore:

[ =
9+2eq (2<L1 −<L2 ) (<M2 −<L2 + 2<L1 − 2<M1 )
9+3F
eq (<M1 + 1 −<L1 ) + 2 9+4F

eq (<M2 + 2 −<L2 )
. (B3)

A�er analytically computing the coe�cients m by solving
the steady state of the linearized dynamics, Eq. (B3) yields
e�ciencies of 7.5%, 3.7%, and 3.2% for the linear regimes of
scenarios b, c and d, respectively.

2. Light driven bimolecular motor

In the case of the light driven bimolecular motor, we take
=a (A ) = =)a (1 + �10−A& ·beq/'). By doing so, the chemical po-
tential (15) at �rst order in � reads `a (A ) = )�10−A& ·beq pro-
vided that 5a � =T

a , as it is the case at both the frequencies
considered in Ref. [24]. For the equilibrium concentrations
beq, the low absorbance approximation does not hold, and
therefore the free energy absorbed per unit of time from the
radiation in the region of space between A and A + dA reads

`a (A )
(
�T
0
�

'
10−A& ·beq − �T

0
�

'
10−(A+dA )& ·beq

)

=�T
0
)� 2

'
10−2A& ·beq ln(10)& · beq dA , (B4)

with �)0 = Ω2
∫ a+Δa/2
a−Δa/2 =

)
a′da ′. �e free energy harvested from

the radiation by the whole system per unit time and volume
is obtained by integrating Eq. (B4) over A 5 ,

¤,a =
�T
0)�

2& · beq ln(10)
+'

∫ A 5

0
10−2A& ·beq dA

=
�T
0)�

2

2+' (1 − 10−2A 5 & ·beq ) , (B5)

and it can be decomposed in the contributions of . and �
reactions as

¤,a = ¤, .
a + ¤, �

a , (B6)

with

¤, .
a = ¤,aΓ

.
eq =

= ¤,a

(
nEf [Ef ]eqqEf→Zf + nZf [Zf ]eqqZf→Ef+

+ nEc [Ec]eqqEc→Zc + nZc [Zc]eqqZc→Ec

)
/& · beq

(B7)

and

¤, �
a = ¤,aΓ

�
eq =

= ¤,a

(
nEf [Ef ]eqqEf→Ef + nZf [Zf ]eqqZf→Zf+

+ nEc [Ec]eqqEc→Ec + nZc [Zc]eqqZc→Zc

)
/& · beq ,

(B8)

where Γ.eq and Γ�eq quantify the fractions of the power which
are provided by the radiation to photoisomerizations and fu-
tile reactions, respectively (with Γ.eq + Γ�eq = 1). Finally, for
the sum of the energy and information �ows we have:

) ¤Σ- = 9 (`Zc − `Ec + `Ef − `Zf ) =

=
)� 2

'
( 9+2;eq + 9+2Aeq ) (<Zc −<Zf −<M) (<Zc −<Ec +<Ef −<Zf ) .

(B9)

�erefore, Eq. (64) in the linear regime boils down to

[ =
2+ ( 9+2;eq + 9+2Aeq ) (<Zc −<Zf −<M) (<Zc −<Ec +<Ef −<Zf )

�)0 (1 − 10−2A 5 & ·beq )Γ.eq
,

(B10)

which veri�es that the e�ciency is constant up to the second
order in � . Here, solving the steady state of the linearized dy-
namics to compute the coe�cients m and then �nd the actual
values of [ in the two experimental regimes would require
to know the rates of the backward photochemical reactions,
which cease to be negligible at very small forces.
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types of molecular motors based on star-shaped organometal-
lic ruthenium complexes,” Chem. Soc. Rev. 38, 1551–1561
(2009).

[29] Cristian Pezzato, Minh T. Nguyen, Dong Jun Kim, Ommid
Anamimoghadam, Lorenzo Mosca, and J. Fraser Stoddart,
“Controlling dual molecular pumps electrochemically,” Angew.
Chem. Int. Ed. 57, 9325–9329 (2018).

[30] D Hartich, A C Barato, and U Seifert, “Stochastic thermody-
namics of bipartite systems: transfer entropy inequalities and
a maxwell’s demon interpretation,” J. Stat. Mech.: �eory Exp.
2014, P02016 (2014).

[31] Jordan M. Horowitz and Massimiliano Esposito, “�ermody-
namics with continuous information �ow,” Phys. Rev. X 4,
031015 (2014).

[32] Takahiro Sagawa and Masahito Ueda, “Generalized jarzynski
equality under nonequilibrium feedback control,” Phys. Rev.
Le�. 104, 090602 (2010).

[33] Juan M. R. Parrondo, Jordan M. Horowitz, and Takahiro
Sagawa, “�ermodynamics of information,” Nat. Phys. 11, 131
(2015).

[34] Jordan M. Horowitz, Takahiro Sagawa, and Juan M. R. Par-
rondo, “Imitating chemical motors with optimal information
motors,” Phys. Rev. Le�. 111, 010602 (2013).

[35] Andre C. Barato and Udo Seifert, “Stochastic thermodynamics
with information reservoirs,” Phys. Rev. E 90, 042150 (2014).

[36] Dimitri Loutchko, Maximilian Eisbach, and Alexander S.
Mikhailov, “Stochastic thermodynamics of a chemical nanoma-
chine: �e channeling enzyme tryptophan synthase,” J. Chem.
Phys. 146, 025101 (2017).

[37] Ryota Takaki, Mauro L. Mugnai, and D. �irumalai, “Informa-
tion �ow, gating, and energetics in dimeric molecular motors,”
BioRxiv:2021.12.30.474541 (2021).

[38] �omas McGrath, Nick S. Jones, Pieter Rein ten Wolde, and
�omas E. Ouldridge, “Biochemical machines for the intercon-
version of mutual information and work,” Phys. Rev. Le�. 118,
028101 (2017).

[39] Emma Lathouwers and David A. Sivak, “Internal energy and
information �ows mediate input and output power in bipartite
molecular machines,” Phys. Rev. E 105, 024136 (2022).

[40] Shuntaro Amano, Massimiliano Esposito, Elisabeth Kreidt,
David A. Leigh, Emanuele Penocchio, and Benjamin M. W.
Roberts, “Insights from an information thermodynamics anal-
ysis of a synthetic molecular motor,” Nat. Chem. (2022),
10.1038/s41557-022-00899-z.

145



17

[41] �omas M. Cover and Joy A. �omas, Elements of Information
�eory (John Wiley & Sons, Inc., Hoboken, 2012).

[42] G. Ragazzon and L. J. Prins, “Energy consumption in chemi-
cal fuel-driven self-assembly,” Nat. Nanotechnol. 13, 882–889
(2018).

[43] Andrea Sabatino, Emanuele Penocchio, Giulio Ragazzon, Al-
berto Credi, and Diego Frezzato, “Individual-molecule per-
spective analysis of chemical reaction networks: �e case of
a light-driven supramolecular pump,” Angew. Chem. Int. Ed.
58, 14341–14348 (2019).

[44] Daniele Asnicar, Emanuele Penocchio, and Diego Frezzato,
“Sample size dependence of tagged molecule dynamics in
steady-state networks with bimolecular reactions: Cycle times
of a light-driven pump,” �e Journal of Chemical Physics 156,
184116 (2022).
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Understanding how and why a machine works in the way it 
does is crucial for optimizing designs and inventing new 
ones. For macroscopic machines, such an understanding can 

be deduced from engineering principles and Newtonian physics. In 
contrast, at the molecular level there is no simple explanation for 
why individual components of biomachines move in a particular 
way. Is the movement of a specific amino acid in adenosine triphos-
phate synthase a key requisite for the mechanism, or does it occur 
incidentally as part of an evolutionary pathway that was overall suc-
cessful? Biomolecular machines operate autonomously, apparently 
through Brownian ratchet mechanisms1–5. They use energy and 
information to rectify the directionality of random thermal move-
ments of their components so that work can be performed. These 
types of machines include biological pumps and motors, in which 
the energy is generally provided in the form of a chemical potential 
gradient6,7. Chemists are learning how to design synthetic analogues 
of such machines8–13, with examples including a minimalist autono-
mous chemically fuelled molecular rotary motor14 (Fig. 1).

Kinetic models have proved useful15–17 in describing the behav-
iour of molecular machines, but such analysis is inherently unable to 
give an account of free energy transfer from the fuel to the machine. 
The consideration of thermodynamics is essential to understand 
free energy transduction, how this drives directional motion 
and generates the capacity to perform work18 and, hence, how to 
optimize the motor’s design. Up to now, attempts12,19–24 to design 
molecular motors have been led by chemical intuition, with little 
opportunity to reliably judge the effectiveness of a machine’s design 
or performance unless and until it has been realized experimentally.

Recently, stochastic thermodynamics has emerged as a method 
for studying systems that operate at energies of the order of thermal 
fluctuations25–28. The theory is valid even when systems are driven 
far from equilibrium25,29,30 and has been used to study nonequilib-
rium nanoscale systems31–37. A major achievement in this field was 
the connection made between stochastic thermodynamics and 

information theory38, which gave birth to ‘information thermody-
namics’39,40. Information thermodynamics relates information to 
other thermodynamic quantities, such as free energy and entropy, 
and has proved particularly successful in resolving apparent ther-
modynamic paradoxes, such as Maxwell’s demon41.

In this Article we develop a quantitative understanding of the 
processes that drive an autonomous chemically fuelled molecular 
motor14 (Fig. 1) using an analysis that incorporates concepts from 
information thermodynamics within the framework of nonequi-
librium thermodynamics of open chemical reaction networks42,43. 
Contrary to common models in stochastic thermodynamics25,30,37, 
our framework neglects fluctuations and describes macroscopic 
ensembles of chemical species characterized by experimentally 
measurable concentrations. The approach is consistent with kinetic 
models16,17,44, but goes further by introducing a quantitative ther-
modynamic understanding of how autonomous molecular motors 
work. Two features—information flow and energy flow—contribute 
to the transfer of free energy from the fuel to the machine that is the 
origin of current (that is, the net rate of displacement of the macro-
cycle directionally along the track; Box 1) in the motor. The effect 
of changing chemical gating15, power strokes45–47 (a viscoelastic, free 
energy-releasing, large-amplitude conformational change45,47) and 
overall rates on current and efficiency (Box 1) are examined through 
simulations, revealing design principles for molecular motors. 
Particular insight is gained in terms of the role of power strokes in 
tuning a motor’s performance while remaining consistent with core 
aspects of kinetic models16,17,44–48, informing the current debate con-
cerning the role of power strokes in biomolecular machines44,46,47.

As a result, the mechanism of operation of the rotary motor 
can be understood in several different ways: through chemical 
design14, reaction kinetics15,49, molecular dynamics50 and, now, 
nonequilibrium information thermodynamics. Accordingly, this 
minimalist molecular motor can act as a Rosetta Stone for relat-
ing these disparate frameworks16,17,35,44,49–51, aiding the translation 
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Information is physical, a realization that has transformed the physics of measurement and communication. However, the flow 
between information, energy and mechanics in chemical systems remains largely unexplored. Here we analyse a minimalist 
autonomous chemically driven molecular motor in terms of information thermodynamics, a framework that quantitatively 
relates information to other thermodynamic parameters. The treatment reveals how directional motion is generated by free 
energy transfer from chemical to mechanical (conformational and/or co-conformational) processes by ‘energy flow’ and ‘infor-
mation flow’. It provides a thermodynamic level of understanding of molecular motors that is general, complements previous 
analyses based on kinetics and has practical implications for machine design. In line with kinetic analysis, we find that power 
strokes do not affect the directionality of chemically driven machines. However, we find that power strokes can modulate motor 
velocity, the efficiency of free energy transfer and the number of fuel molecules consumed per cycle. This may help explain 
the role of such (co-)conformational changes in biomachines and illustrates the interplay between energy and information in 
chemical systems.
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of concepts and relationships among energy, information, kinetics 
and molecular structure.

Results and discussion
A bipartite chemical reaction network for the minimalist rotary 
motor. The rotary motor in Fig. 1 comprises a cyclic track with 
two degenerate binding sites for a macrocycle14. One site is deu-
terium labelled to distinguish it from the other by 1H NMR spec-
troscopy, although deuteration does not influence the chemical 
properties. Fluorenylmethoxycarbonyl (Fmoc) groups, which steri-
cally prevent passage of the macrocycle, can be attached to hydroxy 
residues on the track (Fig. 2). When only one barrier is in place, 
macrocycle shuttling enables exchange between two co-conformers 
(co-conformers are structures that differ in the relative positions of 
the components52) that have the macrocycle either proximal (p) or 
distal (d) to the free hydroxy group. The fuelling reaction kinetically 
discriminates between the two co-conformers, favouring the reac-
tion of the distal co-conformer over the proximal co-conformer. 
Under basic conditions, the waste-forming reaction removes bar-
riers without any chemical gating. The chemical gating afforded 
by the biased fuelling reaction, and the free energy supplied by 
the fuel-to-waste conversion, result in directional movement of 
the macrocycle around the track. The rotary motor can be repre-
sented by a chemomechanical network of reactions (Fig. 2) in which 
mechanical and chemical transitions are coupled, as in common 
models for biological molecular motors44 and minimal Brownian 
motors with external dichotomous noise53. Because no transitions 

enable simultaneous change in the mechanical and chemical states, 
this network is said to be bipartite40,54.

Information thermodynamic analysis. As detailed in 
Supplementary Section I, the rotary motor is modelled as the iso-
thermal open bipartite chemical reaction network40,42,43 shown in 
Fig. 2. The concentrations of the six motor species, 2H, 2D, 1HD, 1DD, 
1HH and 1DH (see Fig. 2 caption) evolve according to the rate constants 
of each reaction following mass-action kinetics. The system is open 
because the concentrations of fuel (Fmoc-Cl) and waste (HCl—lib-
erated as part of the fuelling reaction and subsequently neutralized 
by KHCO3, which is present to produce KCl, CO2 and H2O—and 
dibenzofulvene and CO2 produced during the waste-forming reac-
tion) species are kept constant through addition from, or removal 
to, an external source. An important quantity for our analysis is 
the chemical potential gradient between the fuel and waste species 
(μFmoc−Cl − μHCl − μdibenzofulvene − μCO2

) which we denote μF − μW. 
For any thermodynamically consistent set of parameters (Methods), 
the system will evolve towards a stationary state in which the con-
centrations of all the motor species (that is, all co-conformations 
and chemical states of the motor) are constant in time, as are the 
thermodynamic properties of the system. The entropy produc-
tion rate (the entropy changes in the system and in the reservoirs 
per unit time), denoted Σ̇, measures how far from equilibrium the 
motor operates and has to be non-negative by virtue of the second 
law of thermodynamics55. When multiplied by temperature (T), this  
corresponds to the amount of free energy that is instantaneously  
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Fig. 1 | A Rosetta Stone for chemical (reactions and co-conformational dynamics) and information thermodynamics descriptions of a molecular  
motor: two distinct but complementary accounts of the processes involved in a minimalist, autonomous, chemically fuelled, molecular rotary motor.  
a, Chemical structure of the rotary motor and the chemical reactions involved in its operation. The motor comprises a benzylic amide macrocycle 
(magenta) and a track with two fumaramide binding sites (yellow, non-deuterated; green, deuterated for analytical purposes). The macrocycle randomly 
shuttles between the two fumaramide sites when its path is not blocked by Fmoc groups (purple). The fuelling reaction consumes the fuel (Fmoc-Cl) and 
attaches an Fmoc group to the track, and the waste-forming reaction removes the Fmoc group (allowing passage of the macrocycle) and generates waste 
species (dibenzofulvene and CO2). The fuelling reaction is catalysed by a pyridine-based nucleophilic catalyst (for example, 4-dimethylaminopyridine or 
the bulky catalyst shown in Fig. 4a). Note that both reactions are considered reversible, even when the backward reactions (that is, regeneration of fuel 
via barrier removal and waste products reacting to give the barrier) are extremely rare events66. b, Information thermodynamics description of free energy 
transduction in the rotary motor. In the chemical transitions, free energy is supplied to the motor (IF(μF − μW)), part of which is dissipated (TΣ̇chem). IF is 
the rate at which the motor reacts with the fuel, (μF − μW) is the chemical potential difference between the fuel and waste species, T is the temperature and 
Σ̇chem is the entropy production rate of the chemical transitions. The rest of the free energy is supplied to the mechanical transitions either as energy (Ė) 
or information (RTİ) flow, where R is the gas constant. Mechanical transitions dissipate this free energy (TΣ̇mech), generating directional motion of the 
macrocycle. When Ė + RTİ = 0, mechanical transitions are at equilibrium and no net mechanical displacement of the macrocycle can arise.
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dissipated by the motor (TΣ̇). In a stationary state (the only 
type of state considered in this Article), all the free energy from 
the conversion of the fuel to waste is dissipated by the motor: 
TΣ̇ = IF(μF − μW) ≥ 0, where IF is the rate at which the fuel is con-
sumed by the motor (we neglect the fuel-to-waste background reac-
tion)43. This indicates that a non-null chemical potential gradient 
between fuel and waste species (we consider the case where μF > μW) 
is necessary to drive the system out of equilibrium and produce 
directed motion. However, this expression gives no information as 
to how free energy is consumed nor the amount of dissipation spe-
cifically devoted to sustain directional motion of the components.

To obtain a more in-depth understanding, we use information 
thermodynamics to split the free energy dissipation rate into two 
separately non-negative contributions (Fig. 1b), one due to the 
chemical transitions (TΣ̇chem) and the other due to the mechani-
cal transitions (TΣ̇mech). This is possible because the Fmoc-motor 
chemical reaction network is bipartite40:

TΣ̇ =

TΣ̇chem
≥0︷ ︸︸ ︷

IF(μF − μW)− Ė − RTİ +

TΣ̇mech
≥0︷ ︸︸ ︷

Ė + RTİ ≥ 0. (1)

This dissection of terms in equation (1) underlines that the free 
energy supplied by the fuel is only partially dissipated via the chemi-
cal processes as TΣ̇chem, while the remaining part is transferred to 
the mechanical processes and dissipated as TΣ̇mech. This transfer 
of free energy is composed of a standard free energy part, denoted 
‘energy flow’:

Ė = J(μ◦

1DH
− μ

◦

1DD
+ μ

◦

1HD
− μ

◦

1HH
), (2)

and a mutual information part38, denoted ‘information flow’:

RTİ = JRTlog [1
D
H][1HD]

[1DD][1HH]
, (3)

where R is the gas constant and J is the stationary clockwise (as 
viewed in Fig. 2) current at which the motor operates (Box 1). This 
current can be expressed as

J = k+Δ[1DH]− k
−Δ[1DD] = k′+Δ[1HD]− k′

−Δ[1HH] = Γ (Kr − 1) (4)

where both Γ and Kr are positive quantities (for the derivation of 
equation (4) and the definition of Γ, see Supplementary Section 
V-B4 and Supplementary equation (69)), the latter denoting the 
ratcheting constant (recently applied in the context of dissipative 
self-assembly17,49), which quantifies the kinetic asymmetry of the 
motor15,16,56 (Box 1).

Under the experimental conditions in which the motor was orig-
inally operated14, the rotary motor is driven purely by information 
flow as the macrocycle binds with equal affinity to fumaramide sta-
tions adjacent to a hydroxy group and an Fmoc group (within the 
detection limits of 1H NMR measurements), so there is no energy 
flow. However, when the standard chemical potentials of the distal 
and proximal co-conformers differ, energy flow arises according to 
equation (2). An example of this could arise if there was, say, a sta-
bilizing interaction between the macrocycle and the Fmoc group, 
which would lead to an increase in energy of the macrocycle upon 
removal of the Fmoc-barrier close to it. As a consequence, the stan-
dard chemical potential would decrease, leading to the release of 
heat, each time net mechanical displacement occurs in the forward 
direction. This fits the definition of a ‘power stroke’45–47 (Box 1). 
Therefore, according to equation (2), the energy flow accounts for 
the part of the fuelling free energy that contributes to destabiliz-
ing the macrocycle during chemical transitions and which is subse-
quently dissipated in a power stroke.

Mutual information quantifies the correlation between the two 
parts of a bipartite system40,54, here the chemical and mechanical 
states. For example, when [1HD] (the concentration of species 1HD) and 
[1DH] are larger than [1HH] and [1DD], respectively, a correlation is pres-
ent between the mechanical and chemical states: when the motor’s 

Box 1 | Definitions as applied to the minimalist rotary motor

Fuelling reaction The reaction that consumes the fuel (Fmoc-Cl) and attaches an Fmoc group to the motor’s track, generating HCl as 
waste product. Forward (kp/d

+F) and backward (kp/d−F) rate constants may depend on the macrocycle being proximal (p) 
or distal (d) to the reaction site.

Waste-forming reaction The reaction that removes the Fmoc group from the motor’s track, generating dibenzofulvene and CO2 as waste 
products. Forward (kp/d−W) and backward (kp/d

+W) rate constants may depend on the macrocycle being proximal (p) or 
distal (d) to the reaction site.

Chemical gating The bias of distal over proximal rate constants in fuelling and waste-forming reactions, quantified by kd+F/k
p
+F 

(fuelling gating) and kp−W/kd−W (waste-forming gating).

Overall reaction rate The sum of the rate constants for a particular process: for example, Fmoc addition through fuelling reactions 
(kd+F + kp

+F), Fmoc removal through waste-forming reactions (kp−W + kd−W), mechanical shuttling (k+Δ + k−Δ or 
k′+Δ + k′

−Δ, where the prime symbol indicates the case when the barrier close to the deuterated station is removed 
to allow for the shuttling).

Current The net rate of directional displacement of the macrocycle along the track, quantified by equation (4).

Efficiency The free energy available to the motor to dissipate as mechanical motion compared to the free energy available from 
the fuel-to-waste reaction, quantified by equation (5). This definition of efficiency does not take into account the 
background fuel decomposition.

Power stroke The viscoelastic, free energy-releasing, mechanical shuttling of the macrocycle along the track. The free energy 
released is quantified by the change in standard chemical potential due to a net mechanical displacement of the 
macrocycle from the station proximal to the reacting hydroxy group (1DH , 1HD) to the one distal (1DD , 1HH): μ◦

1DH
− μ◦

1DD
 and 

μ◦

1HD
− μ◦

1HH
̸= 0.

Kinetic asymmetry The kinetic preference for one direction over the other in a chemomechanical cycle, embodied by the ratcheting 

constant: Kr =
k+Δk

′

+Δ(k
p
−F[HCl]+kp

−W)2([Fmoc−Cl]kd
+F+[CO2][DBF]kd+W)

2

k
−Δk′

−Δ
([Fmoc−Cl]kp

+F+[CO2][DBF]kp+W)2(kd
−F[HCl]+kd

−W)2
, where DBF stands for dibenzofulvene. When Kr > 1, 

the motor preferentially cycles in the forward direction, as is apparent from equation (4).
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chemical state is 1H, its mechanical state is more likely to be D than 
H. Similarly, when the motor’s chemical state is 1D, its mechanical 
state is more likely to be H than D. A concentration distribution 
with this kind of correlation has smaller (Shannon-like38) entropy 
than one without ([1HD] and [1DH] equal to [1HH] and [1DD], respectively). 
Therefore, correlation between the mechanical and chemical states 
(mutual information) generates an entropic driving force for a direc-
tional current (from [1HD] to [1HH] and from [1DH] to [1DD]). From the ther-
modynamic viewpoint, mutual information constitutes the entropic 
contribution of the free energy that comes from the fuel. As mutual 
information is constant in the stationary state, changes in mutual 
information due to the chemical processes and mechanical processes 
are balanced40. If, as in the above situation, İ > 0, the chemical tran-
sitions are producing mutual information that is consumed by the 
mechanical ones. Therefore, according to equation (3), the informa-
tion flow accounts for the part of fuelling free energy that contrib-
utes to increasing the system’s mutual information during chemical 
transitions and that is subsequently erased by mechanical shuttling.

Regimes where the free energy supplied by the chemical to the 
mechanical processes is exclusively due to the information flow 
(RTİ ), and thus lack any energy flow (Ė), are denoted as pure 
Maxwell demon regimes40.

This analysis demonstrates that the free energy supplied to 
the mechanical processes by the energy and information flows, 

RTİ + Ė, is the origin of net directional motion of the mac-
rocycle around the track. Indeed, in the absence of such flow 
(RTİ + Ė = 0), the mechanical transitions are at thermodynamic 
equilibrium (Σ̇mech

= 0), meaning a zero directional shuttling cur-
rent (J = 0; equation (4)). From an information thermodynamics 
perspective, the molecular motor operates by using chemical pro-
cesses to transduce the free energy supplied by the fuel into the free 
energy supplied to the mechanical processes. The efficiency of this 
transduction is the ratio of the latter to the former and is bounded 
between zero and one due to the non-negativity of Σ̇chem:

0 ≤ η =
RTİ + Ė

IF(μF − μW)
= 1− TΣ̇chem

IF(μF − μW)
≤ 1. (5)

The efficiency of the transduction of the free energy of fuelling to 
the mechanical processes (η) is not directly comparable with the 
efficiencies usually reported for biological motors, which are often 
defined with respect to the work performed by the motor against 
an external force35,47,57 or as the fraction of fuel molecules that are 
productively consumed, on average, over an operational cycle50,58,59 
(the latter measure of performance is computed in Supplementary 
Section VI for the rotary motor). In this set-up, the energy and 
information flows are entirely dissipated by the shuttling of the 
macrocycle as TΣ̇mech. If the mechanical steps of the motor were 
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Fig. 2 | Rotary motor as an open and bipartite chemical reaction network. The state of the motor can be represented as a combination of two mechanical 
states (subscript D or H, expressing whether the macrocycle is binding to the deuterated or non-deuterated site on the track) and three chemical states 
(1D, 2 or 1H). The number in the chemical state shows the number of the Fmoc groups attached to the track, and the superscript H or D denotes the 
binding site close to the attached Fmoc group. Note that chemical states without any Fmoc group on the track are neglected as these are present in 
negligible concentration during machine operation due to the faster barrier formation than removal. The mechanical transitions involve displacement of 
the macrocycle, the rate constants for which are denoted k+Δ, k−Δ, k′

+Δ and k′
−Δ. Subscript Δ indicates that they are the rate constants of mechanical 

transitions, which are only coupled to the thermal reservoir. Rate constants with and without the prime (′) are for the interconversion between 1HD and 1HH 
and the interconversion between 1DD and 1DH, respectively. The sign of the subscripts shows the direction of the transition (+ for the clockwise and − for the 
anticlockwise direction). The rate constants of the fuelling reaction and its reverse are denoted kp/d

+F  and kp/d−F , respectively. The superscript shows whether 
the macrocycle is proximal (p) or distal (d) to the reacting hydroxy group. The rate constants of the waste-forming reaction and its reverse are denoted 
kp/d−W and kp/d

+W, respectively. In the experimental rotary motor, a clockwise current across the network is generated because kp
+F < kd

+F, k
p
−W = kd−W, 

and free energy is supplied to the motor by the fuel-to-waste conversion. The chemical gating in the fuelling reaction arises due to the steric crowding in 
the transition states of the proximal co-conformers (1HD and 1DH) compared to the distal co-conformers (1DD and 1HH). arrows in circles represent the most 
probable (that is, most frequent) clockwise path. DBF, dibenzofulvene.
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to work against a force (for example, if a load were attached to the 
macrocycle), TΣ̇mech would incorporate a negative work term in 
addition to RTİ + Ė, which could serve to define the efficiency of 
the energy and information flows being converted into output work, 
instead of just being dissipated. The energy and information flows 
would thus constitute the maximum work output that can be deliv-
ered by the motor. A traditional thermodynamic analysis of such a 
motor25,26,60 would exclusively focus on the efficiency with which the 
input free energy supplied by the fuel-to-waste chemical potential 
gradient is converted into output work, thus over-estimating the 
maximum work output as the overall free energy input IF(μF − μW). 
The present approach refines this analysis by showing how the 
input-to-output transduction is mediated by the free energy trans-
fer within the motor, whose efficiency η (equation (5)) limits the 
maximum work output potentially deliverable by the motor. It also 
formally defines a thermodynamic efficiency that can be applied to 
motors while they perform no appreciable output work, as is the 
case for most of the synthetic molecular motors made so far, and 
can serve to compare the efficiencies of their operation.

The framework we have outlined can also be used to re-derive 
previous results obtained using kinetic arguments as a conse-
quence of the second law of thermodynamics in bipartite sys-
tems. In Supplementary Section V-B, we show that the condition 
TΣ̇mech

= 0 implies Kr = 1, whereas the condition TΣ̇mech > 0 
implies Kr ≠ 1, with forward movement when Kr > 1. This shows 
how the nonequilibrium thermodynamic framework, which 
focuses on energetic aspects quantified by the dissipation TΣ̇mech, 
is consistent with previous analysis15–17,49 focusing on kinetic aspects 
quantified by Kr, which determines the sign of the current J accord-
ing to equation (4). This reiterates the effectiveness of this informa-
tion thermodynamics-based approach and, again, demonstrates the 
usefulness of this minimalist molecular motor as a Rosetta Stone 
for the translation of meaning and understanding between different 
frameworks for describing phenomena.

Previously17, the ratcheting constant has also been related to the 
ability of a dissipative self-assembly system to store free energy, but 
this connection is only valid in an operating regime where chemi-
cal transitions are substantially faster than mechanical ones. The 
information thermodynamics framework offers a general under-
standing of dissipative chemical systems and establishes limits to 
the maximum work deliverable by them that are valid in any operat-
ing regime, thanks to concepts such as the efficiency η introduced 
in equation (5).

Design principles for molecular motors. To demonstrate the use 
of our framework as a design tool, we explored the effects of altering 
the design features of the rotary motor on its current and efficiency 
(Supplementary Section VI). Basing the simulations on experimen-
tally derived parameters14 (Supplementary Section VI-A), we estab-
lished that, under the experimental conditions employed, the rotary 
motor is driven purely by information flow as only the macrocycle 
distribution, rather than binding site affinity (within the detection 
limits of 1H NMR measurements), is altered during operation. Under 
experimental conditions ([motor] = 10 mM, [Fmoc-Cl] = 30 mM, 
which is sustained by constant addition, [bulky catalyst] = 50 mM, 
[Et3N] = 15 mM, [KHCO3] = 200 mM, CH2Cl2, room temperature)14, 
the current was estimated to be 2.1 × 10−8 mol dm−3 s−1, requiring an 
average of seven fuel molecules per cycle per motor, although only 
10−6% of the free energy provided by the fuel is used to sustain the 
current (efficiency, η = 10−8; equation (5)).

Varying the model parameters allows consideration of the effects 
of potential structural and chemical changes on the rotary motor 
(Supplementary Section VI-B1). Greater chemical gating for either 
the fuelling (Fig. 3a,b) or waste-forming reaction (Supplementary 
Section VI-B2) increases the current and efficiency by increas-
ing information flow. The former has been achieved by increasing 

the steric bulk of the barrier-formation catalyst14,61,62 (Fig. 4a) and 
the latter by catalysis of barrier removal by a proximal macrocycle 
(Fig. 4b)24. Gating of both fuelling and waste-forming reactions 
(Supplementary Section VI-B3) was recently demonstrated in a 
rotaxane information ratchet24. Inverting chemical gating is pre-
dicted to reverse the direction of the motor and could be achieved 
if the macrocycle activates, rather than hinders, proximal barrier 
formation (Fig. 4c). In the absence of a kinetic preference, or when 
gating from the fuelling and waste-forming reactions cancel out, the 
motor stops working, as this precludes information flow and hence 
mechanical dissipation (Σ̇mech

= 0). These results are consistent 
with kinetic models where kinetic asymmetry predicts the direction 
of the current15–17.

The relevance of power strokes in molecular machinery is con-
tentious, as power strokes are often observed experimentally in 
biological molecular motors44–46, but, according to analysis based 
on kinetic asymmetry, the magnitude of the free energy released 
by such conformational changes does not affect the properties of 
chemically driven molecular machines, such as directionality and 
stopping force, and cannot improve the efficiency of a motor to 
work against an external force47. To reconcile differing viewpoints 
as to the importance of power strokes in molecular machines, we 
attempted to use our framework to understand the ways in which 
a power stroke can affect a molecular motor while staying kineti-
cally and thermodynamically consistent. Power strokes can be used 
to induce energy flow (equation (2)) and, in principle, could be 
added to the rotary motor by introducing attractive interactions 
between the barrier and the macrocycle (Fig. 4d), stabilizing dis-
tal co-conformers 1DD and 1HH or, by adding repulsive interactions 
between the free barrier site and the macrocycle (Fig. 4e), desta-
bilizing proximal co-conformers 1DH and 1HD. Our simulations show 
that power strokes can change the magnitude of the current and effi-
ciency of internal energy transduction (as defined in equations (4) 
and (5), respectively), despite kinetic asymmetry remaining unal-
tered (Methods and Supplementary Section VI-B4). This is because, 
while not altering Kr, power strokes can still increase the value of 
Γ in equation (4), reflecting their ability to favour forward cycles 
by inducing energy flow out of equilibrium (Fig. 3c,d). However, 
power strokes cannot drive directional motion in the absence of 
kinetic asymmetry (RTİ = −Ė when Kr = 1), nor can they invert 
directionality while the kinetic asymmetry remains constant. In 
these simulations, altering the power strokes and kinetic asymme-
try together (Supplementary Section VI-B5) gave the greatest simu-
lated efficiency (up to ~1%), suggesting that modifying both aspects 
may be important for optimizing the design of synthetic molecu-
lar motors. We note that improvements that occur through power 
strokes arise from the induced energy flow rather than from any 
special role for the energetically downhill nature of the power stroke 
in determining the motor’s behaviour. As our analysis shows, a pre-
requisite for the motor’s operation is the availability of free energy 
to dissipate through mechanical motion. Therefore, any design fea-
ture that enhances free energy transduction from the chemical to 
the mechanical transitions could equally well foster improvements 
in performance.

If power strokes cancel out over the motor cycle, then no net 
energy flow is introduced: free energy gained from one mechani-
cal transition is lost in the other (Methods and Supplementary 
Section VI-B6). This could be realized in molecular form by using 
non-degenerate binding sites, for example, changing one fuma-
ramide site to a more weakly binding succinamide unit (Figs. 3e,f 
and 4f), with a typical difference in binding energy of 23 kJ mol−1 
(pink + symbol, Fig. 3e,f, equilibrium distribution > 99:1)63 under 
experimental conditions similar to those used for rotary motor oper-
ation. Kinetic asymmetry remains unaltered in this scenario and, 
correspondingly, the direction of the motor could not be inverted 
in the simulation15–17. However, our analysis suggests that such a 
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change would be sufficient to effectively stall the motor, if operated 
under the original experimental conditions, despite the unchanged 
kinetic asymmetry. The simulations predict that, with power strokes 
cancelling out, any change from degenerate binding sites lowers the 
current and efficiency, although a smaller difference would leave the 
motor functional, albeit less effective. A 3:1 bias61 (orange × symbol, 
Fig. 3e,f) is predicted to reduce the current by ~20%, rendering a 
design with non-degenerate binding sites plausible but less effective 
than a motor with binding sites of equal affinities.

In all of the cases considered, the highest efficiencies are pre-
dicted for when the rates of all the forward processes are approxi-
mately equal, leading to a cycle with no single rate-limiting step. 
Rate-limiting mechanical steps promote futile cycles, in which fuel 
is consumed without taking a forward step, as the unfavourable fuel-
ling reaction is kinetically favoured over shuttling, decreasing both 
the current and efficiency. Rate-limiting chemical reactions result 
in lower thermodynamic efficiency but do not reduce the current or 
substantially change the fuel consumption per cycle. This is because 
relatively fast shuttling hinders the generation of a concentration 
bias (relative to mechanical equilibrium), which decreases the 
information flow in the steady state. The strong dependence of effi-
ciency on shuttling rate indicates that, like macroscopic engines, the 
efficiency of a motor will be dependent on the load against which 
it is working35. As a consequence, instead of discussing a generic 
efficiency of a molecular motor, it is more proper to discuss the 

efficiency to work in a specific range of force/attached load. To use 
molecular machines most efficiently, they must either be tailored 
to the job they perform—such as using diesel engines for heavy 
loads—or they must use the equivalent of gears for macroscopic 
engines, to ensure they are working under optimal conditions.

Conclusions
Information thermodynamics-based analysis of a minimalist auton-
omous chemically driven molecular motor shows how information 
and energy flow, the two components of free energy transfer from 
chemical to mechanical transitions, enable the generation of direc-
tional motion from free energy supplied by a chemical fuel. The 
experimental rotary motor is a pure ‘chemical Maxwell’s demon’, 
as information flow is the sole driving force. However, energy flow 
could potentially be introduced using power strokes, one of several 
design variations explored using our model. The predicted effect of 
energy flow is in line with observations made in biological motors44 
and contributes to the ongoing debate regarding the role of power 
strokes in molecular motors46–48. Information thermodynamics con-
firms that, in line with kinetic analysis, power strokes do not affect 
some key properties of chemically driven molecular machines, such 
as directionality. However, the magnitude of power strokes is able to 
affect the magnitude of the current (how fast the motor components 
rotate), the efficiency in terms of how free energy is dissipated, 
and the number of fuel molecules consumed per cycle. However, 
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the dashed white lines, information flow (RTİ) is positive and thus contributes to mechanical dissipation Σ̇mech. above these lines, information flow is 
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these results should not be misinterpreted as supporting a special 
importance of power strokes compared to other processes in the 
chemomechanical cycle. The information thermodynamics frame-
work used in this Article should be generally applicable to other 
types of synthetic molecular machine, such as non-autonomous10,12 
and light-driven8,9,11 motors, providing a quantitative basis through 
which to compare molecular machine designs. Additionally, it 
could, in principle, be extended to other types of (supra)molecu-
lar system (such as dissipative self-assembly17) powered by chemi-
cal engines64. We have uncovered substantial roles for ‘energy flow’ 
and ‘information flow’ in the mechanism of the transduction of free 
energy from chemical reactions by molecular machinery, although 
the exact nature of the connection of energy and information flow 
to energy and information ratcheting1,65 remains to be clarified. The 
minimalist autonomous chemically driven molecular motor acts 
as a Rosetta Stone for relating energy, information, kinetics and 
molecular structure by aiding the translation of concepts and rela-
tionships between the ‘languages’ (that is, frameworks) of chemical 
kinetics, thermodynamics and chemical reactions.
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Wegscheider’s conditions. To ensure that the system reaches thermodynamic 
equilibrium (detailed balance), when there is no chemical potential gradient 
between fuel and waste species (μF − μW = 0), the rate constants must satisfy 
Wegscheider’s conditions42. These are equivalent to the constraints on the rate 
constants imposed in previous kinetic analyses4,16,48 and dictate that the product 
of the forward rate constants along each independent cyclic pathway of reactions 
in the network, with neither net consumption nor net production of fuel or waste 
species, must equal the product of the corresponding backward rate constants:

kp
−Fk+Δkd+Fk

p
−Fk

′

+Δk
d
+F = kp+Fk−Δkd

−Fk
p
+Fk

′

−Δk
d
−F (6)

kp
−Wk+Δkd+Wkp

−Wk′+Δk
d
+W = kp+Wk

−Δkd
−Wkp+Wk′

−Δk
d
−W. (7)

See Supplementary Section III for the derivation. These conditions were always 
imposed in numerical simulations to guarantee thermodynamic consistency66.

Local detailed balance. In Fig. 3, variations in the power stroke magnitude 
have been related to changes in the ratio of shutting rate constants by virtue of 
the so-called ‘principle of local detailed balance’ (see below), which relates the 
log-ratio of forward and backward rate constants of a single chemical reaction to 
the difference in standard chemical potentials between its reagents and products42 
(Supplementary equation (33)). For example, it implies the relation

RTlog
(

k+Δk′+Δ

k
−Δk′

−Δ

)
= μ

◦

1DH
− μ

◦

1DD
+ μ

◦

1HD
− μ

◦

1HH
, (8)

which was employed in the numerical simulations.
In addition, Wegscheider’s conditions (equations (6) and (7)) imply that 

a variation in the power stroke magnitude must always be compensated by a 
variation in the fuelling and waste-forming rate constants, because the following 
constraint (equation (9)) must always hold for thermodynamic consistency:

k+Δ

k
−Δ

×

k′+Δ

k′
−Δ

=
kp+Fk

d
−F

kp
−Fkd+F

×

kp+Wkd
−W

kp
−Wkd+W

. (9)

When energy flow-inducing power strokes were introduced in Fig. 3c,d, the 
constraint in equation (9) was imposed by changing rate constants kp+W and 
kp+F according to variations in the shuttling rate constants. By doing so, kinetic 
asymmetry (Kr) is not altered during the simulation, but the magnitude of the 
current in equation (4) can still change by virtue of alterations in the value of the 
positive factor Γ (for its mathematical expression, see Supplementary equation 
(69)). Instead, in Supplementary Fig. 5, rate constants kp+W and kp−F were changed 
to vary the energy flow and Kr together. Experimentally, this could correspond 
to introducing an interaction between the macrocycle and the Fmoc group 
that affects (Supplementary Fig. 5) or not (Fig. 3c,d) the transition state of the 
proximal fuelling reaction, without affecting the transition state of the proximal 
waste-forming reaction. Note that, when binding affinities are modified as in 
Fig. 3e,f, the left-hand side of equation (9) stays constant and the constraint is 
automatically satisfied.

We end by noting that the terminology ‘local detailed balance’ comes from 
statistical physics67, where it has become the central concept to formulate 
thermodynamically consistent dynamics68,69. Its chemical counterpart42 
(Supplementary equation (33)) is fully equivalent to the usual conditions imposed 

on the rate constants to ensure that microscopic reversibility holds47 (see, for 
example, equation (5) in ref. 16). We note that use of the term ‘local detailed 
balance’ in this context is considered contentious by some16. For a more detailed 
discussion see Supplementary Section III.
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2

I. THE MODEL

As stated in the main text, we treat the autonomous chemically-fueled molecular motor1 as an open bipartite
chemical reaction network. We consider an isothermal, isobaric, and well-stirred ideal dilute solution containing
species undergoing the 10 reactions represented in Fig. 2 of the main text, which we collect in the vector 1 =

{1F(p) , 1W(p) , 2J, 3F(d) , 3W(d) , 4F(p) , 4W(p) , 5J ′, 6F(d) , 6W(d) }:

1F(p) : 2H + HCl
:

p
−F−−−⇀↽−−−
:

p
+F

1D
H + Fmoc−Cl 4F(p) : 2D + HCl

:
p
−F−−−⇀↽−−−
:

p
+F

1H
D + Fmoc−Cl

1W(p) : 2H
:

p
−W−−−−⇀↽−−−−
:

p
+W

1D
H + DBF + CO2 4W(p) : 2D

:
p
−W−−−−⇀↽−−−−
:

p
+W

1H
D + DBF + CO2

2J : 1D
H

:+J−−−−⇀↽−−−−
:−J

1D
D 5J′ : 1H

D
:′+J−−−−⇀↽−−−−
:′−J

1H
H

3F(d) : 1D
D + Fmoc−Cl

:d
+F−−−⇀↽−−−
:d
−F

2D + HCl 6F(d) : 1H
H + Fmoc−Cl

:d
+F−−−⇀↽−−−
:d
−F

2H + HCl

3W(d) : 1D
D + DBF + CO2

:d
+W−−−−⇀↽−−−−
:d
−W

2D 6W(d) : 1H
H + DBF + CO2

:d
+W−−−−⇀↽−−−−
:d
−W

2H

Here and in the rest of the SI, the abbreviation DBF stands for dibenzofulvene. �e symbols J and J ′ label thermal
shu�lings (i.e., mechanical processes) which change the mechanical state of the system, while all the other reactions
constitute the chemical processes changing the chemical state of the system. Note that the la�er are not elementary reac-
tions, as detailed in the next section. �e system is said to be open because during the experiment fuel (F = {Fmoc−Cl})
and waste (W = {HCl,DBF,CO2}) species undergo other (not included in 1) processes: Fmoc−Cl is constantly added to
the solution to compensate for its depletion, CO2 exits the system as a gas, and HCl is readily bu�ered by the presence
of KHCO3 in the solution. With the exception of DBF, whose accumulation does not a�ect the rest of the system as it
is unreactive under the experimental conditions, the concentrations of fuel and waste species are kept approximately
constant by external processes. �is is modeled with the concept of chemostats: large chemical reservoirs in contact
with the system which �x the chemical potentials (and thus the concentrations in the ideal dilute solution se�ing) of F
and W species in the system. �ese species are therefore said to be chemosta�ed.

In the experimental case, the following symmetries between rate constants hold:

:+J = :−J = : ′+J = : ′−J B :J , (1a)
:

p
+W = :d

+W B :+W and :
p
−W = :d

−W B :−W . (1b)

A. Coarse-graining

Consider the fueling reaction pathway, catalyzed by a pyridine-based nucleophilic catalyst (denoted Cat):

Fmoc−Cl + Cat
:+1F−−−⇀↽−−−
:−1F

Fmoc−Cat ·Cl (2a)

Fmoc−Cat ·Cl + HO−R︸ ︷︷ ︸
e.g.: 1D

D

:+2F−−−⇀↽−−−
:−2F

Fmoc−Cat−O−R + HCl (2b)

Fmoc−Cat−O−R
:+3F−−−⇀↽−−−
:−3F

Fmoc−O−R︸        ︷︷        ︸
e.g.: 2D

+ Cat (2c)

which has the net e�ect of adding one Fmoc group to the motor. In principle, we could explicitly include the above steps
in our analysis and this wouldn’t change the main outcomes of the work, thus uselessly complicating the mathematical
treatment. For the sake of simplifying our model without losing its relevant thermodynamic features, we then consider
a coarse-grained version of the fueling process based on the assumption that :+2F and :+3F are much larger than :−2F
and :−3F. In addition, given that in the original experiment Fmoc−Cl is continuously added to the system, the catalyst
Cat, whose total amount is denoted by !Cat can be assumed to be saturated by the Fmoc−Cl ([Fmoc−Cat ·Cl] ≈ !Cat).
�is is an additional level of control on the fueling process, since the availability of Fmoc−Cl to react with the motor
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3

species is regulated by the amount of catalyst in the system. As a consequence of these assumptions, scheme (2) can be
coarse-grained via a standard steady-state approximation of the intermediates to get2:

HO−R + Fmoc−Cl
:+F−−−⇀↽−−−
:−F

Fmoc−O−R + HCl (3)

where we de�ned the rate constants

:+F = S · :+1F:+2F:+3F , :−F = S · :−1F:−2F:−3F , (4)

with the kinetic factor

S =
!Cat

[Fmoc−Cl]:+1F:+3F + [HCl] [Fmoc−Cl]:+1F:−2F + [HCl] [Fmoc−O−R]:−2F:−3F
≈ !Cat
[Fmoc−Cl]:+1F:+3F

. (5)

�e �nal approximation highlights that, in the experimental conditions, the fueling rate is strongly determined by
[Fmoc−Cat ·Cl] ≈ !Cat, regardless the actual value of [Fmoc−Cl]. Indeed, we could also have considered the species
Fmoc−Cat ·Cl as the actual chemosta�ed fuel without altering the results of our analysis. However, the way we pro-
ceeded here is more general and equation (3) holds also for situations where the catalysts is not saturated3.

Similar considerations apply to the waste-forming reaction pathway catalyzed by triethylamine (NEt3), which has the
net e�ect of removing one Fmoc group from the track. Let us consider the following reaction pathway:

Fmoc−O−R︸        ︷︷        ︸
e.g.: 2D

+ NEt3
:+1W−−−−⇀↽−−−−
:−1W

HNEt +3 · Fmoc−O−R− (6a)

HNEt +3 · Fmoc−O−R−
:+2W−−−−⇀↽−−−−
:−2W

HNEt +3 · R−OCOO− + DBF (6b)

HNEt +3 · R−OCOO−
:+3W−−−−⇀↽−−−−
:−3W

HNEt +3 · R−O− + CO2 (6c)

HNEt +3 · R−O−
:+4W−−−−⇀↽−−−−
:−4W

R−OH︸ ︷︷ ︸
e.g.: 1D

D

+ NEt3 (6d)

By considering the forward processes to be faster than the backward ones, here the coarse-graining of the intermediates
through a stationary state approximation leads to

Fmoc−O−R
:−W−−−⇀↽−−−
:+W

R−OH + DBF + CO2 (7)

where

:−W =R · :+1W:+2W:+3W:+4W , :+W =R · :−1W:−2W:−3W:−4W , (8)

with kinetic factor

R =
!NEt3

:+2W:+3W:+4W + :−1W (:+3W:+4W + [DBF]:−2W ( [CO2]:−3W + :+4W)) ≈
!NEt3

:+3W:+4W (:−1W + :+2W) . (9)

�e symbol !NEt3
denotes the total amount of NEt3 added to the system to catalyze the waste-forming process. �e �nal

approximation is based on the assumption that :−2W and :−3W are small compared to the other rate constants.
Expressions (3) and (7) are commonly adopted in the literature to model this kind of fueling and waste-forming pro-

cesses4–6. Here, we have shown under which (reasonable) assumptions they can be considered as the coarse-grained
versions of elementary reaction pathways, whose fast dynamics can be safely neglected. We stress that the results in
the following do not rely on the chosen elementary model and can be extended also to more complicated schemes. Cru-
cially, it has been shown that the coarse-graining procedure described above is thermodynamically consistent, namely
it exactly retains the stationary state entropy production of the system, which is the key observable in our analysis3,7.
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II. DYNAMICS

�e evolution in time of the concentrations of the motor species^ = {2H, 2D, 1H
H, 1H

D , 1D
H, 1D

D} is ruled by the following
rate equations. Note that, from now on, we will abbreviate Fmoc−Cl as F, as it is the only fuel species.

dC

©«

[2H]
[2D]
[1D

H]
[1D

D]
[1H

H]
[1H

D]

ª®®®®®®®®®®¬︸ ︷︷ ︸
[^ ]

=

©«

1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

−1 −1 0 0 0 0 0 0 1 1
0 0 0 1 1 −1 −1 0 0 0
1 1 −1 0 0 0 0 0 0 0
0 0 1 −1 −1 0 0 0 0 0
0 0 0 0 0 0 0 1 −1 −1
0 0 0 0 0 1 1 −1 0 0

ª®®®®®®®®®®¬︸                                                                        ︷︷                                                                        ︸
SX

·

©«

:
p
−F [2H] [HCl] − :p

+F [F] [1D
H]

:
p
−W [2H] − :p

+W [CO2] [DBF] [1D
H]

:+J [1D
H] − :−J [1D

D]
:d
+F [F] [1D

D] − :d
−F [HCl] [2D]

:d
+W [CO2] [DBF] [1D

D] − :d
−W [2D]

:
p
−F [HCl] [2D] − :p

+F [F] [1H
D]

:
p
−W [2D] − :p

+W [CO2] [DBF] [1H
D]

: ′+J [1H
D] − : ′−J [1H

H]
:d
+F [F] [1H

H] − :d
−F [HCl] [2H]

:d
+W [CO2] [DBF] [1H

H] − :d
−W [2H]

ª®®®®®®®®®®®®®®®®®®®®®¬︸                                         ︷︷                                         ︸
P = P+ − P−

. (10)

�e balance equations for concentrations of chemosta�ed species _ = {F, HCl, DBF, CO2} read

0 = dC
©«

[F]
[HCl]
[DBF]
[CO2]

ª®®®¬︸    ︷︷    ︸
[_ ]

=

©«

1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

1 0 0 −1 0 1 0 0 −1 0
−1 0 0 1 0 −1 0 0 1 0
0 1 0 0 −1 0 1 0 0 −1
0 1 0 0 −1 0 1 0 0 −1

ª®®®®¬︸                                                                       ︷︷                                                                       ︸
SY

·

©«

:
p
−F [HCl] [2H] − :p

+F [F] [1D
H]

:
p
−W [2H] − :p

+W [CO2] [DBF] [1D
H]

:+J [1D
H] − :−J [1D

D]
:d
+F [F] [1D

D] − :d
−F [HCl] [2D]

:d
+W [CO2] [DBF] [1D

D] − :d
−W [2D]

:
p
−F [HCl] [2D] − :p

+F [F] [1H
D]

:
p
−W [2D] − :p

+W [CO2] [DBF] [1H
D]

: ′+J [1H
D] − : ′−J [1H

H]
:d
+F [F] [1H

H] − :d
−F [HCl] [2H]

:d
+W [CO2] [DBF] [1H

H] − :d
−W [2H]

ª®®®®®®®®®®®®®®®®®®®®®¬︸                                         ︷︷                                         ︸
P = P+ − P−

+
©«

�F
�HCl
�DBF
�CO2

ª®®®¬︸︷︷︸
O

,

(11)

with O collecting currents of the chemosta�ing processes which keep the corresponding concentrations constant. For
instance, from equation (11) we obtain the following expression for the fuelling current:

�F = �3F(d) + �6F(d) − �1F(p) − �4F(p) . (12)
To conclude this part, we introduce an alternative representation of the dynamics which will prove useful in some of

the following derivations. �e reader who is not interested in detailed derivations may safely skip the following formula
(as well as all the equations marked with an asterisk).

dC

©«

[2H]
[2D]
[1D

H]
[1D

D]
[1H

H]
[1H

D]

ª®®®®®®®®®®¬︸ ︷︷ ︸
[^ ]

=

©«

2H 2D 1D
H 1D

D 1H
H 1H

D

−(:̃p
− + :̃d−) 0 :̃

p
+ 0 :̃d+ 0

0 −(:̃d− + :̃p
−) 0 :̃d+ 0 :̃

p
+

:̃
p
− 0 −(:̃p

+ + :̃+J) :̃−J 0 0

0 :̃d− :̃+J −(:̃d+ + :̃−J) 0 0

:̃d− 0 0 0 −(:̃d+ + :̃ ′−J) :̃ ′+J
0 :̃

p
− 0 0 :̃ ′−J −(:̃p

+ + :̃ ′+J)

ª®®®®®®®®®®®¬︸                                                                                                           ︷︷                                                                                                           ︸
W

·

©«

[2H]
[2D]
[1D

H]
[1D

D]
[1H

H]
[1H

D]

ª®®®®®®®®®®¬︸ ︷︷ ︸
[^ ]

. (13*)
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�e above equations are equivalent to equations (10), and we will make use of the W matrix in the following. Note
that we de�ned new pseudo �rst-order rate constants marked with a tilde: the ones referring to mechanical transitions
are identical to the ones introduced before (e.g., :̃+J = :+J), while for chemical transitions fuelling and waste-forming
rate constants are lumped together (e.g., :̃d+ = :d

+F [F] + :d
+W [DBF] [CO2] and :̃p

− = :
p
−F [HCl] + :p

−W). Despite symbols
redundancy, the use of the la�er rate constants will be convenient in § V B 2.

A. Topological properties

�e stoichiometric matrix S ≡ (SX,SY)T in Equations (10) and (11) encodes the topological properties of the chemical
reaction network (CRN). �e �rst class of them can be accessed by determining the cokernel of S , which is spanned by
the following vectors

ℓM =
( 2H 2D 1D

H 1D
D 1H

H 1H
D F HCl DBF CO2

1 1 1 1 1 1 0 0 0 0
)
, (14)

ℓCO2
=

( 2H 2D 1D
H 1D

D 1H
H 1H

D F HCl DBF CO2

1 1 0 0 0 0 1 0 0 1
)
, (15)

ℓDBF =
( 2H 2D 1D

H 1D
D 1H

H 1H
D F HCl DBF CO2

1 1 0 0 0 0 1 0 1 0
)
, (16)

ℓCl =
( 2H 2D 1D

H 1D
D 1H

H 1H
D F HCl DBF CO2

0 0 0 0 0 0 1 1 0 0
)
. (17)

�e �rst of these vectors identi�es a conserved quantity

!M = ℓM ·
([^ ]
[_ ]

)
= [2H] + [2D] + [1D

H] + [1D
D] + [1H

H] + [1H
D]

dC!M = 0 , (18)

which is proved through the rate equations (10) and (11). It expresses the fact that the total concentration of the motor
species is determined by the initial conditions and cannot be altered by the dynamics. �e other three vectors identify
what we call broken conserved quantities

!CO2
= ℓCO2

·
([^ ]
[_ ]

)
=[2H] + [2D] + [F] + [CO2] , (19)

!DBF = ℓDBF ·
([^ ]
[_ ]

)
=[2H] + [2D] + [F] + [DBF] , (20)

!Cl = ℓCl ·
([^ ]
[_ ]

)
=[F] + [HCl] . (21)

�ey express the total concentrations of moieties (speci�c groups of atoms) whose number in the system is not deter-
mined by the initial conditions, as they are exchanged with the exterior through the chemosta�ing. Indeed, by using
again the rate equations, it can be shown that

dC!CO2
=�F + �CO2

, (22)
dC!DBF =�F + �DBF , (23)

dC!Cl =�F + �HCl . (24)

Namely, quantities !CO2
, !DBF and !Cl change only due to the exchange of fuel and waste species with the chemostats.

If the CRN was closed, they would be conserved by the dynamics like !M.
�e other useful piece of information contained in the stoichiometric matrix S is given by cycles. A cycle is a vector

in the kernel of SX, which corresponds to a series of reactions which upon completion leaves the concentrations of each
motor species unchanged. �ey play an important role at the steady state, where reaction currents can only �ow across
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cycles.

cT
F =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

1 0 1 1 0 1 0 1 1 0
)
, (25a)

cT
W =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

0 1 1 0 1 0 1 1 0 1
)
, (25b)

cT
a =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

1 −1 0 0 0 −1 1 0 0 0
)
, (25c)

cT
b =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

−1 1 0 −1 1 0 0 0 0 0
)
, (25d)

cT
n =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

0 1 1 1 0 0 1 1 1 0
)
. (25e)

In the above vectors, each entry represents the number of times the corresponding reaction has to be performed in order
to complete the corresponding cycle. Minus signs indicate that the corresponding reaction is performed backwards in
the cycle, considering the clockwise cycling in Figure 2 of the main text as the forward direction (the same convention
is adopted for the reactions at the beginning of Sec. I, where le�-to-right is considered as forward direction). Cycles
cF, cW, ca and cb would be present also if the system was closed (fuel and waste species not chemosta�ed and free to
vary) and we call them internal cycles (mathematically, they are also right-null vectors of the whole S matrix8). �ey set
thermodynamic constraints on the rate constants that will be introduced later (Wegscheider’s conditions, equations (36)).
�e cycle cn involves a net exchange of chemicals with chemostats, and we call it emergent cycle because it arises only
when the system is open. Note that the set of vectors (25) is a complete basis for the cycles in the system, but it is
not unique. Another useful basis that we will exploit in § III A is the following, obtained from linear combinations of
vectors (25):

cT
n =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

0 1 1 1 0 0 1 1 1 0
)
, (26a)

cT
1p =

1
2 (c

T
n − cT

F − cT
a ) =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

−1 1 0 0 0 0 0 0 0 0
)
, (26b)

cT
3d = cT

1p − cT
b =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

0 0 0 1 −1 0 0 0 0 0
)
, (26c)

cT
4p = cT

a + cT
1p =

( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

0 0 0 0 0 −1 1 0 0 0
)
, (26d)

cT
6d = cT

n − cT
W − cT

3d =
( 1F(p) 1W(p) 2J 3F(d) 3W(d) 4F(p) 4W(p) 5J′ 6F(d) 6W(d)

0 0 0 0 0 0 0 0 1 −1
)
. (26e)

For instance, the vector c1p describes the sequence of reactions 2H
1W(p)−−−−→ 1D

H
1F(p)−−−→ 2H. Cycles c1p, c3d, c4p, and c6d are

called futile cycles, since they consume fuel molecules without contributing to a forward step of the motor.

B. Stationary state

Given a set of values for the kinetic parameters and the total concentration of motor species !M (de�ned in equa-
tion (18)), for any choice of the chemosta�ed concentrations in _ the system will reach a stationary state distribution
(mathematically, this is because the network is complex balanced and con�ned9) such that dC [^ ]ss = 0 in equation (10).
It can be analytically computed using graph-theoretical techniques10–12 (see also Appendix A of reference 3 for a short
introduction):

[-U ]ss =
!M
N

∑
C ∈TU

∏
_∈C

:̃_ . (27*)

In the above expression,N =
∑
U

∑
C ∈TU

∏
_∈C :̃_ is a normalizing denominator and TU is the set of spanning trees rooted

in vertex U of the chemical reaction network representing the motor. �e index _ runs over all forward and backward
reactions such that :̃_ are the pseudo-�rst-order rate constants as de�ned in equation (13*). A rooted spanning tree is a
spanning tree with its edges oriented such that all edges point towards the root.
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For the experimental case where equations (1) hold, the above equations boil down to:

©«

[2H]ss

[2D]ss

[1D
H]ss

[1D
D]ss

[1H
H]ss

[1H
D]ss

ª®®®®®®®®®®¬

=
!M
N

©«

(:p
+F [F] + :+W [CO2] [DBF]) (:d

+F [F] + :+W [CO2] [DBF]) + (:p
+F [F] + :d

+F [F] + 2:+W [CO2] [DBF]):J
(:p
+F [F] + :+W [CO2] [DBF]) (:d

+F [F] + :+W [CO2] [DBF]) + (:p
+F [F] + :d

+F [F] + 2:+W [CO2] [DBF]):J
(:p
−F [HCl] + :−W) (:d

+F [F] + :+W [CO2] [DBF]) + (:p
−F [HCl] + :d

−F [HCl] + 2:−W):J
(:d
−F [HCl] + :−W) (:p

+F [F] + :+W [CO2] [DBF]) + (:p
−F [HCl] + :d

−F [HCl] + 2:−W):J
(:d
−F [HCl] + :−W) (:p

+F [F] + :+W [CO2] [DBF]) + (:p
−F [HCl] + :d

−F [HCl] + 2:−W):J
(:p
−F [HCl] + :−W) (:d

+F [F] + :+W [CO2] [DBF]) + (:p
−F [HCl] + :d

−F [HCl] + 2:−W):J

ª®®®®®®®®®®®¬

.

(28)

It is easy to see that if the steric hindrance caused by the macrocycle did not a�ect the rates of the fueling reaction (i.e.,
:

p
+F = :d

+F and :p
−F = :d

−F), the stationary state would be symmetric ([1H
H]ss = [1H

D]ss = [1D
H]ss = [1D

D]ss).
From equation (10), it follows that the stationary state current vector Pss must be a right null vector of the matrix SX.

As anticipated in the previous section (§ II A), this implies that the stationary state currents can be decomposed on a
basis of cycles:

Pss =
∑
8

k8c8 , (29)

where the index 8 runs over the elements of a complete basis of cycles and termsk8 are the currents �owing across each
cycle. Considering vectors (25) and (26) as basis sets:

©«

� ss
1F(p)

� ss
1W(p)

� ss
2J

� ss
3F(d)

� ss
3W(d)

� ss
4F(p)

� ss
4W(p)

� ss
5J′

� ss
6F(d)

� ss
6W(d)

ª®®®®®®®®®®®®®®®®®®®®®®®®¬

=

©«

kcF +kca −kcb

kcW −kca +kcb +kcn

kcF +kcW +kcn

kcF −kcb +kcn

kcW +kcb

kcF −kca

kcW +kca +kcn

kcF +kcW +kcn

kcF +kcn

kcW

ª®®®®®®®®®®®®®®®®®®®®®®®®¬

=

©«

−kc1p

kc1p +k ′cn
k ′cn

kc3d +k ′cn
−kc3d

−kc4p

kc4p +k ′cn
k ′cn

kc6d +k ′cn
−kc6d

ª®®®®®®®®®®®®®®®®®®®®®®®®¬

. (30)

Note that, depending on the chosen basis set, the same cycle may be associated with a di�erent cycle current (i.e.,
kcn ≠ k ′cn ) in equation (30). We will come back to this point at the end of the next section (§ III A), when the set of
fundamental cycles and corresponding currents will be identi�ed. Here, we conclude by noticing that equation (30)
implies the following relations between steady state currents:

� ss B� ss
1F(p) + � ss

1W(p) = �
ss
2J = � ss

3F(d) + � ss
3W(d) = �

ss
4F(p) + � ss

4W(p) = �
ss
5J′ = �

ss
6F(d) + � ss

6W(d) = kcn +kcW +kcF = k
′
cn , (31a)

� ss
F =� ss

3F(d) + � ss
6F(d) − � ss

1F(p) − � ss
4F(p) = 2kcn = 2k ′cn +kc1p +kc3d +kc4p +kc6d , (31b)

where � ss corresponds to the rate of net displacement of the macrocycle along the track in the stationary state. Note
that � ss and � ss

F are respectively expressed as � and �F in the main text, where we unambiguously refer to the stationary
state.

III. THERMODYNAMICS

Each species is thermodynamically characterized by chemical potentials of the form

`- = `◦- + ') ln[- ] , `. = `◦. + ') ln[. ] , (32)

where `◦
-

and `◦
.

are standard-state chemical potentials. As in the main text, we will denote the sum of the chemical
potentials of waste species as `W = `HCl+`DBF+`CO2

. Note that in the experimental Fmoc rotary motor (see equations (1))
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we have `◦1D
H

= `◦1D
D
= `◦1H

D
= `◦1H

H
B `◦1 , since the benzylic amide macrocycle only interacts with the two identical

fumaramide sites. �e equality `◦2H
= `◦2D

= `◦2 also holds in the experimental case.
Dynamics and thermodynamics can be connected via the so-called “principle of local detailed balance”8 which relates

the ratio of forward and backward rate constants of a single elementary reaction to the di�erence of standard-state chem-
ical potentials between its reagents and products, and thus to the free-energy exchanged with the reservoirs (thermal
bath and chemostats) each time the reaction happens:

') ln
:+d
:−d

= −
∑
-

`◦-S
-
d −

∑
.

`◦.S
.
d , (33)

where indexes - and . run over motor’s and chemosta�ed species, respectively, while index d runs over all the 10
reactions introduced in Section I. For closed systems, this relation is essentially the law of mass action which has been
known since the nineteen’s century in chemistry. Its open systems formulation was later extensively used and was
derived to ensure that microreversibility holds at equilibrium11,13,14. In the broader context of statistical mechanics,
similar relations were explicitly formulated in reference 15 and to the best of our knowledge the terminology “local de-
tailed balance” �rst appeared in reference 16 to denote a constructive principle for formulating physically sound models
describing nonequilibrium phenomena. It is nowadays the central concept underlying stochastic thermodynamics, the
theory that formulates the general principles for building nonequilibrium thermodynamics for a variety of dynamics,17,18

not always related to chemical processes. Under certain conditions, local detailed balance also holds for nonelementary
reactions as shown in references 3 and 7. �is is indeed the case for the coarse-grained rate constants of the fueling and
waste-forming reaction (see § I A), as commonly assumed4,5.

We note that the local detailed balance as stated in (33), is di�erent from how local detailed balance is discussed
in references 5 and 19. Indeed, only in contexts where there is only one possible transition (e.g. one chemical reaction
reaction) connecting a pair of states (e.g. two motor species), local detailed balance reduces to a constraint on the forward
and backward transition rates connecting the two. But in the cases where there are multiple transitions between a couple
of states (e.g. two reactions involving the same motor species but di�erent chemostats), local detailed balance only holds
at the level of each single transition16,17,20, as done in equation (33), and not at the level of the net (i.e. summed) transition
rates. �is important point is also discussed in comment 21.

At equilibrium, the thermodynamic forces driving each reaction (also called a�nities in the literature, a term not
adopted here to avoid confusion with binding a�nities) vanish

�
eq
d = −∑- `

eq
-
S-d −

∑
. `

eq
.
S.d = 0 , (34)

as well as all reaction currents

�
eq
d = �

eq
+d − � eq

−d = 0 . (35)

Equations (33) imply the Wegscheider’s conditions for the internal cycles: the product of the forward rate constants
along each internal cycle must be equal to that of the backward rate constants

from cF : :
p
−F:+J:

d
+F:

p
−F:
′
+J:

d
+F = :

p
+F:−J:

d
−F:

p
+F:
′
−J:

d
−F , (36a)

from cW : :
p
−W:+J:

d
+W:

p
−W:

′
+J:

d
+W = :

p
+W:−J:

d
−W:

p
+W:

′
−J:

d
−W , (36b)

from ca : :
p
−F:

p
+W:

p
+F:

p
−W = :

p
+F:

p
−W:

p
−F:

p
+W , (36c)

from cb : :
p
+F:

p
−W:

d
−F:

d
+W = :

p
−F:

p
+W:

d
+F:

d
−W . (36d)

�ey set thermodynamic constraints that the kinetic parameters must satisfy, thus reducing freedom in their choice.
Note that, due to symmetries in the system (i.e., rate constants of reactions 1F(p) and 4F(p) are considered identical),
condition (36c) is trivially satis�ed and condition (36d) is implied by (36a) and (36b), which are therefore the only ones
reported in the main text.

�e dissipation of the process is captured by the entropy production rate times the temperature ) :

) ¤O = ')
∑
d

�d ln
�+d
�−d
≥ 0 , (37)

which also vanishes at equilibrium. Equation (37) shows that each of the 10 reactions in the vector 1 (see Section I)
brings a positive contribution to the total dissipation. We will use this property in Section IV to identify the speci�c
contributions of chemical and mechanical processes.

By using the rate equations and the local detailed balance (33), the dissipation in equation (37) can be rewri�en as

) ¤O = −dCG + ¤Wfuel , (38)
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where

G =[1D
H]`1D

H
+ [1D

D]`1D
D
+ [1H

H]`1H
H
+ [1H

D]`1H
D
+ [2H]

(
`2H − `DBF − `CO2

)
+ [2D]

(
`2D − `DBF − `CO2

)
+

+ [F] (`F − `W) − ')
(
!M + [F] + [HCl] + [DBF] + [CO2]

)
(39)

is the semigrand Gibbs potential of the system8, and

¤Wfuel = �F (`F − `W) (40)

is the fueling chemical work per unit of time (i.e., the fueling power). If `F = `W, equation (38) shows that G is a
monotonically decreasing function in time, given that ) ¤O ≥ 0.

A. Steady state entropy production and � ss/� ss
F

As pointed out in the main text, at stationary state (see § II B) the dissipation in equation (38) boils down to:

) ¤Oss = ¤Wss
fuel = �

ss
F (`F − `W) . (41)

It is instructive to look at the equivalent expressions of equation (41) which are obtained by decomposing the stationary
� ss
�

current on both cycles basis (25) and (26):

) ¤Oss = 2kcn (`F − `W) = (kc1p +kc3d +kc4p +kc6d + 2k ′cn ) (`F − `W) . (42)

�e �rst equality (decomposition according to the basis of vectors (25)) identi�es the cycle currentkcn as the fundamental
current in the stationary regime: it accounts for total dissipation once multiplied by its conjugated fundamental force
2(`F − `W), also denoted cycle’s a�nity; this is a consequence of the presence of a unique emergent cycle. �e second
one (decomposition according to the basis of vectors (26)) highlights how the consumption of fuel can be thought of as
happening due to 5 di�erent processes: the directional cycling of the macrocycle (k ′cn , which one would like to enhance),
and four futile cycles consuming fuel without inducing directional movement of the macrocycle (kc1p ,kc3d ,kc4p , andkc6d
which one would like to suppress). From the la�er perspective, we use relations (31) to introduce the following coe�cient
of performance (� ss/� ss

F ) quantifying how many fuel molecules are needed on average to complete a directional cycle:

� ss

� ss
F

=
k ′cn

kc1p +kc3d +kc4p +kc6d + 2k ′cn
. (43)

In the best possible scenario, namely when futile currents vanish and the fuel consumption is tightly coupled with
macrocycle directional movement, we have an average of 2 fuel molecules consumed per cycle, leading to an optimal
� ss/� ss

F of 0.5. Equation (43) allows to quantify how much the motor deviates from the optimal condition and will be
employed in the supplementary simulations of § VI B to further compare di�erent designs. In particular, the values
of � ss/� ss

F for the rotary motor can be directly compared with similar data measured for biological molecular motors.
For instance, in reference 22 ATP-synthase in yeast mitochondria was found to use on average about 3.9 H+ ions to
synthetize one ATP molecule, when the expected theoretical value predicted by models was 3.3 (85% of the theoretical
limit). As anticipated in the main text, our minimalist rotary motor consumes on average seven fuel molecules per cycle,
corresponding to a � ss/� ss

F of 0.15 (30% of the theoretical limit) in the experimental condition.

IV. INFORMATION THERMODYNAMICS PERSPECTIVE

If we stick to the description above, the motor appears as an autonomous system exploiting the chemical gradient
`F−`W to sustain currents. We can evaluate its performance through equation (43), but questions such as how e�ectively
the free energy harvested from the fuel is transduced by the motor to produce directional motion remain open. �e
detailed mechanism is be�er understood when the motor is thought of as a bipartite system, where we distinguish
between “mechanical” states me� = {H,D} referring to the position of the macrocycle, and “chemical” ones �em =

{2, 1H, 1D} indicating the state of the track (how many stoppers a�ached, if one, where). With this structure in mind,
the entropy production in equation (37) can be split as:
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) ¤O = ')
∑
d

�d ln
�+d
�−d

= ) '
∑
d

�d ln
(
:+d
:−d

.
−SYf

d

f

)
︸                        ︷︷                        ︸

¤(r

+) '
∑
d

�d ln-−S
Xf
d

f

︸                ︷︷                ︸
dC(

=

= ') �2J ln :+J
:−J
+ ') �5J′ ln

: ′+J
: ′−J︸                                 ︷︷                                 ︸

) ¤(mech
r

+') �2J ln
[1D

H]
[1D

D]
+ ') �5J′ ln

[1H
D]
[1H

H]︸                                   ︷︷                                   ︸
)d̄C(mech

+

+ ') (�1F(p) + �4F(p) ) ln
:

p
−F [HCl]
:

p
+F [F]

+ ') (�3F(d) + �6F(d) ) ln
:d
+F [F]

:d
−F [HCl]︸                                                                               ︷︷                                                                               ︸

) ¤(chem,F
r

+

+ ') (�1W(p) + �4W(p) ) ln
:

p
−W

:
p
+W [DBF] [CO2]

+ ') (�3W(d) + �6W(d) ) ln
:d
+W [DBF] [CO2]

:d
−W︸                                                                                                        ︷︷                                                                                                        ︸

) ¤(chem,W
r

+

+ ') (�1F(p) + �1W(p) ) ln
[2H]
[1D

H]
+ ') (�3F(d) + �3W(d) ) ln

[1D
D]
[2D] + ') (�4F(p) + �4W(p) ) ln

[2D]
[1H

D]
+ ') (�6F(d) + �6W(d) ) ln

[1H
H]
[2H]︸                                                                                                                                                   ︷︷                                                                                                                                                   ︸

)d̄C(chem

≥ 0 ,

(44)

where terms

) ¤(mech
r = �2∆ (`◦1D

H
− `◦1D

D
) + �5∆′ (`◦1H

D
− `◦1H

H
) (45a)

) ¤(chem,F
r +) ¤(chem,W

r =

¤Wfuel︷        ︸︸        ︷
�F (`F − `W) +(�1F(p) + �1W(p) ) (`◦2H − `◦1D

H
− `DBF − `CO2

)+
+ (�4F(p) + �4W(p) ) (`◦2D − `◦1H

D
− `DBF − `CO2

) + (�3F(d) + �3W(d) ) (`◦1D
D
− `◦2D + `DBF + `CO2

)+
+ (�6F(d) + �6W(d) ) (`◦1H

H
− `◦2H + `DBF + `CO2

) (45b)

keep track of the free energy exchanged with the reservoirs by each of the two sets of degrees of freedom. Note
that fueling work by the chemostats is done on chemical degrees of freedom only. Terms d̄C(mech and d̄C(chem can be
rewri�en by introducing cumulative concentrations for the chemical subsystem: [2] = [2H] + [2D], [1H] = [1H

D] + [1H
H],

[1D] = [1D
D]+ [1D

H]; and for the mechanical one: [Hmech] = [2H]+ [1H
H]+ [1D

H], [Dmech] = [2D]+ [1H
D]+ [1D

D]. We thus have:

d̄C(mech/' = (�2J − �5J′) ln [H
mech]

[Dmech]︸                        ︷︷                        ︸
dC(mech/'

−�2J ln
[Hmech] [1D

D]
[Dmech] [1D

H]
− �5J′ ln

[Dmech] [1H
H]

[Hmech] [1H
D]︸                                                    ︷︷                                                    ︸

− ¤Imech

d̄C(chem/' = (�1F(p) + �1W(p) − �3F(d) − �3W(d) ) ln
[2]
[1D] + (�4F(p) + �4W(p) − �6F(d) − �6W(d) ) ln

[2]
[1H]︸                                                                                                        ︷︷                                                                                                        ︸

dC(chem/'

+

−(�1F(p) + �1W(p) ) ln
[2] [1D

H]
[1D] [2H]

− (�3F(d) + �3W(d) ) ln
[1D] [2D]
[2] [1D

D]
− (�4F(p) + �4W(p) ) ln

[2] [1H
D]

[1H] [2D]
− (�6F(d) + �6W(d) ) ln

[1H] [2H]
[2] [1H

H]︸                                                                                                                                                                ︷︷                                                                                                                                                                ︸
− ¤Ichem

.

(46)

Now the interpretation of dC(mech and dC(chem is clear: they are the time derivatives of the subsystem’s Shannon-like
entropies8,23. If we could measure the two subsystems separately, the entropy production rates we would assign to them
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would be:

fmech B ¤(mech
r + dC(mech (47)

fchem B ¤(chem,F
r + ¤(chem,W

r + dC(chem . (48)

Concerning the other terms, we now justify the names ¤Imech and ¤Ichem by showing that their sum gives the time
variation of the mutual information between the two subsystems. �e reader who is not interested in technical details
can directly go to equation (51).

If we focus on the stochastic behavior of a single motor unit, the joint probability to �nd it in a certain mechanical
and chemical state evolves according to the following master equation:

dCp(chem,mech) =
∑

mech′,chem′

[
W(chem,mech),(chem′,mech′)? (chem′,mech′)] . (49*)

For instance, it is analogous to the one employed in reference 24 to study another example of a molecular motor. Note
how the structure of equation (49*) is analogous to the equation (13*) evolving the concentrations of the various motor
species. Indeed, when the number N of single motor units in the system is large, the probabilities p(mech, chem)
for each chemical species become sharply peaked on their average values. �us, we can perform the substitution
p(mech, chem) =

T (mech,chem)
#

=
[^ ]
!M

, which shows that equation (13*) is the macroscopic limit of equation (49*).
�is is crucial, because it implies that for such a case taking the macroscopic limit of stochastic quantities just means
to switch from the probability of a certain state to its concentrations. In this case, the stochastic mutual information
between mechanical and chemical subsystems reads:

IM =
∑

mech,chem
? (mech, chem) ln ? (mech, chem)

? (mech)? (chem) ≥ 0 , (50*)

which is a measure of the correlation between the two sets of degrees of freedom. In the above equation, ? (mech) =∑
chem ? (mech, chem) and ? (chem) = ∑

mech ? (mech, chem). �us, the mutual information in terms of macroscopic
concentrations can be de�ned as:

I B !MIM =

(
[2H] ln [2H]

[Hmech] [2] + [2D] ln [2D]
[Dmech] [2] + [1

D
H] ln

[1D
H]

[Hmech] [1D] +

+ [1D
D] ln

[1D
D]

[Dmech] [1D] + [1
H
D] ln

[1H
D]

[Dmech] [1H] + [1
H
H] ln

[1H
H]

[Hmech] [1H]

)
+ !M ln(!M) , (51)

and by straightforward computation and equation (18) we get

dCI = ¤Imech + ¤Ichem . (52)

To summarize, we showed that the entropy production of the full system can be wri�en as a sum of two individually
positive terms:

) ¤O = ) ¤Omech +) ¤Ochem = )fmech − ') ¤Imech︸                  ︷︷                  ︸
≥0

+)fchem − ') ¤Ichem︸                  ︷︷                  ︸
≥0

. (53)

Indeed, by substituting into equation (53) expressions (48), (46) and (45), we �nd

) ¤Omech = ) ¤(mech
r +)d̄C(mech = ')

∑
dmech

�dmech ln
�+dmech

�−dmech
≥ 0

) ¤Ochem = ) ¤(chem
r +)d̄C(chem = ')

∑
dchem

�dchem ln
�+dchem

�−dchem
≥ 0 (54)

where dmech = {2J, 5J ′} and dchem = {1F(p) , 1W(p) , 3F(d) , 3W(d) , 4F(p) , 4W(p) , 6F(d) , 6W(d) } denote the reactions chang-
ing the mechanical and the chemical state of the motor, respectively.

At stationary state, we have that dCI = 0 = ¤Imech
ss + ¤Ichem

ss (equation (51)), and also dC(mech and dC(chem vanish, as they
are state functions. By specializing equation (53) to the stationary state (where relations (31) are employed to simplify
the �nal expression) and de�ning ¤Imech

ss = − ¤Ichem
ss = − ¤I and ) ¤(mech

r,ss = ¤E, we �nally get the equation reported in the
main text (where the ss symbol has been dropped since there we unambiguously refer to the stationary state):

) ¤Oss = ) ¤Ochem
ss +) ¤Omech

ss = � ss
F (`F − `W) − ¤E − ') ¤I︸                         ︷︷                         ︸

≥0

+ ¤E + ') ¤I︸    ︷︷    ︸
≥0

≥ 0 . (55)
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V. THERMODYNAMIC CONSTRAINTS ON THE STATIONARY STATE DYNAMICS AND CONNECTIONWITH
KINETIC ASYMMETRY: THE ROTARY MOTOR AS A ROSETTA STONE FOR KINETIC AND THERMODYNAMIC

ANALYSIS

In this section, we examine in detail how equation (55) implies previous results obtained in the literature, namely
the kinetic asymmetry rule4,5. In general, we can distinguish three possible stationary states for this system. �e
equilibrium (i) is always reached when the chemical potential gradient acting on the system is null (`F = `W), no ma�er
the values of the rate constants (provided they ful�ll Wegscheider’s conditions in equations (36)). At equilibrium each
reaction current vanishes (� eq

d = �
eq
+d − � eq

−d = 0) and no average net displacement of the macrocycle with respect to the
track can be observed. Whenever the chemical potentials of fuel and waste species are kept di�erent (e.g., `F > `W ),
a nonequilibrium stationary state with net currents is reached in the long time limit (see § II B). �is situation can be
“symmetric” (ii) – always when the position of the macrocycle does not a�ect the rates of the fueling and waste-forming
reactions – or “asymmetric” (iii) – the general case for the experiment we are considering. �e la�er is the interesting
one from the point of view of directionality, because it corresponds to an average directional motion of the macrocycle
along the track characterized by a non-null stationary state current � ss (equation (31)).

A. Condition for directional � ss

By considering the decomposition of the dissipation in equation (55):

) ¤Oss =

) ¤Ochem
ss︷                         ︸︸                         ︷

� ss
F (`F − `W) − ¤E − ') ¤I +

) ¤Omech
ss︷                                                ︸︸                                                ︷

� ss') ln
:+J: ′+J
:−J: ′−J︸               ︷︷               ︸
¤E

+ � ss') ln
[1D

H]ss [1H
D]ss

[1D
D]ss [1H

H]ss︸                      ︷︷                      ︸
') ¤I

, (56)

the following inequalities hold by virtue of the second law of thermodynamics for bipartite systems:

) ¤Ochem
ss = IF

ss (`F − `W) −) ¤Omech
ss ≥ 0 (57a)

) ¤Omech
ss = ¤E + ') ¤I = � ss')

(
ln
:+J: ′+J
:−J: ′−J

+ ln
[1D

H]ss [1H
D]ss

[1D
D]ss [1H

H]ss

)
≥ 0 . (57b)

As highlighted in the main text, net directional displacement of the macrocycle in the stationary state can be observed
only in the presence of mechanical dissipation () ¤Omech

ss > 0), as directed motion is a nonequilibrium behaviour. �is
implies that in order to have a non null � ss, a positive fueling work is required (IF

ss (`F − `W) > 0 in equation (57a), oth-
erwise the stationary state would be an equilibrium one). �is is not su�cient, since the sum of energy and information
�ow in equation (57b) must be positive too, namely a net free energy transfer from chemical to mechanical processes
must be present.

�e condition for a net directional displacement of the macrocycle in the stationary state can then be wri�en as:

ln
:+J: ′+J
:−J: ′−J

+ ln
[1D

H]ss [1H
D]ss

[1D
D]ss [1H

H]ss
= ln

� ss
+2J �

ss
+5J′

� ss
−2J �

ss
−5J′

≠ 0 . (58)

�anks to equation (31), it’s easy to realize that whenever the quantity in equation (58) is positive, � ss is positive too,
and vice-versa, thus guaranteeing equation (57b) to always hold. We will now show how the condition (58) (obtained
with nonequilibrium thermodynamic arguments) is equivalent to previous results obtained in the literature (based on
kinetic arguments).

B. Connection to kinetic asymmetry and  r

According to references 25 and 6, the condition for having directional currents in nonequilibrium chemical systems
(� ss ≠ 0) can be expressed in terms of the ratcheting constant, which for the motor under study reads

 r =
:+J: ′+J (:

p
−F [HCl] + :p

−W)2 ( [F]:d
+F + [CO2] [DBF]:d

+W)2
:−J: ′−J ( [F]:

p
+F + [CO2] [DBF]:p

+W)2 (:d
−F [HCl] + :d

−W)2
≠ 1 , (59)
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with  r > 1 implying a positive forward current, and vice-versa. By using Wegscheider’s conditions (36),  r can be
rewri�en as4,5,25,26:

 r =
:+J: ′+J (:

p
−F [HCl])2 ( [F]:d

+F)2
:−J: ′−J ( [F]:

p
+F)2 (:d

−F [HCl])2︸                                 ︷︷                                 ︸
=1, see equation (36a)

(1 + :
p
−W

:
p
−F [HCl] )2 (1 +

[CO2 ] [DBF]:d
+W

[F]:d
+F

)2

(1 + [CO2 ] [DBF]:p
+W

[F]:p
+F

)2 (1 + :d
−W

:d
−F [HCl] )2

=

(1 + :
p
−W

:
p
−F [HCl] )2 (1 +

[CO2 ] [DBF]:d
+W

[F]:d
+F

)2

(1 + [CO2 ] [DBF]:p
+W

[F]:p
+F

)2 (1 + :d
−W

:d
−F [HCl] )2

.

(60)

In the following, we show how the condition  r ≠ 1 for a directional current � ss ≠ 0 is implied by equations (58).

1. Equilibrium condition

�e expression of the ratcheting constant in equation (60) can be further rearranged thanks to equations (32) and (33)
to get (see also Eq. (5) in 4):

 r =
(1 + :

p
−W

:
p
−F [HCl] )2 (1 +

:d
−W

:d
−F [HCl] e

− `F−`W
') )2

(1 + :
p
−W

:
p
−F [HCl] e

− `F−`W
') )2 (1 + :d

−W
:d
−F [HCl] )2

, (61)

which nicely shows that  r = 1 (and then � ss = 0) whenever `F = `W, in analogy with equation (57a). Regardless of the
values of the rate constants, if there is no thermodynamic force (`F − `W = 0), the motor will relax to an equilibrium
stationary state with no directional currents, and the quantity in equation (58) will be zero.

2. Proof of the implication ¤Omech > 0→  r ≠ 1

We now prove that the condition on  r in equation (59) directly follows from equation (58). We do so by relying on
some results and techniques from graph theory (see appendixes of reference 3 for an introduction). �e reader who
is not familiar with this kind of techniques can directly go to the next paragraph, where a simpler proof valid for the
experimental case (where equations 1 hold) is presented.

First of all, we de�ne  r in terms of the pseudo rate constants introduced in equation (13*):

 r =
:̃+J:̃ ′+J (:̃

p
−:̃d+)2

:̃−J:̃ ′−J (:̃
p
+:̃d−)2

=
Pcw
Pccw

, (62)

where Pcw and Pccw are the product of all forward clockwise and counterclockwise pseudo reaction constants, respec-
tively. By plugging the analytical expression (27*) for the steady state concentrations into the condition (58), the la�er
can be rewri�en as

©«
:̃+J

∑
C ∈T1D

H

∏
d∈C

:̃d
ª®®¬
·
©«
:̃ ′+J

∑
C ∈T1H

D

∏
d∈C

:̃d
ª®®¬
−

©«
:̃−J

∑
C ∈T1D

D

∏
d∈C

:̃d
ª®®¬
·
©«
:̃ ′−J

∑
C ∈T1H

H

∏
d∈C

:̃d
ª®®¬
≠ 0 . (63*)

We recall that, for instance, the symbol T1D
H

denotes the set of spanning trees rooted in vertex 1D
H of the chemical reaction

network representing the motor. �erefore, each parenthesis in the above expression contains a sum of 6 terms that are
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each the product of 6 pseudo reaction constants. We can manipulate expression (63*) to get

©«
:̃+J

∑
C ∈T1D

H
∧:̃−J ∈C

∏
d∈C

:̃d + Pcw

ª®®®¬
·
©«
:̃ ′+J

∑
C ∈T1H

D
∧:̃′−J ∈C

∏
d∈C

:̃d + Pcw

ª®®®¬
−

©«
:̃−J

∑
C ∈T1D

D
∧:̃+J ∈C

∏
d∈C

:̃d + Pccw

ª®®®¬
·
©«
:̃ ′−J

∑
C ∈T1H

H
∧:̃′+J ∈C

∏
d∈C

:̃d + Pccw

ª®®®¬
=

0 + (P2
cw − P2

ccw) + Pcw


:̃+J

∑
C ∈T1D

H
∧:̃−J ∈C

∏
d∈C

:̃d + :̃ ′+J
∑

C ∈T1H
D
∧:̃′−J ∈C

∏
d∈C

:̃d

︸                                                          ︷︷                                                          ︸
Q

− Pccw


:̃−J

∑
C ∈T1D

D
∧:̃+J ∈C

∏
d∈C

:̃d + :̃ ′−J
∑

C ∈T1H
H
∧:̃′+J ∈C

∏
d∈C

:̃d

︸                                                          ︷︷                                                          ︸
Q

= (Pcw − Pccw) · (Pcw + Pccw +Q) ≠ 0 . (64*)

Since Pcw, Pccw, and Q are positive quantities, the above condition is satis�ed if and only if Pcw − Pccw ≠ 0 or, alter-
natively, Pcw/Pccw ≠ 1, thus fully proving the equivalence between condition (59) from references 4, 25, 5, and 6 and
condition (58) derived from the second law (57) for bipartite systems23.

3. Special proof for the experimental case

Here, we repeat the above proof for the special case of the experimental rotary motor, where the symmetries in
equations (1) hold and the expressions for stationary state concentrations is given by equations (28). By plugging the
la�er in equation (58), the condition for directional current boils down to:

(:p
−F [HCl] + :−W) (:d

+F [F] + :+W [CO2] [DBF]) + (:p
−F [HCl] + :d

−F [HCl] + 2:−W):J
(:d
−F [HCl] + :−W) (:p

+F [F] + :+W [CO2] [DBF]) + (:p
−F [HCl] + :d

−F [HCl] + 2:−W):J
≠ 1 , (65)

which is equivalent to

(:p
−F [HCl] + :−W) (:d

+F [F] + :+W [CO2] [DBF]) ≠ (:d
−F [HCl] + :−W) (:p

+F [F] + :+W [CO2] [DBF]) , (66)

and so

(:p
−F [HCl] + :−W) (:d

+F [F] + :+W [CO2] [DBF])
(:d
−F [HCl] + :−W) (:p

+F [F] + :+W [CO2] [DBF]) ≠ 1 , (67)

which is exactly the square root of  r in equation (59) specialized for the experimental case.

4. On the magnitude of the stationary state current � ss

We conclude this section by deriving the expression of the stationary state current displayed in equation (4) of the
main text, which proves particularly useful to rationalize and discuss numerical simulations in the main text and in
§ VI B.

First of all, we rewrite the stationary state current de�ned in equation (31a) and equation (4) of the main text in terms
of the pseudo rate constants introduced in equation (13*):

� ss = :̃+J [1D
H]ss − :̃−J [1D

D]ss = :̃
′
+J [1H

D]ss − :̃ ′−J [1H
H]ss . (68)
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�is rewriting is trivial, since :̃+J = :+J , :̃−J = :−J , :̃ ′+J = : ′+J , and :̃ ′−J = : ′−J (see equation (13*)), but by plugging the
analytical expression (27*) for stationary state concentrations into equation (68) we get

� ss =
!M
N

©«
:̃+J

∑
C ∈T1D

H

∏
_∈C

:̃_ − :̃−J
∑
C ∈T1D

D

∏
_∈C

:̃_
ª®®¬
=

=
!M
N

©«
:̃+J

∑
C ∈T1D

H
∧:̃−J ∈C

∏
d∈C

:̃d + Pcw − :̃−J
∑

C ∈T1D
D
∧:̃+J ∈C

∏
d∈C

:̃d − Pccw

ª®®®¬
=
!M
N (Pcw − Pccw) =

=
!MPccw
N ( r − 1) = � ( r − 1) , (69*)

where we introduced the positive quantity � appearing in equation (4) of the main text. All the other symbols appearing
in the above equation have been de�ned in equations (27*) and (62). Equation (69) shows that the sign of the current
� ss is determined by  r being smaller or greater than 1, with no current for  r = 1, while its magnitude depends on the
actual value of both  r and � . Crucially, the value of � can be varied independently from the value of  r, thus allowing
for design modi�cations which can improve or stall a motor’s performance (but not altering the direction of cycling)
without varying its kinetic asymmetry. �is kind of e�ects are explored in the main text and in the next section with
the help of numerical simulations.

VI. NUMERICAL SIMULATIONS

In order to be�er understand the implications of the model for the design of molecular motors, we performed a series
of numerical simulations solving numerically dynamical equations (10) while varying key rate constants and plo�ing
the predicted e�ect on the stationary state current (� in equation (4) in the main text, � ss in equations (31a) and (69)), the
thermodynamic e�ciency ([, equation (5) in the main text), and the quantity �/�F (stationary state current divided by
the rate at which fuel is consumed at the stationary state), which equates to the average number of cycles achieved per
molecule of fuel (see equation (43)). As stated in § III A, this last measure is a coe�cient of performance which is distinct
from e�ciency because it is independent of both the energy content of the fuel, instead looking at the e�ect of each
fuel molecule, and of whether the energy is dissipated mechanically or chemically, only re�ecting how well fuel use
correlates with unidirectional movement. In all the simulations, thermodynamic consistency was always guaranteed by
enforcing Wegscheider’s conditions (36).

It should be noted that the current is unbounded and can be positive or negative, indicating forward or backward
movement respectively, thermodynamic e�ciency is bounded between 0 and 1, and �/�F is bounded between 0.5 and
−0.5 (the sign indicating direction). �e value has a maximum of 0.5 because at minimum 2 molecules of fuel are required
for a complete cycle as the rotary motor is a two-stroke design, with two barriers to move past per cycle.

A. Parameters

�e parameters in Table I were adopted as reference in the numerical simulations of the model introduced in Section I.
�e chosen values are intended to be realistic and give a correct qualitative outcome. A precise quantitative analysis
would require more experimental data and is out of the scope of the present work. Apart where explicitly said or shown
in the graphs, reference parameters are kept constant in the numerical simulations.

B. Supplementary analysis of the numerical simulations

1. Chemical gating of the fueling reaction

In this simulation, the sum of the rates of the fueling reactions and the chemical gating ratio of the fueling reaction
were varied (Fig. 3a,b in the main text, Fig. 1). �is is the only source of chemical gating as no chemical gating is
introduced via the waste forming reactions in this simulation, as was the case in the experimental rotary motor (white
dot). With no chemical gating (white line) there can be no current in the motor and therefore thermodynamic e�ciency
and the number of cycles per unit of fuel are also always zero. For intermediate rates of the fueling reaction, the current
increases as the chemical gating increases. �is is because an increased kinetic bias means the motor spends more time

173



16

Table I: Reference parameters employed in the numerical simulations. Rate constants :d
+F, :p

+F, :−W and :J are
estimated based on data collected in reference 1, where equations (1) hold, and related rotaxanes27. Rate constants :d

−F
and :+W are calculated by using equation (33) and assuming, based on known enthalpy-of-formation data, a di�erence
of the order of 102 : � <>;−1 in the standard chemical potentials between fuel and waste species (`◦F − `◦W). �e rate
constant :p

−F is obtained by using equation (36a) to guarantee thermodynamic consistency. �e total concentration of
motor’s species !M is the same as in reference 1. �e parameters involving chemosta�ed concentrations ([Fmoc−Cl],
[DBF] · [CO2] and [HCl]) are estimated based on the original experiment1 and other known data28. �e order of
magnitude of parameters [DBF] · [CO2] and [HCl] does not signi�cantly a�ect the results of simulations, since the
microscopic reverses of fueling and waste-forming reactions (rate constants :p/d

−F and :+W) are highly unfavorable.

:d
+F 8 · 10−3 mol−1 dm3s−1

:d
−F 1 · 10−27 mol−1 dm3s−1

:
p
+F 2 · 10−3 mol−1 dm3s−1

:
p
−F 2.5 · 10−28 mol−1 dm3s−1

:−W 8 · 10−6 s−1

:+W 1 · 10−26 mol−2dm6s−1

:J 1 · 101 s−1

!M 1 · 10−2 mol dm−3

[Fmoc−Cl] 3 · 10−2 mol dm−3

[DBF] · [CO2] 1 · 10−5 mol2 dm−6

[HCl] 1 · 10−18 mol dm−3

Supplementary Figure 1: Graphs depicting the variation in current, e�ciency, and �/�F as overall fueling rate
(x-axis) and fueling gating (y-axis) are changed. �e white dot indicates the approximate parameters of the
experimental rotary motor.

moving in the forward direction. A plateau is reached at higher values of chemical gating, indicating that other values
(for instance, shu�ling rate or waste formation rate) may become limiting to the current under these conditions. In this
case, the waste-forming reaction is likely to be limiting, as it can be seen that the corresponding plateau in the ‘cycles
per fuel molecule’ graph is at a value of approximately ±0.25. �is is the theoretical limit (with perfect fueling gating)
for a two stroke motor with no chemical gating of the waste-forming reaction (minimum two fuel molecules per cycle
because there are two barriers, but half the fuel molecules will lead to no step because of a backwards waste-forming
reaction).

Very slow fueling rates (far le� of the graphs) slow the motor to a near-stall, as the rate of reaction limits how fast
the rotation can be. �e graph of cycles per unit fuel shows that the motor is not actually stalled, just extremely slow
as the motor still achieves the same number of cycles for each unit of fuel under these conditions. Less intuitively, very
fast fueling rates (far right of the graphs) can actually stall the motor. �is is because the fueling reaction is so fast
that the mechanical distribution is e�ectively trapped as there is not su�cient time for mechanical equilibration before
both co-conformers react. �is promotes futile cycles, so fuel is still used despite less directional motion being achieved
and therefore fewer cycles are performed for each fuel molecule used. Directional motion is still possible, but a greater
chemical gating ratio is needed to achieve it. Under these conditions with a relatively very fast fueling reaction, a motor
can be e�ectively stalled even if the chemomechanical cycle has kinetic asymmetry arising from the chemical gating.

�e optimal thermodynamic e�ciency balances the competing factors of a fast fueling rate, allowing the mechanical
state to be pushed further from equilibrium, and fueling rates that are slow enough to limit futile cycles. �e symmetric
hotspots (thermodynamic e�ciency is independent of direction) are therefore on the right of the graph, towards faster
fueling rates where this balance is struck best. �e current and �/�F graphs are anti-symmetric around the horizontal
axis with a chemical gating ratio of one (i.e., with the chemical gating ratio inverted, the same current and �/�F are
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achieved but in the opposite direction).

2. Chemical gating of the waste-forming reaction

In this simulation, the overall rate and chemical gating ratio of the waste-forming reaction were varied, while the
chemical gating ratio of the fueling reaction was retained at a value of 4 (based on experimental measurements1, Fig. 2,
shown by the white dot in the �gures). �erefore, even in the absence of waste-formation chemical gating, there is a

Supplementary Figure 2: Graphs depicting the variation in current, e�ciency, and �/�F as overall waste-forming
rate (x-axis) and waste-forming gating (y-axis) are changed. �e white dot indicates the approximate parameters of the
experimental rotary motor.

driving force for the directional mechanical movement in the rotary motor from a positive information �ow. Primarily
this simulation shows the same as the fueling gating equivalent, while also showing that the waste-forming gating can
cancel out the free energy transfer to the mechanical processes from the fueling gating and stall the motor. �is gives the
chemomechanical cycle no net kinetic asymmetry which is a condition synonymous with zero mechanical dissipation
due to the absence of net free-energy �ow between chemical and mechanical transitions. Where this direct negation
occurs (white line), the current, e�ciency and number of cycles per unit fuel are all inherently zero.

An interesting di�erence is that fast waste-forming reaction do not appear to cause a loss of current, e�ciency, or
cycles per fuel molecule. �is is because the states preceding a waste-forming reaction (2H or 2D) are not able to undergo
mechanical exchange and are therefore inherently always at mechanical equilibrium (precluding the mechanism by
which fast fueling leads to a lower current, e�ciency, and cycles per fuel). However, as the current model neglects the
possibility for the rotary motor to lose both barriers, which is more likely to occur with faster waste-forming reactions,
deviations from this behavior are expected. If this detail were included, it would be expected that faster waste-forming
reactions would also lead to a loss of current, e�ciency, and cycles per fuel.

3. Further exploration of chemical gating

Be�er currents and e�ciencies are theoretically obtainable with double-gated machines, in which both the fueling
and waste-forming processes are chemically gated29. A simulation in which the gating ratios of both reactions could
be independently varied (Fig. 3) supports this idea, showing that the highest currents and e�ciencies are predicted for
motors in which both chemical processes are gated (top right and bo�om le�). Furthermore, no ma�er the magnitude
of gating for one process, the motor would be stalled if the other process is biased in the opposite direction (white line,
bo�om right to top le� of the graphs), leading to zero total kinetic asymmetry and precluding mechanical dissipation.
Although the overall rates of the fueling and waste-forming reactions are di�erent within the model, it appears that the
contributions of fueling and waste-forming gating are symmetric and of equal importance for current, e�ciency, and
�/�F. Additionally, this was the only simulation to approach the theoretical maximum limit of 0.5 cycles per fuel molecule,
demonstrating that this requires large chemical gating values for both chemical processes. Under the conditions in which
this limit is reached (top right and bo�om le�), it follows that further improvements to current and e�ciency would
have to come from other parts of the chemomechanical cycle. �e limiting factor in this simulation is most probably the
overall rates of the fueling and waste-forming reactions, though could plausibly be shu�ling rate under other conditions.
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Supplementary Figure 3: Graphs depicting the variation in current, e�ciency, and �/�F as chemical gating of the
fueling reactions (x-axis) and the waste-forming reactions (y-axis) are changed. Shu�ling rates and overall rates of the
fueling and waste-forming reactions are kept constant at experimental values throughout. �e white dot indicates the
approximate parameters of the experimental rotary motor.

4. Introducing energy �ow with power strokes without varying kinetic asymmetry

In this simulation, the shu�ling rate and ratio of clockwise and anticlockwise shu�ling rates were varied (Fig. 3c,d
in the main text, Fig. 4), introducing energy �ow via two power strokes. �e simulation treats both halves of the rotary

Supplementary Figure 4: Graphs depicting the variation in current, e�ciency, and �/�F as overall shu�ling rate
(x-axis) and power stroke magnitude (y-axis) are changed. �e power strokes are added in such a way as to keep the
transition state energies and hence the kinetic asymmetry constant by compensating for changes to the mechanical
transitions with the rates of the chemical transitions (see the Methods section of the main text). �e white dot
indicates the approximate parameters of the experimental rotary motor.

motor cycle (Fig. 2) as identical (:+J = : ′+J , :−J = : ′−J). As explained in the Methods section of the main text, in this
simulation Wegscheider’s consistency conditions (equations (36)) were imposed by varying rate constants :p

+W and :p
+F

according to variations in shu�ling rate constants, such that the kinetic asymmetry ( r) of the chemomechanical cycle
is not changed by the introduction of power strokes (e�ectively keeping the absolute transition state energies of the
chemical transitions constant), which can nevertheless vary the positive factor � in equation (69). �is allows us to
explore changes caused only by power strokes to identify if, and how, power strokes have any e�ect on the behavior of
the molecular motor.

For relatively slow shu�ling rates (far le� of the graphs) the motor is e�ectively stalled, with no signi�cant current,
thermodynamic e�ciency, or cycles per unit fuel. As well as slow shu�ling leading directly to low current, this situation
is synonymous with the fast fueling reaction condition described above, in which the mechanical equilibration is slow
enough that the mechanical distribution is trapped out by the relatively fast fueling reaction. Fast shu�ling rates (far
right of the graphs) do not appear detrimental to either the current or the number of cycles per fuel molecule, but ther-
modynamic e�ciency with respect to how free energy is dissipated is strongly adversely a�ected. �is is because fast
shu�ling hinders the generation of a concentration bias with respect to the equilibrium distribution in the mechanical
states by more rapidly enabling equilibration. �e position of optimal thermodynamic e�ciency is determined by a
trade-o� between shu�ling slow enough that the mechanical states are signi�cantly far from their equilibrium distribu-
tion in the steady state, but fast enough not to too strongly promote futile cycles. It is particularly noticeable from the
graphs that the optimal region of thermodynamic e�ciency contours around the region in which �/�F, the number of
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cycles per fuel molecule, moves from a non-productive plateau (le� of the graphs) to a productive plateau (right of the
graphs). �is is because slow shu�ling decreases both e�ciency and �/�F, while the la�er is independent of the path by
which the energy from the fuel is dissipated. As a result, it is una�ected as the degree of energy dissipated through the
mechanical processes decreases because of faster shu�ling.

A key di�erence can be seen between graphs in the region describing negative energy �ow from backwards power
strokes (bo�om, where :+J/:−J = : ′+J/: ′−J < 1, so clockwise shu�ling requires gain of chemical potential). In this
region, the thermodynamic e�ciency and the number of cycles per unit fuel are independent of the magnitude of the
power stroke and dependent only on the overall shu�ling rate. Conversely, the current is strongly dependent on the
power stroke magnitude. �is arises because the current is directly reduced by the slow forward mechanical transitions
associated with backward power strokes which limit the rate of the forwards chemomechanical cycles. However, e�-
ciency and �/�F are not a�ected as the decrease in the current (� ) is o�set by the decrease in the fuel consumption rate
(�F).

In the region with a positive energy �ow arising from forwards power strokes, (top, where :+J/:−J = : ′+J/: ′−J > 1, so
clockwise shu�ling lowers standard chemical potential) all three quantities are dependent on both the overall shu�ling
rate and the magnitude of the power stroke. If the power stroke is too large or overall shu�ling rate is too small (top
and le� of the graphs), futile cycles are favored, decreasing the current and thermodynamic e�ciency and requiring
more fuel per cycle on average. �is is because the proximal species (1H

D or 1D
H) are su�ciently destabilized so that the

unwanted proximal fueling reaction is faster than mechanical shu�ling. It is especially unfavorable if a large power
stroke and slow overall shu�ling rate are combined.

�e maximum current is seen in a region with positive energy �ow from forward power strokes but faster mechanical
transitions (top right of the graphs). �is is because, at steady state, the energy �ow is increased by adding power
strokes faster than information �ow is decreased by biasing the mechanical equilibrium. �is is a speci�c property of
nonequilibrium regimes, where the standard chemical potentials and mutual information contributions to the total free-
energy �ow, which must inherently cancel at equilibrium, may di�er in a nonequilibrium steady state. In mathematical
terms we have, for the sum of energy and information �ows:

¤E + ') ¤I = � (`◦1D
H
− `◦1D

D
+ `◦1H

D
− `◦1H

H
+ ') log

[1D
H] [1H

D]
[1D

D] [1H
H]
) ≥ 0 . (70)

At mechanical equilibrium, both the current � and the quantity in parenthesis are individually zero, since the concentra-
tions are distributed accordingly to the exponential of the the di�erence in standard chemical potentials divided by ') .
As soon as the system is driven out of equilibrium, the di�erence in standard chemical potentials stays constant (and
positive in the region we are considering). In the presence of kinetic gating in the forward direction, the magnitude of the
logarithm (negative, in the region we are considering) decreases. �is is because, while the equilibrium favors 1D

D over
1H

D and 1H
H over 1D

H, the fueling kinetic gating is such to �a�en this correlation, thus reducing mutual information. As a
result, the mutual information contribution decreases towards more negative values slower than the standard chemical
potential contribution increases towards positive values, so that the sum in the parenthesis is positive. In the presence
of fast shu�ling, the concentration distribution stays very close to the equilibrium one and the quantity in parenthesis
is very small, thus making the e�ciency very low. In other words, when the shu�ling is fast, the mechanical transitions
stay very close to equilibrium. �is does not contradict the fact that we observe a high current in the stationary state,
because ratio :+J [1D

H]ss/:−J [1D
D]ss = :

′
+J [1H

D]ss/: ′−J [1H
H]ss being close to 1 does not imply that the di�erence giving the

current � = :+J [1D
H]ss − :−J [1D

D]ss = : ′+J [1H
D]ss − : ′−J [1H

H]ss is small. Indeed, this is a clear example showing why the
entropy production, not the current or �/�F, is a measure of how far from equilibrium this system operates. Despite
the increased current, the average number of cycles per fuel molecule remains unchanged between the high-current
area (top right of the graphs) and the region with no or negative energy �ow (bo�om of the graphs), showing that only
current is a�ected. In the same area, the e�ciency plot shows that a very low percentage of the fueling free-energy is
made available to the mechanical transitions, indicating that this regime, while optimizing current (� ) and �/�F, may not
be optimal to perform work (e.g., transporting cargoes).

5. Introducing energy �ow with a power stroke together with varying kinetic asymmetry

In contrast to the previous case, if Wegscheider’s consistency conditions are imposed by varying rate constants :p
+W

and :p
−F (and not :p

+W and :p
+F) according to variations in shu�ling rate constants, the introduction of a power stroke

will change the kinetic asymmetry of the chemomechanical cycle (Fig. 5). Unsurprisingly, the graphs produced for
this scenario appear to display a combination of the features seen when power stroke magnitude (Fig. S.4) and kinetic
asymmetry (Figs. S.1 and S.2) are altered independently. In the region with a positive power stroke and the associated
larger kinetic asymmetry, the current and �/�F increase. As with the fueling gating variation (Fig. S1) �/�F, the number of
cycles per fuel molecule, approaches the theoretical cap of ±0.25 for a motor with an unbiased waste-forming reaction.
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Supplementary Figure 5: Graphs depicting the variation in current, e�ciency, and �/�F as overall shu�ling rate
(x-axis) and power stroke magnitude (y-axis) are changed. �e total power stroke magnitude is not compensated by
changes in fuel addition and waste removal transition rates (:p

+F and :p
−W), therefore allowing the kinetic asymmetry to

change. Instead, the transition rates of reverse processes (waste addition and fuel removal, :p
+W and :p

−F) are altered to
retain Wegscheider’s conditions and thermodynamic validity (see the Methods section of the main text). �e white dot
indicates the approximate parameters of the experimental rotary motor.

�is is because the heights of the waste-forming transition states do not change (and hence remain identical to each
other within the model) so any change in the power stroke is compensated by a corresponding change in the rates of
the waste-forming reactions. �e maximum e�ciency in the region with positive power strokes is the highest seen
in any simulation, appearing in the region with slower absolute shu�ling for same reasons as previously discussed
(see § VI B 1, VI B 2, and VI B 4), indicating that this combined approach, introducing power strokes with concomitant
increase in kinetic asymmetry, may be an e�cient design for molecular motors.

As with the simulations varying kinetic asymmetry by altering chemical gating of the fueling or waste-forming
reactions, the direction of the rotary motor can be inverted with su�ciently negative power strokes. However, these
graphs are not symmetrical and a lower maximum current and e�ciency are seen in the negative current region as the
chemical gating inherent to the system (i.e., with no power strokes) favors a positive (clockwise) current.

6. Causing power strokes to cancel out

In this simulation (Fig. 6), shu�ling rate and power stroke magnitude are, again, altered. �is time, however, the

Supplementary Figure 6: Graphs depicting the variation in current, e�ciency, and �/�F as overall shu�ling rate
(x-axis) and power stroke magnitude (y-axis) are changed. �e power strokes are introduced so that they cancel out
(i.e., energy release by the �rst mechanical transition is always mirrored by an identical energy gain in the second) and
lead to no net energy �ow within the chemomechanical cycle. �e pink plus and orange cross indicate the properties
expected from changing one fumaramide group to a succinamide. �e pink plus indicates the values obtained from
single-molecule experiments30, while the orange cross shows the values found in a related rotaxane-based system31.
�e white dot indicates the approximate parameters of the experimental rotary motor.

direction of one power stroke is always opposite to the other while they retain the same magnitude, cancelling out
each other’s contribution. �erefore, no energy �ow is introduced across the full chemomechanical cycle and kinetic
asymmetry remains inherently unaltered. �is is most easily realized by switching one binding site for a more weakly or
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more strongly coordinating station. In the �gures, the orange cross marks the predicted position of a motor equivalent
to the experimental motor but with one station that binds the macrocycle 2.7 kJ mol−1 more strongly than the other,
equating to a 3 : 1 bias in occupancy. �is motor is predicted to operate at about 80% of the current of the original design
as it appears futile cycles would be promoted and ≈ 20% fewer cycles would be achieved, despite the same overall rate of
fuel use. If the di�erence in binding strength is increased to 23 kJ mol−1, the di�erence measured for the binding of the
benzylic amide macrocycle used in the rotary motor to a fumaramide site compared to a succinamide site30, the motor
is e�ectively stalled, achieving no signi�cant current, e�ciency, or number of cycles per fuel molecule.

As before (see § VI B 1, VI B 2, VI B 4, and VI B 5), slow shu�ling (le� of the graphs) can be seen to stall the motor as
futile cycles are favored, and once again, the area of maximum e�ciency comes where this e�ect best balances with the
degree to which the mechanical states are kept away from equilibrium in the steady state. Fast shu�ling does not a�ect
the current or the number of cycles per fuel molecule.

All graphs indicate that any change away from degenerate stations (moving up the y-axis) will always be detrimental
for the motor in terms of current, e�ciency, and the number of cycles per fuel molecule. �is arises from a decreased
capacity to support information �ow in the motor as one station becomes more favored, which in turn decreases the
ability of the motor to sustain a current. �e full details and origins of this e�ect are not fully explored in this current
work and warrant further experimental and theoretical investigation.

7. Conclusion

While the above by no-means represents an exhaustive analysis of all possible design feature alterations, even for the
speci�c small-molecule motor analyzed in this paper, several important considerations have been identi�ed. Further-
more, as future experimental systems become available to study, we envisage that similar analyses will help establish
more general design considerations for molecular motors. �ese may become invaluable when pu�ing molecular motors
to work and may help clarify the driving forces behind the functioning of biological molecular motors.
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22 Petersen, J., Förster, K., Turina, P. & Gräber, P. Comparison of the h+/atp ratios of the h+-atp synthases from yeast and from
chloroplast. Proc. Natl Acad. Sci. USA 109, 11150–11155 (2012).

23 Horowitz, J. M. & Esposito, M. �ermodynamics with continuous information �ow. Phys. Rev. X 4, 031015 (2014).
24 Geertsema, E. M., van der Molen, S. J., Martens, M. & Feringa, B. L. Optimizing rotary processes in synthetic molecular motors.

Proc. Natl. Acad. Sci. U.S.A. 106, 16919–16924 (2009).
25 Ragazzon, G. & Prins, L. J. Energy consumption in chemical fuel-driven self-assembly. Nat. Nanotechnol. 13, 882–889 (2018).
26 Astumian, R. & Bier, M. Mechanochemical coupling of the motion of molecular motors to atp hydrolysis. Biophys. J. 70, 637–653

(1996).
27 Leigh, D. A., Wong, J. K. Y., Dehez, F. & Zerbe�o, F. Unidirectional rotation in a mechanically interlocked molecular rotor. Nature

424, 174–179 (2003).
28 Shirono, K., Morimatsu, T. & Takemura, F. Gas solubilities (CO2, O2, Ar, N2, H2, and He) in liquid chlorinated methanes. J. Chem.

Eng. Data 53, 1867–1871 (2008).
29 Borsley, S., Leigh, D. A. & Roberts, B. M. W. A doubly kinetically-gated information ratchet autonomously driven by carbodiimide

hydration. J. Am. Chem. Soc. 143, 4414–4420 (2021).
30 Lussis, P. et al. A single synthetic small molecule that generates force against a load. Nat. Nanotechnol. 6, 553–557 (2011).
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5 C O N C L U S I O N S

The majority of synthetic chemical engines realized so far can be mod-
eled as isothermal open and bipartite chemical reaction networks. The ope-
ness arises from the exchange of matter and/or light with the environment,
which provides the input power necessary for their out-of-equilibrium func-
tioning. The bipartite structure arguably arises from the typical experimen-
tal design of such systems. Indeed, most of the systems introduced in Chap-
ter 1 (Section 1.2) combine two orthogonal kinds of reactions, which result
in bipartite reaction networks – it is not by chance that most of them are
usually represented with square schemes. Typically, reactions of one kind
serve to harvest free energy from the environment (e.g., consumption of a
chemical fuel, photoisomerizations, etc.) by mediating flows between two or
more reservoirs. Reactions of the other kind are usually not coupled to any
reservoir except the thermal bath, and correspond to mechanical movement
in space or self-assembly. The fact that the latter kind of reactions can be
kept out-of-equilibrium by just performing work on the former kind sug-
gests that a sort of internal free energy transduction among the two groups
of reactions happens, which allows free energy to be dissipated by degrees
of freedom not directly coupled to the external force.

In this thesis, we substantiated the general idea given above, thus recov-
ering a thermodynamic description of chemical engines which is similar in
scope to the one given by classical thermodynamics for steam engines de-
scribed in Chapter 1 (see Section 1.1). The resulting picture can be sketched
as in Figure 11.

Figure 11: A thermodynamic viewpoint on chemical engines. Representation of
the three chemical engines analyzed in this thesis as bipartite systems
in contact with two or more reservoirs. Grey arrows show free energy
or heat flows between reservoirs and the system, yellow arrows show in-
ternal free energy transduction between different sets of degrees of free-
dom in the system. a) Chemically-driven self arrembly: chemical degrees
of freedom are coupled with a fuel-to-waste conversion, self-assemby
degrees of freedom are kept out-of-equilibrium by internal free energy
transduction; b) Light-driven bimolecular pump: photoisomerization de-
grees of freedom mediate heat flow from the radiation (hot reservoir) and
the thermal bath, directed motion of a macrocycle is sustained by internal
free energy transduction; c) Catenane-based molecular motor: chemical
degrees of freedom are coupled with fuel-to-waste conversion, directed
shuttling of a macrocycle is sustained by internal free energy transduc-
tion.
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To get there, we departed from chemical thermodynamics as it developed
starting from the seminal contributions of Gibbs and De Donder. A simple
but self-contained review of the main theoretical concepts leveraged by the
entire thesis was given in Chapter 1 (Section 1.3) using a single double ex-
change reaction as guiding example. Despite the fact that several key ideas
have historically emerged in the stochastic setup, we attempted a presenta-
tion fully grounded into mass action kinetics in order to make the content
of the thesis independent – at least in principle – from previous knowledge
of stochastic thermodynamics.

In Chapter 2, we established a general and systematic framework to treat
the thermodynamics of arbitrary complex chemical reaction networks. Such
a framework was previously developed by the group [1] based on prece-
dent formulations [2, 3], but here we updated its presentation in view of
subsequent progress specialized in the non-homogeneous and stochastic se-
tups [4–6]. Furthermore, we extended the range of applicability of the frame-
work to nonideal systems [7] and we used it – in its ideal version – to intro-
duce different notions of thermodynamic efficiency for a minimalist model
of chemically driven self-assembly [8] frequently employed to discuss gen-
eral aspects of the phenomenon [9–12]. The extention to nonideal systems
is a milestone towards the treatment of electrically driven systems, a fron-
tier in the field of artificial chemical engines [13]. The analysis of chemically
driven self-assembly demonstrated how our thermodynamic framework can
be applied to chemical engines – regardless of nonlinearity in their dynam-
ics – to get qualitative and quantitative insights on their functioning from an
energetic viewpoint. Crucially, we could study the performance of the sys-
tem in far-from-equilibrium regions unreachable using conventional linear
regime thermodynamics.

In Chapter 3, we further extended the theory to include incoherent light
as a source of free energy [14]. We did so by formulating the Marcelin-
De Donder equation (Eq. (46)) for light-induced elementary photophysical
processes (Eq. (26) on page 85) and by finding the proper thermodynamic
potential for systems interacting with radiation. This allowed us to put light-
induced reactions on the same ground of standard chemical reactions from
a thermodynamic viewpoint. Then, by applying a thermodynamically con-
sistent coarse-graining procedure specifically developed for chemical reac-
tion schemes, we could find expressions for the currents emerging in photo-
chemical reaction schemes which are directly comparable with widespread
experimental models, whose thermodynamic properties are now clear. The
usefulness of this connection has been sealed by the collaboration with the
Credi group for the experimental and theoretical analysis of the second pro-
totype of their light-driven bimolecular pump [15]. Indeed, by specializing
our results to their experimental setup, we quantitatively probed that the de-
gree of deviation from equilibrium (both in terms of entropy production and
free energy stored) of the system when operated autonomously under con-
tinuous irradiation is correlated to the amount of power provided in form
of light. Such kind of analysis goes beyond previous theoretical modelling
of light-driven molecular machines and motors [16–18], which represent the
majority of arificial chemical engines reported so far.

In Chapter 4, we formulated information thermodynamics for determinis-
tic bipartite chemical reaction networks [19]. Since many artificial chemical
engines are bipartite systems, this allowed us to refine our approach to their
study by including an internal level of description. With this, we mean
that the thermodynamics of chemical engines can be described in terms of



subnetworks concerning different kinds of reactions, which nevertheless in-
teract by exchanging free energy via information and/or energy flows. The
key steps to extend our framework in such direction have been introducing
the notion of mutual information expressed in terms of the concentrations
of bipartite species (Eq. (41) on page 134), showing that it can be expressed
in terms of the Shannon-like contributions to the total entropy of the net-
work (Eq. (42) on page 134), and finally specializing the second law for each
subnetwork (Eq. (52) on page 135). Availing of the information thermody-
namic level of description, we deepend the analysis of chemically driven
self-assembly in various regimes, and we scrutinized the first experimen-
tal prototype of the light-driven bimolecular pump from the Credi group.
Furthermore, we joined efforts with the Leigh group to perform a compre-
hensive analysis of their catenane based molecular motor that is general,
complements previous analyses based on kinetics, and has practical implica-
tions for designing and improving synthetic molecular machines, regardless
of the particular type of machine or chemical structure [20].

The approach developed in this thesis encompasses chemically driven
and light driven reaction networks with possibly nonlinear and nonideal
dynamics arbitrary far from equilibrium. It allowed us to characterize with
unprecedented detail the thermodynamic aspects of three epitomes in the
field of artificial chemical engines, uncovering a significant role for energy
flow and information flow in the mechanism for the transduction of free
energy from one set of reactions to another. We could also provide quantita-
tive measures to compare the performance of different chemical engines at
steady state while they perform no appreciable output work, as it is the case
for most of the synthetic chemical engines made to date. As an example of
interesting comparison we could draw among our case studies, we mention
that the free energy gradient powering the light-driven pump analysed in
Chapter 3 (Figure 11b) resulted comparable in magnitude to the one power-
ing the catenane-based motor analyzed in Chapter 4 (Figure 11c), and one
order of magnitude higher than that released by ATP to ADP conversion
in typical physiological conditions. This suggests that there could be room
for improving the efficiency of artificial chemical engines by powering them
with smaller forces. As an example of practical implication for optimizing
chemical engines’ design, we mention that the presence of a positive energy
flow (namely, the presence of power strokes in the mechanism of a chemi-
cal engine) can improve some features such as the efficiency. This may also
help explain the role of power strokes in biomolecular machine mechanisms
and thus contributes significantly to a fierce ongoing debate in this area [21,
22]. Among the most relevant theoretical results, we clarified that the infor-
mation flow is precisely the thermodynamic counterpart of an information
ratchet mechanism when no energy flow is involved – a pure Maxwell’s
demon regime – but one cannot draw a general one-to-one correspondence.
We therfore concluded that the two concepts leverage two different notions
of information, thus pertaining to distinct layers of description (a thermo-
dynamic level and a kinetic one). Furthermore, in the specific case of the
catenane-based rotary motor, we proved that the results about kinetic asym-
metry of molecular motors [10, 23] obtained in the framework of kinetic
models can be re-derived in our framework as a consequence of the sec-
ond law for bipartite chemical reaction networks. Generally speaking, our
findings provide a significant practical outcome that connects supramolec-
ular chemistry to the thermodynamics of out-of-equilibrium systems and
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illustrates the significance and impact that can arise from making such con-
nections.

We conclude by mentioning some perspectives of the research work. Af-
ter chemically driven and light driven systems, a complete treatment of
electrically driven systems is needed to cover all the possible sources of
nonequilibrium drivings for chemical engines. As already mentioned, a key
ingredient towards this goal will be nonideality, which has to be combined
with a spatial non-homogeneous framework [4], as electrical forces are gen-
erated by spacially separated electrodes. Two restrictions throughout the
thesis have been focusing on autonomous systems operating at steady state
and without performing any work on the environment. Concerning the
first, a natural extension will therfore be the application of our approach
to non-autonomously driven and oscillating systems which are of interest
in supramolecular chemistry [24] and photochemistry [25, 26]. Concerning
the second, computing the efficiency of those systems working against an
external force/load [27–29] is within reach of our approach. The latter ex-
tension should bring us closer to an understanding of biochemical engines
on the same grounds of synthetic ones, thus opening the possiblity of direct
comparisons between the two. Overall, the long standing goal is building
a more and more complete framework able to guide experiments, quantify
performance and possibly predict unforseen behaviors of chemical engines.
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