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Abstract

Controller Area Network (CAN) is the de-facto in-vehicle communication system in the

automotive industry today. CAN data represents a valuable source of information regarding

the vehicle, which can be exploited for a multitude of purposes by aftermarket companies, from

fleet management to infotainment. With the rise of Vehicular Ad Hoc Networks (VANETs) and

autonomous driving, we can expect the amount of data transiting on the CAN bus to further

augment in the near future. While not encrypted, the communication inside the CAN bus is

typically encoded using proprietary formats of the Original Equipment Manufacturers (OEMs)

in order to prevent easy access to the information exchanged on the network. However,

given the unwillingness of the OEMs to disclose the formats of most of the CAN signals of

commercial vehicles (cars in particular) to the general public, the most common way to obtain

such information is through reverse engineering.

Recently, researchers have started investigating the automation of this process to make it

faster, scalable and standardised. Aside from the evident advantages that it would bring to

the industry, the automation of CAN bus reverse engineering has also gained interest in the

scientific community, where automotive cybersecurity is a prominent topic. While achieving

convincing results, the automation of CAN reverse engineering is still invasive, often includes

complex hardware configurations or requires the presence of a human operator in the vehicle.

This dissertation aims to analyse the main advancements achieved in the field of CAN bus

reverse engineering and shed light on open issues.

In the first part of this dissertation, we explore opportunities and challenges of the

automation of CAN bus reverse engineering and present three approaches that achieve different

degrees of automation. The first, FastCAN, is based on the taxonomy of signals. Its goal is to

provide a complete, standardised and modular pipeline for semi-automated reverse engineering

and reduce the total time for data collection. The second, CSI, is a Machine Learning (ML)-

based algorithm for the identification of critical signals working under limited assumptions.

We use CSI as a case study to investigate whether CAN reverse engineering can be achieved
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with no other hardware than a dongle for the collection of raw data. The third, CANMatch, is

a complete and fully automated approach based on frame matching. Through CANMatch we

seek to demonstrate that the reuse of CAN frame IDs can be exploited to reverse engineer a

high number of signals with minimal hardware requirements and human effort.

In the second part of this dissertation, we discuss the implications that the full automation

of the reverse engineering process has on the security of the bus. In this context, we investigate

whether the anonymisation of the CAN frame IDs is sufficient to prevent frame-matching based

reverse engineering. The results highlight that ML models can fingerprint CAN frames despite

the anonymisation of their IDs. Finally, we propose a defence against frame fingerprinting

based on traffic mutations, such as padding on the payload and morphing on the sending

frequency. We conclude that traffic mutations are a promising study direction to prevent

frame-matching based reverse engineering.



3

Bibliographic notes

This dissertation is based on the following jointly authored publications:

• Section 5: "Poster: A Methodology for Semi-Automated CAN Bus Reverse Engineering"

with Ion Turcanu, German Castignani, Romain Crunelle and Thomas Engel, which

appeared at the IEEE Vehicular Networking Conference (VNC), 2021 [1].

• Section 6: "A Data-Driven Minimal Approach for CAN Bus Reverse Engineering" with

German Castignani, Thomas Engel and Ion Turcanu, which appeared at the IEEE 3rd

Connected and Automated Vehicles Symposium (CAVS), 2020 [2].

• Sections 4 and 7: "CANMatch: A Fully Automated Tool for CAN Bus Reverse

Engineering based on Frame Matching" with Ion Turcanu, German Castignani, Romain

Crunelle and Thomas Engel, published in IEEE Transactions on Vehicular Technology,

vol. 70, no. 12, 2021 [3].

• Section 10: "On Frame Fingerprinting and Controller Area Networks Security in

Connected Vehicles" with Ion Turcanu, German Castignani and Thomas Engel, which

appeared at the IEEE Consumer Communications & Networking Conference, 2022 [4].



Part I

INTRODUCTION

4



1. Dissertation Overview 5

1
Dissertation Overview
In the last decades, the innovation in the automotive sector has been mainly driven by

the electrification and digitalisation of the internal components [5], [6]. While in 1950s the

electronic components represented only around 1 % of the production costs of commercial

vehicles, this percentage has grown to 35 % in 2018, and it is expected to rise to 50 % by

2030 [7]. Furthermore, the global market of automotive data, of which in-vehicle data is a

major share, is estimated to be worth between $450-750 billion in 2030 [8]. In-vehicle data is

an essential asset for researchers and companies who work on a variety of automotive solutions,

such as driver profiling, fleet management, cloud services, pooling etc. [9]–[13].

The electronic sensors embedded in a vehicle, known as Electronic Control Unit (ECU)

[14], typically communicate to each other through a physical network. Due to the stringent

requirements of in-vehicle communications, there is only a limited number of network systems

that can be currently found in commercial vehicles around the world, such as Controller

Area Network (CAN), Local Interconnect Network (LIN), FlexRay, Media Oriented Systems

Transport (MOST), and Automotive Ethernet [15]. Among these, CAN is considered the de-

facto world standard for the internal communication of commercial vehicles and trucks. When

multiple network systems are present in a vehicle, they are typically designed as sub-networks

connected to a central CAN in the powertrain.

Released in 1991 by Bosch GmbH [16], the version 2.0 of CAN bus [17]–[19] has quickly risen
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to fame thanks to its unique features, namely the low production costs and the high robustness

to electrical noise. Aside from its wide usage in the automotive sector, nowadays CAN is

integrated in a variety of industries, such as production of elevators and escalators, medical

equipment, industrial control, ships, railroads, equipment for aviation and navigation [20].

CAN is a peer-to-peer serial bus, which allows ECUs to send and receive data without the

need of an orchestrator node. The data exchange is based on messages, or frames, typically

carrying one or multiple signals. Signals encapsulate values of telemetries and vehicle functions,

which describe the real-time status of a vehicle. The CAN protocol does not include any

security features, such as encryption of data payload or ECU authentication. Nonetheless,

interpreting the data by simply logging the traffic is not straightforward. As a matter of

fact, signals are encoded according to a proprietary format by each Original Equipment

Manufacturer (OEM), which is not accessible to the general public.

A few solutions are currently available to address the need of interpretable CAN data.

Namely, a set of standards under the name SAE J1939 [21] aim to provide a standardised data

stream between ECUs. SAE J1939 has gained popularity in the sector of heavy duty diesel

vehicles, to the point that nowadays most of them are equipped with it [22]. Nonetheless,

OEMs are still reluctant about granting complete access to the commercial cars. For this

reason, as of today, the only available option to interpret CAN signals in vehicles remains

reverse engineering.

CAN bus reverse engineering is the process of identifying signal boundaries within frames

and decode their semantic meaning and format. In recent years, the optimisation and

automation of this process has caught the attention of the scientific community and automotive

companies. A fast, standardised and reliable reverse engineering is considered an essential

requirement to conduct research and develop products based on CAN data.

Many solutions for the automation of CAN bus reverse engineering have been presented in

the literature. Some solutions provide a complete structured pipeline, from data collection

to translation of the signals’ format [23]–[26], while others focus on specific aspects, e.g.,

tokenisation [27]–[29]. These works exploit different combinations of hardware equipment,

but also algorithms from a variety of domains, from combinatorial optimization [24], [30] to
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Machine Learning (ML) [31]–[33]. As a consequence, the field of CAN reverse engineering

appears heterogeneous and difficult to approach by non-experts.

A number of wired and wireless attacks based on the injection of malevolent messages in

the CAN bus have raised concern in recent years [34]–[36]. In 2015, Miller and Valasek [36]

caused public stir when they took remote control of a Jeep Cherokee (and drove it off the

road) by inputting CAN messages through the Telematic Control Unit (TCU) and In-Vehicle

Infotainment (IVI) system. In this context, the automation of the CAN bus reverse engineering

process plays an essential role. On the one hand, it raises questions about the ease with which

adversaries can conduct attacks [37]. On the other hand, it offers a fast and standardised

solution that allows researchers who work on intrusion detection to get access to interpretable

in-vehicle data [38]–[41].

The main motivation for this dissertation is to aid readers from the scientific community and

the automotive industry in developing a methodical understanding of the process, opportunities,

challenges and security issues of automated CAN bus reverse engineering.

1.1 Research Questions

In the recent years, the interest of the scientific community and the industry towards in-vehicle

data and, more specifically, CAN data, has grown steadily. Despite the efforts made by

researchers in easing the interpretation of such data, CAN reverse engineering is still perceived

as a complex task.

The first part of this work is an investigation of the challenges posed by the automation

of CAN reverse engineering. In particular, we aim at identifying the core requirements and

steps that characterise this process. We conduct a study of the opportunities offered by the

state-of-the-art methodologies proposed in literature and their limitations with the purpose of

determining areas of improvement. This research on CAN bus reverse engineering is driven by

two main questions:

1. What is the best trade-off between the achieved performance and the needed requirements?

2. How much does the diversity in the type and number of ECUs attached to the CAN bus
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affect the performance of the reverse engineering?

The second part of this dissertation is dedicated to the understanding of the security

aspects revolving around the reverse engineering of the CAN bus. The advent of Vehicular Ad

Hoc Networks (VANETs) [42]–[44] and Connected and Automated Vehicles (CAVs) [45]–[47]

is driving an increase of wireless access points to in-vehicle networks and, thus, the growth

of the surface exploitable remotely by potential attackers. In this context, the automation

and easing of the reverse engineering process facilitates the access of the attackers to clear

in-vehicle data, thus posing non-negligible risks to the security of the vehicles and the safety

of the passenger. In this dissertation, three fundamental questions related to these aspects are

addressed:

1. Can the reverse engineering be performed entirely from remote without prior knowledge

of the vehicle?

2. Does the automation of reverse engineering incentivise new attacks?

3. What are suitable countermeasures against CAN reverse engineering?

1.2 Methodology

The first concern of researchers working on CAN is the acquisition of in-vehicle data. CAN

data can be usually logged through the On-Board Diagnostics (OBD-II) interface with a

commercial dongle [48]–[50] or directly to the physical wires. The purpose of the research on

CAN reverse engineering is to develop a universal solution applicable on any vehicle model.

For this reason, the dataset of logs employed for the study and the evaluation of CAN decoding

methodologies should be large and highly diverse in terms of model, manufacturer, market

segment and year of production.

The evaluation of four out of five studies presented in this dissertation is partially or fully

based on a diverse dataset of logs from 477 distinct vehicle models belonging to 28 different

OEM, acquired from an industrial partner, Xee [51], a car telematics company expert in

manual reverse engineering. These logs are 10 s long and have been collected during a 5 years
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span, 2016-2020, throughout sessions in which the vehicles are inactive, i.e. they are parked

and no operation is carried out by a human operator. Due to their short length and the context

in which they were logged, these traces are not suitable to conduct certain experiments, e.g.

on tokenisation. As a consequence, additional logs related to 15 distinct vehicle models were

collected by us between May 2020 and July 2021. These logs are diverse in terms of drivers

and driving scenarios.

The second concern when conducting any study on CAN and, in particular, on reverse

engineering, is the ground truth employed for the validation. Since the proprietary format to

interpret CAN data is kept secret by the OEMs, the only available approach is to validate the

proposed methodology against a ground truth generated through manual reverse engineering

(see Section 2.5). In the studies conducted by us and presented in this dissertation, the

results of the manual reverse engineering obtained by expert technicians at Xee were employed.

For further validation, two logs were also retrieved from OpenDBC, an open repository by

CommaAI [52]. The ground truth obtained in such fashion covers all the vehicle models tested

in the studies.

CAN bus reverse engineering is a topic heavily tied with data science. For this reason,

aspects and methodologies from this macro subject are considered in this work. Namely,

a number of data science techniques are adopted for the pre-proprocessing of CAN raw

input data and feature engineering, such as time series interpolation and smoothing, sliding

windows, outliers removals, Synthetic Minority Over-sampling TEchnique (SMOTE) etc.

Supervised ML algorithms, such as Random Forest (RF), Neural Network (NN), Support

Vector Machine (SVM) etc., are employed for the fingerprinting and the identification of

CAN signals and frames. In this scope, both Closed Set and Open Set Recognition (OSR)

assumptions are considered. Furthermore, regressions are used to decode the format of the

signals, while a unsupervised ML algorithm, Density-Based Spatial Clustering of Applications

with Noise (DBSCAN), is applied to cluster semantically similar signals.

All these algorithms and, in particular, those related to the engineering of the features,

are adapted to take into consideration the unique properties and constraints of the CAN bus,

such as data syntax and semantics, bandwidth, frames sending frequency etc.
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1.3 Contributions

The first contribution of this work is a structured comparative study of state-of-the-art

methodologies for CAN bus reverse engineering (Section 3). These methodologies are grouped

based on the underlying approach that characterises them. We highlight advantages and

disadvantages in adopting each of these approaches.

The second contribution is an improved version of the Reverse Engineering of Automo-

tive Data frames (READ) [28] algorithm for tokenisation, which increases the tokenisation

performance by identifying the signal endianness (Section 4).

The third contribution is FastCAN, a tool for the optimisation of semi-automated CAN

reverse engineering (Section 5). Related work has proven that semi-automated reverse en-

gineering preserves the reliability of the manual approach while reducing the time needed

for the data collection and decoding [23], [53]. FastCAN is a non-invasive methodology for

semi-automated CAN bus reverse engineering, whose main novelties are (i) the division of

the data collection in multiple short sessions targeting specific groups of signals and (ii) the

translation driven by the taxonomy of the signals.

The fourth contribution is Critical Signals Identifier (CSI), a ML-based algorithm for the

decoding of the semantic meaning of signals considered critical for the functioning of the

vehicle (Section 6). Extending the work of [54], CSI extracts intrinsic features of the critical

signals based on a few seconds traces to identify them in a larger pool of noise signals. The

main novelties introduced by CSI are the division of signals into categories based on their

length, the use of categorical features to represent CAN signals, and the employment of Integer

Linear Programming (ILP) to refine the predictions made by the ML models.

The fifth contribution is CANMatch, a framework for automated CAN bus reverse en-

gineering that is able to decode the format of an unknown vehicle by exploiting frame ID

reuse (Section 7). Differently from other proposed solutions – which require the injection of

diagnostic messages, the usage of external Inertial Measurement Unit (IMU)/Global Posi-

tioning System (GPS) data, expertise and partial manual effort – CANMatch gets in input

only the CAN raw trace of the target vehicle to reverse engineer and clear information on the
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formats adopted in other vehicle models. The novelties introduced by CANMatch are (i) the

reuse of frames across different vehicle models to achieve a fully automated CAN bus reverse

engineering; (ii) a clustering-based method that identifies the redundant signals – i.e., carrying

the same vehicle functions (although, possibly encoded in a different format) – by finding

correlations between previously decoded signals and undecoded tokens.

The sixth contribution is a study about whether the abandonment of the frame ID reuse

practice is sufficient to completely anonymise the CAN frames, thus nullifying the benefit

of a reverse engineering approach based on frame matching (Section 10). In particular, the

possibility of performing matching on anonymised frames by exploiting other properties of the

frames is investigated. We present a new ML-based algorithm following OSR assumptions,

whose goal is to deanynonymise frames.

The seventh contribution is a countermeasure against the matching of frames based on

traffic mutations, i.e. altering the traffic in such a way that the resultant distribution of values

over certain properties of the frames becomes more similar among different frames (Section 11).

The goal of such operations on the CAN traffic is to reduce the recognisability of frames, thus

making the ID anonymisation an effective defence against frame matching-based fingerprinting.

Differently from other proposed solutions for CAN security, this methodology assumes that no

changes to the CAN protocol are applied and no external hardware is attached to the bus and

the ECUs.

The last contribution is an extensive evaluation of possible directions for future research

(Section 12). This includes proposals for improving the performance of the state-of-the-art

reverse engineering methodologies, suggestions for decoding multiplexed CAN data, and a

discussion about suitable defences against reverse engineering.

1.4 Manuscript Structure

In Part II, we provide a background on in-vehicle networks and CAN bus reverse engineering. In

Section 2, we introduce and benchmark the main networks adopted for in-vehicle communication.

In this context, we describe the characteristics of the CAN protocol and the CAN data. In

Section 3, we introduce reverse engineering and contextualise our work accordingly. In this
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scope, we review extensively the state-of-the-art CAN reverse engineering approaches.

Part III contains the details of our work on CAN reverse engineering. In Section 5, we

present FastCAN, our novel tool to perform semi-automated CAN bus reverse engineering.

Section 6 describes CSI, a methodology for fully automated reverse engineering of a number

of signals considered critical for the functioning of the vehicle. In Section 7, we propose

CANMatch, a tool for fully automated reverse engineering based on frame matching. In

Section 8, we benchmark FastCAN, CSI and CANMatch against the state-of-the-art CAN

reverse engineering solutions presented in the literature.

In Part IV, we present our research on preventing frame matching-based fully automated

reverse engineering. It starts with Section 9, in which the problem of the lack of encrypted

communication in CAN is introduced, as well as the implications for the security and safety

of the vehicles. In Section 10, we investigate whether the anonymisation of the frame IDs

is sufficient to prevent the reverse engineering. In Section 11, we present a countermeasure

against frame fingerprinting based on mutations of the CAN traffic.

Part V is the conclusive part of the dissertation. In Section 12, we explore possible

directions for future research in the field of CAN bus reverse engineering and security. In

Section 13, all contributions contained in this dissertation are summarised and final thoughts

regarding the presented work are provided.
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2
Introduction to CAN
In this section, we introduce the networks employed for the internal communication of vehicles,

with a focus on CAN. Subsequently, we describe more in detail CAN data and CAN data

collection.

2.1 In-Vehicle Networks

The backbone of all electrical systems in modern vehicles is intra-vehicle networking. The

sustained growth in the number of the ECUs, as well as new design requirements led by

the evolving needs of the automotive market, has brought to the release of a number of

in-vehicle networks, the most notable being CAN, Controller Area Network Flexible Data-

Rate (CAN FD), LIN, FlexRay, MOST and Automotive Ethernet. Such networks are diverse

in terms of characteristics and also employed for different purposes. In the following, we

describe and compare these networks. The purpose is to highlight the strengths and the

weaknesses of the CAN bus with respect to other networks widely embedded in commercial

vehicles.

2.1.1 CAN

CAN is a master-less message-based serial bus standard for the communication of ECUs. The

CAN protocol covers the first two layers of the Open Systems Interconnection (OSI) model
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Figure 1: An example of data transmission on a High Speed CAN.

[55], i.e., physical and data-link.

At the physical layer, it consists of two twisted wires, CAN High (CANH) and CAN

Low (CANL), with a nominal characteristic impedance of 120Ω. The data is transmitted as

differential wired-AND signals. There are two implementations of the physical layer of CAN

2.0: the High Speed (ISO 11898-2 [18]) and Low Speed (ISO 11898-3 [19]). The High Speed

CAN baud rate ranges from 40 kbit/s to 1 Mbit/s (depending on the length of the bus). The

Low Speed CAN is characterised by baud rates ranging from 40 kbit/s to 125 kbit/s.

In the High Speed CAN, to transmit a dominant state, the wires reach a differential

voltage of 2 V, with the CANH and CANL being driven, respectively, towards 3.5 V and 1.5 V.

To transmit the recessive state, the wires must have a differential voltage of less than 0.5 V.

Similarly to High Speed CAN, in Low Speed CAN the wires must reach a differential voltage of

2 V around 2.5 V to signal a dominant state. On the contrary, the recessive state is transmitted

when the CANH and CANL are pushed, respectively, towards 5 V and 0 V. This standard is

also known as Fault Tolerant, since it achieves fault tolerance with respect to wiring failures.

At bit-level, 0 represents the dominant state, while 1 encodes the recessive state. Figure 1

illustrates an example of data transmission on a High Speed CAN.

At the Data-Link layer (ISO11898-1 [17]), the communication on the CAN bus relies on

messages (or frames). The frames do not carry the address of the sending nor of the receiving

ECU. Due to the absence of a master node in charge of orchestrating the communication, if
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Figure 2: An example of CAN bus with three ECUs attached.

the bus is free, a frame is received by all the other ECUs. On the contrary, when multiple

messages are sent concurrently, a collision occurs. The resolution of collisions in CAN bus is

handled through an arbitration process. The frame with the highest priority ID overcomes the

ones with lower priorities. This is achieved through the use of dominant bits overwriting the

recessive ones. It follows that high priority IDs are those with a low value, while low priority

IDs have high values. The ECU sending the dominant frame completes the transmission, while

the rest of the ECUs turn into receivers. When the bus is free again, the ECUs which lost the

arbitration will attempt to retransmit their messages. Figure 2 shows the essential elements

that compose a CAN bus.

A CAN frame is composed of several fields:

• Start of frame – 1 bit

• Identifier (ID) – 11 bit or 29 bit in the extended version – International Organization

for Standardization (ISO) 11898-1 [56]. It identifies the frame and denotes its priority.

• Remote Transmission Request (RTR) – 1 bit, it is dominant or recessive for,

respectively, data and remote request frames.

• Identifier extension bit (IDE) – 1 bit, it is dominant or recessive for, respectively,

for the standard 11-bit identifier and the extended version.
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Figure 3: Example of CAN frame with 8-bytes payload. Each color in the payload represents
a different signal.

• Reserved – 1 bit, reserved for future use.

• Data Length Code (DLC) – 4 bit, it indicates the length of the payload, expressed in

bytes.

• Payload – between 0–8 Byte, it carries the actual content of the frame, encapsulated in

bits.

• Cyclic Redundancy Check (CRC) – 15 bit

• Acknowledge (ACK) – 1 bit, recessive when the frame is sent.

• End of Frame (EOF) – 7 bit

• Inter-frame spacing (IFS) – 3 bit, must be recessive.

Figure 3 shows an example of a CAN frame with a payload of 8 Byte.

2.1.2 CAN FD

Released in 2012 by Bosch GmbH, CAN Flexible Data-Rate (FD) – ISO11898-1:2015 [17] – is

an enhanced version of the CAN protocol. It was designed to meet the needs of the automotive
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industry for a higher bandwidth to support the steady increase in the number of ECUs present

in vehicles. The main advantage of CAN FD compared to the original CAN is the dual bit-rate.

While the bit rate of the arbitration phase is the same, the payload can be transmitted at a

higher bit rate, allowing the payload length to increase from a maximum of 8 Byte to 64 Byte.

As a consequence, CAN FD achieves a superior communication bandwidth up to 5 Mbit/s

(with a 40 m long bus). In addition, an improvement in the CRC field and algorithm makes

CAN FD more reliable. Related work on reverse engineering has solely focused on CAN 2.0.

Hence, hereafter CAN will refer only to the version 2.0, unless specified otherwise.

2.1.3 LIN

LIN – ISO 17987-1 [57]– is a serial network protocol released in 2002. It was designed by

a consortium of five automakers to address the need of a standardised cheap serial bus for

non-critical body functions, e.g. windows, wipers etc. It is typically employed for small

sub-systems that are connected to the main CAN network, thus creating a hierarchy of vehicle

networks.

It is based on a single wire and provides a communication bandwidth up to 19.2 kbit/s

with a bus length of 40 m. It is a broadcast network composed of up to 16 nodes, i.e. one

master and up to 15 slaves. The master initiates the messages, which are replied by at most

one slave, including the master itself that can act as one. Given that the master orchestrates

the communication, no collision detection mechanism is implemented. The communication

relies on messages with a length of 2, 4 or 8 Byte. The access to the channel is regulated

through Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA) [58].

2.1.4 FlexRay

FlexRay – ISO 17458 [59] – is a fast and highly reliable bus released by the FlexRay Consortium

in 2006, which addresses the growing needs for safety-critical applications in the automotive

sector. It is characterised by a communication bandwidth up to 10 Mbit/s and can be

implemented as party line or star bus topologies. It can support two independent data

channels for fault tolerance, which allows the bus the operate with limited bandwidth if one of
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Table 1: Comparison of different versions of MOST
MOST25 MOST50 MOST150

Bit rate ∼ 25 Mbps ∼ 50 Mbps ∼ 150 Mbps
Physical Layer Optical Electrical, Optical Electrical, Optical

the channels becomes inoperative. Its communication is based on a time cycle, which consists

of a static segment and a dynamic segment.

The static segment ensures bounded latency, as the nodes can transmit messages according

to fixed length time slots preliminarily assigned to them, according to the Time Division

Multiple Access (TDMA) method [60]. The communication schedule is handled through

synchronised local counters.

The dynamic segment is based on the Frequency-Time Division Multiple Access (FTDMA)

algorithm [61] and is used to address changing bandwidth requirements at run time. In this

case, the messages can be transmitted by the nodes when needed. Given that the dynamic

segment has a finite length, the protocol does not guarantee that the messages of the nodes

are sent during the time cycle.

2.1.5 MOST

MOST – ISO21806 [62] – is a master-slave bus designed in 1997, used for the transmission of

high quality of service multimedia content, such as voice, audio and video. It is a Time Division

Multiplexing (TDM) network, typically based on a ring topology. Other configurations, such as

virtual star or double ring (for safety critical applications), are allowed as well. It connects up

to 64 devices, that can be effortlessly attached and detached. MOST comes in three versions

characterised by different bit rates, MOST25, MOST50 and MOST150, presented in Table 1

[63].

The specifications of MOST include all 7 layers of the ISO/OSI model. The communication

can be synchronous, asynchronous or isochronous and it is based on three types of data (i)

common packet, (ii) streaming and (iii) control. The different types of data transit over up

to 60 different channels and do not interfere with each other. The role of the master node,

typically referred to as timing node, is to continuously send frames on the network. The slaves,
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also known as timing followers, synchronise through a preamble transmitted at the beginning

of each message transfer. The channel access is handled through TDMA or CSMA/CA.

2.1.6 Automotive Ethernet

Ethernet is a protocol standardised in 1980 by Institute of Electrical and Electronics Engineers

(IEEE) [64] and the de-facto global standard for the wired connection of computers and many

electronic devices. Given its large success for a variety of applications, the automotive sector

has investigated the adoption of Ethernet as in-vehicle network in the last years – ISO21111 [65].

Its versatility, the low cost for the production, the low weight of the wiring harnesses – a single

unshielded copper twisted pair is used in the automotive implementation – make Ethernet

a good candidate for in-vehicle networking. There are two main standards for the physical

layer – ISO21111 [66] –, 100BASE-T1 (IEEE 802.3bw), with a nominal speed of 100 Mbps,

and IEEE 1000BASE-T1 (IEEE 802.3bp), with a nominal speed of 1000 Mbps. In Ethernet,

the communication is based on packets and can be synchronous or asynchronous. The channel

access is handled through Carrier-Sense Multiple Access with Collision Detection (CSMA/CD)

[67].

Despite its higher bandwidth compared to the CAN bus, at the time of writing, automotive

Ethernet is mostly used for measurement and diagnostics, and seems still far from becoming

the backbone of in-vehicle communication. The main challenge for its global-scale adoption is

the low robustness to electromagnetic noise and to physical failures [68] compared to CAN.

2.1.7 Benchmarking

Table 2 compares the properties of the in-vehicle networks presented in this section. In

particular, the table highlights that the in-vehicle networks are employed for different purposes

according to the needs of the OEM in terms of function, cost, fault tolerance and bandwidth.

Typically, different buses are embedded in a vehicle to optimise the communication of each of

its components, resulting in a hierarchy of networks.

Despite the increasing presence of LIN, FlexRay, MOST and Ethernet in newly released

vehicles, the CAN bus is still the only network that can be found on the totality of the cars and
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Table 2: Comparison between the main in-vehicle networks.
CAN CAN FD LIN FlexRay MOST Ethernet

Usage Powertrain Powertrain Body elec-
tronics

High per-
formance
powertrain
safety

Mutimedia Diagnostics,
upgrades

Cost Medium Medium Low High Very High Low
Data rate 1Mbit/s 5 Mbit/s 20 kbit/s 10Mbit/s Up to

150Mbit/s
(MOST150)

Up to
1000Mbit/s
(IEEE
802.3bp)

Latency Load depen-
dent

Load depen-
dent

Constant Constant Data stream Load depen-
dent, data
stream

Physical
Layer

2 wire bus 2 wire bus 1 wire bus 2 or 4 wire
bus

Dual wire
based fiber
optic

2 wire bi-
directional
bus

Network
Topology

MultiMaster MultiMaster SingleMaster Multidrop
bus, Star,
Hybrid

Peer to Peer
(MultiMas-
ter)

Star

Message
transmis-
sion type

Async. Async. Sync. Async. and
Sync.

Async.,
Sync. and
Isochronous

Sync. and
Async

Access
Control

Polling Polling CSMA/CA TDMA,
FTDMA

TDMA,
CSMA/CA

CSMA/CD

Payload 0–8Byte 0–64Byte 2, 4 and
8Byte

256Byte 60Byte 46 Byte

Message
identifica-
tion

Identifier Identifier Identifier Time slot – Source +
Destination
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trucks worldwide. Due to its critical role in the commercial vehicles and its massive market

penetration [69], it is the bus on which scientific research has been conducted the most in the

field of security. In addition, the CAN data is widely exploited by automotive companies to

provide aftermarket services. For these reasons, the focus of this dissertation is the CAN bus

and, in particular, the interpretation and usage of the data transiting on it.

2.2 CAN Data

In CAN, the data is not encrypted, but rather encoded according to the proprietary format of

the OEM, which is kept secret from the general public. The actual information is contained in

the signals, which are chunks of data in the payload that describe the behaviour of a vehicle

function or telemetry over time. A signal is defined by the following characteristics:

• Boundaries – between one bit for status signals carrying binary information (e.g. the

seat belt is fasten or not) and many bits for signals carrying more complex information.

• Endianness – is the order in which data is sent over a communication channel. In

the Big Endian (BE) format, the bytes are ordered from the most significant to the

least significant. By contrast, according to the Little Endian (LE) format, the bytes

appear from the least significant to the most significant. In BE, the bits follow the same

order as the bytes, i.e., the most significant bit appears first and then the significance

decreases until the last bit. As a consequence, this format is immediately interpretable

by humans because it reflects our daily way of reading decimal numbers. Vice versa in

LE, the significance of the bits does not reflect the significance of the bytes.

• Semantic meaning – represents the telemetry/vehicle function that the signal encap-

sulates (e.g. "vehicle speed", "front left door status", "engine temperature").

• Signedness – indicates whether the signal is signed or not, i.e., if the first bit corresponds

to the Most Significant Bit (MSB) or to the sign of the signal. Signals that are signed

usually refer to telemetries that can have negative values, e.g., the outdoor temperature

or the angle of the steering wheel.
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• Format – typically, to find the actual human-interpretable physical value v carried by a

signal s, it is not sufficient to parse the signal encoding from binary (or hexadecimal) to

decimal format. Let r be the raw decimal value of the signal, to obtain v a scale factor

f must be applied and an offset o must be added, as shown in Equation (1):

vs = fs · rs + os (1)

To be noted that factor and offset of a signal can be equal to, respectively, 1 and 0. In

such case, the signal is immediately interpretable.

All the presented properties are fixed. Namely, once they are known for a signal, they can

be used to correctly interpret the signal at any time. Additionally, frames associated with the

same ID traditionally always contain the same signals. Hence, once the position, the meaning,

and the format of the signals related to a certain ID are known, its frames can be interpreted

at any time.

However, some OEMs have recently started adopting multiplexing to attribute different

sets of signals to frames with the same ID [70]. In simple multiplexing, the value of a reference

multiplexor signal is used to identify the set of signals that can be found in the same frame.

In extended multiplexing, there are multiple multiplexors, ordered according to a hierarchy,

that define the content of the rest of the frame. Similarly to the standard frames, frames with

multiplexed payloads are sent periodically. However, in order to avoid collisions among frames

associated with the same ID, each frame is sent according to a delay with respect to the base

period of the cycle [71]. Figure 4 illustrates an example of extended multiplexing.

As of today, the totality of work on reverse engineering has focused exclusively on non-

multiplex CAN data. For this reason, hereafter, when referring to CAN frames the absence of

multiplexing is implicitly assumed. Nonetheless, in Section 12, we discuss how such a technique

may impact reverse engineering and we propose a possible solution.

2.3 Taxonomy of CAN signals

According to [23], [27], [28], signals can be grouped into the following categories:
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Figure 4: Example of extended multiplexing. S0 and S1 correspond to the multiplexor signals.
Each combination of values uniquely identify a subset of signals.

• Physical – embed the dynamic nature of a vehicle. They are typically equal or longer

than 6 bit and are mostly related to the activities in the powertrain. They carry

information about telemetries related to critical real-time events, such as vehicle speed,

steering wheel angle, engine temperature etc.

• Status – represent a limited set of options, or states. Marchetti and Stabili [28] divide

the status signals into multi-value and binary. Multi-value signals are typically between

2–4 bit long and can represent more than two states. An example of multi-value status

signal is the wiper speed. By contrast, binary status signals can represent only two

options, e.g. on/off or open/closed. Examples of binary signals are the door status and

the seat belt status.

• Counters – behave like cyclic counters.

• Checkcodes – checkcodes, or checksum, within the payload that complement the CRC

field.

• Constant/Unused – consecutive bits that never change their status and that do not

encapsulate any vehicle function or telemetry. They are used as buffers between signals.

Figure 5 summarises the taxonomy of CAN signals.
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Figure 5: Taxonomy of CAN signals.

2.4 CAN Data Collection and Diagnostics

The most common way to log the data from the CAN bus is to physically connect a CAN

logger to the bus. There are several models of CAN loggers commercially available, the most

popular being the CLX000 series by CSS Electronics [72], PCAN by PEAK System [48] and

Leaf by Kvaser [73], and projects for open-source boards, such as Arduino [74] and Raspberry

Pi [75]. In this work, for the data collection a CL2000, a PCAN, as well as a Raspberry Pi 3b

with a PiCAN Duo shield [50] are employed.

The CAN loggers are typically equipped with a male 16-pin (2x8) J1962 connector – ISO

15031-3 [76] –, have a timestamp resolution in the order of microseconds, and can automatically

detect the bit rate of the CAN bus. In addition, some loggers have a USB or WiFi interface

and can store data locally or on a cloud platform. A logger usually outputs a log, or trace,

as a text file containing the list of received frames, sorted by the timestamp and reporting

the DLC, the ID and the payload (expressed in hexadecimal values). Figure 6 provides an

example of a CAN trace.

At the time of writing, the most straightforward manner to attach a logger to the CAN

bus in most vehicles is through the OBD-II port. The OBD-II port is based on a female 16-pin

(2x8) J1962 connector, and it is commonly located within 0.60 m from the steering wheel [77].

Released by SAE International (formerly known as Society of Automotive Engineers (SAE)),

nowadays it is present in most modern gas powered vehicles worldwide as it was enforced in

the US and EU, respectively, in 1996 and 2001, and later in a number of other countries. An

example of OBD-II port is shown in Figure 7.

The purpose of OBD-II is to request emissions related data from a vehicle by sending CAN
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Figure 6: Example of a CAN log extracted with a PCAN from a BMW X1, model year 2015.

Figure 7: OBD-II port in a Cupra Formentor, model year 2021.
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messages, identified by OBD-II PIDs [78]. It covers the two layers of the OSI model on which

CAN is based plus the network layer. Differently from the CAN IDs, the OBD-II Parameters

IDs (PIDs) are defined by the OBD-II protocol and the same for all the vehicles equipped

with the OBD-II.

While its main purpose is the request of diagnostic information related to the emissions,

the OBD-II port typically allows the logging of standard CAN frames as well. In the recent

years, however, a number of OEMs have started placing a firewall between the OBD-II port

and the CAN bus, thus preventing the logging of non-diagnostic CAN data. To extract data

from vehicle models having such a configuration is necessary to identify the CAN wires and

use an insulation piercing clip or connector with an adapter for the CAN logger.

Another widely adopted diagnostics communication protocol is Unified Diagnostic Services

(UDS) – ISO 14229-1 [79]. UDS is the direct descendant of Keyword Protocol (KWP)2000 –

ISO 14230-3 [80] – and Diagnostic communication over Controller Area Network (DoCAN) –

ISO 15765-3 [81]. This protocol is adopted by the majority of Tier 1 suppliers and, therefore,

implemented on a large number of ECUs.

UDS covers the fifth and seventh layers of the OSI model (respectively, session and

application). ECUs with UDS services enabled can be interrogated by diagnostic tools

connected to the bus for the detection of faults. The parameters of the requests are encapsulated

in the payload of CAN frames, along with their unique Service ID (SID). Once faults are

detected, the firmware of the defected ECUs can be flashed, i.e. uploaded. UDS can be

employed not only for the detection of faults, but also for their prevention. In fact, through

the usage of special functions called routines, it is possible to understand and predict the usual

behaviour of the ECUs over time.

While OBD-II and UDS are both employed for the diagnostics, their purpose is different.

OBD-II targets specific ECUs and vehicle functions – those related to the emissions, e.g.

oxygen sensors, engine control unit etc. –, and it is on-board, i.e. it is integrated in the vehicle

and can be employed by both technicians and users. By contrast, UDS can be used and

extended for any type of diagnostics and it is off-board, i.e. the diagnostic analysis is performed

when the vehicle is stationary in the service garage. Furthermore, due to its versatility, UDS
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Figure 8: An example of format description in a DBC file.

has been incorporated in a number of standards, the most notable being AUTOSAR [82].

Both OBD-II and UDS protocols have been employed for CAN bus reverse engineering

[23]–[26], [30], [31], [83]. However, their usage is still limited, since many CAN standard frames

are out of their sphere of activity. The original work presented in this dissertation does not

make use of either OBD-II and UDS diagnostic frames, but rather focuses on the reverse

engineering of the standard frames transiting on the CAN bus.

2.5 DBC Files

To evaluate a CAN bus reverse engineering method on a target vehicle, apart from its CAN

trace, it is necessary to have the ground truth to validate the results against. The standard to

store such information is Database CAN (DBC), released by Vector Informatik [84]. A DBC

file stores the characteristics described in Section 2.2 and the maximum and minimum values

that a signal can assume. Figure 8 illustrates an example of format description in a DBC file.

The top part of the figure, highlighted in grey, shows the syntax of a frame, while the lower

part represents an example of a signal within the frame.

Typically, the original DBC files owned by OEMs are not accessible by the general public.

An alternative option for obtaining ground truth datasets for validation is to employ DBC files

obtained by third-party expert technicians through manual reverse engineering. These DBC

files can be defined as generated. The disadvantage of generated DBC files is that, generally,

they do not cover all the information related to the target vehicle, as some signals may have
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BO_ 28 WHEEL_SPEEDS: 8 XXX
 SG_ RR : 55|16@0+ (0.01,-100) [0|65535] "" XXX
 SG_ RL : 39|16@0+ (0.01,-102) [0|65535] "" XXX
 SG_ FL : 7|16@0+ (0.01,-100) [0|65535] "" XXX
 SG_ FR : 23|16@0+ (0.01,-100) [0|65535] "" XXX

BO_ 259 NEW_MSG_5: 8 XXX
 SG_ NEW_SIGNAL_1 : 15|8@0+ (1,0) [0|255] "" XXX

BO_ 260 NEW_MSG_6: 8 XXX
 SG_ NEW_SIGNAL_1 : 15|8@0+ (1,0) [0|255] "" XXX

Figure 9: An example of wheel speed signals – front left (FL), front right (FR), rear left(RL)
and rear right (RR) – from a generated DBC (OpenDBC) extracted from a Mazda 3, model
year 2019. The generated DBC file is incomplete as the signals in the following two frames
were not fully translated.

not been spotted or fully decoded. Figure 9 is an example of signals in a generated file in the

Open DBC repository by Comma AI [52]. Is it to be noted that the four wheel speeds have

been almost fully reverse engineered except for the unit, while for others only the boundaries

have been identified, with no information related to their semantic meaning (and, supposedly,

scale factor and offset too).

In this work, the validation of the results is based on two datasets of generated DBC:

• Set of Derived DBC (SDDBC) – a set of 477 generated DBC files related to vehicle

models from 28 different makers from EU, USA, Japan and South Korea. This dataset

was generated by our partner company, Xee [51], through a process of manual reverse

engineering, starting from 2016. With an aggregated number of 21 526 decoded signals

related to 477 vehicles, to the best of our knowledge this is the most extensive and

diverse set of generated DBC files commercially available.

• OpenDBC, a set of generated DBC files publicly available online [52]. Differently to

SDDBC, not all signals present in OpenDBC files have been fully decoded. For some

signals, only the location is identified, with no information concerning semantic meaning

nor the format. For the sake of the validation, we have preliminarily discarded these

signals from the ground truth.
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3
Introduction to CAN Bus Reverse

Engineering
The objective of CAN reverse engineering is to locate the position of signals within frames

and translate their semantic meaning and format.

In the first part of this section we introduce the field of reverse engineering and we

contextualise our work accordingly. In the second part, we compare methodologies and results

obtained in the field of automated CAN bus reverse engineering. We evaluate the work

proposed in literature about tokenisation and translation separately. In particular, we divide

the related work according to the underlying approach employed.

Verma et al. [24] are the first to categorise methodologies on CAN reverse engineering based

on signals properties that they can decode. However, their categorisation is incomplete and

unstructured (i.e., the authors do not highlight commonalities and differences of the presented

methodologies). As a consequence, this dissertation provides the first comprehensive overview

of the work proposed and the related results achieved in the field of CAN reverse engineering.

3.1 Reverse Engineering

Reverse engineering is a deductive process aiming at identifying the components of a target

device, system, software, or process, and understanding how they interact with each other.
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The ultimate goal is to create an abstract representation of the target thanks to the newly

acquired knowledge [85].

The history of reverse engineering is tied with the evolution of war technology. In 260 BC,

the Romans used a shipwrecked Carthaginian Quinquereme as a blueprint for the production

of their new fleet of 120 warships, which largely contributed to their victory in the First Punic

War [86]. During WWII, four Boeing B-29 Superfortress bombers were dismantled and reverse

engineered in a large-scale operation, after making an emergency landing in the USSR. They

were effectively used for the design and production of the Tupolev Tu-4 bomber [87].

Reverse engineering techniques are used in a variety of fields, such as computer, electronic

and mechanical engineering, design, and systems biology, as well as for a multitude of research

and commercial purposes, such as forensic investigations and competitor analysis [88], [89].

Given the multitude of targets and their intrinsically different nature, the techniques presented

in the literature vary greatly. Nonetheless, it is possible to identify three general steps that

are typically followed in the process:

1. Information extraction – The target is analysed and its constituent components are

identified.

2. Modelling – The newly acquired information is conceptualised, i.e. an abstract model

representing the whole structure is designed.

3. Validation – The abstract model is tested in a multitude of scenarios to validate the

findings.

A field in which reverse engineering has gained particular popularity is software engineering.

Often it happens that the information regarding the design of a software is lost over time

and/or the software has become obsolete and, thus, incompatible with modern systems. In this

case, reverse engineering is also known as design recovery and it is a a helpful methodology to

speed up the understanding of the source code and/or its re-purposing [90].

Reverse engineering can be employed not only on an end product, but at any stage of

a software development. Its output is useful to take informed decisions during the software

development by, for instance, offering graphical representation of the code structure. This
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process is known as re-documentation [91]. A number of Universal Modeling Language (UML)

tools for the analysis of source code can be seen as reverse engineering processes for re-

documentation [92], [93]. Compared to the direct analysis of the source code, re-documentation

provides a more structured and high level understanding of the software. For this reason, it is

employed for identifying flaws in the system design, as well as bugs and vulnerabilities.

Reverse engineering is also known for being widely adopted in illegal activities [94]. Similarly

to software developers, black hat hackers typically exploit reverse engineering techniques to

detect vulnerabilities in operating systems or software and steal information or inject malware

[95]. Another notable example is the removal of the copyright protection of the source code or

media, also known as cracking. Vice versa, reverse engineering techniques can be employed to

discover unauthorised copies of the source code.

When the source code is not available, reverse engineering is performed on the machine

code or bytecode and can be referred to as reverse code engineering [95]. This can be grouped

into the following categories: decompilation, disassembly, and protocol reverse engineering.

Decompilation makes use of decompilers that generate source code in a high-level language

from the machine code of executable programs. This methodology typically produces imperfect

results, leaving part of the code obfuscated. The success rate of decompilers largely depends

on the availability of debug data and metadata, e.g. produced by virtual machines. Examples

of widely used decompilers are JAD for Java [96] and Reflector for .NET [97].

Disassembly is based on disassemblers, which are capable of translating binary code into

assembly language. Being the main purpose of a disassembler to provide insights for humans,

the generated assembly code is generally formatted with the aim of human readability rather

than an input for assemblers. A notable disassembler is IDA Pro [98].

Given a networking protocol whose formal specifications are unknown, the goal of protocol

reverse engineering is to infer its parameters, formats, syntax and semantics [99]. It can be

achieved following two distinct approaches, (i) study the dynamic behaviour of an application

sending messages according to the protocol, and (ii) sniff and analyse the traffic exchanged

between two or multiple hosts.

In the first approach, taint checking is employed to locate the code that parses the messages
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and correlate it with the messages. The output is called execution trace and it is used to

identify the fields and content type of messages. The main limitation of this approach is its

high dependency on the type of system and programming language, which makes it difficult to

generalise. Moreover, similarly to the decompilation, this approach is oftentimes limited by

privacy prevention techniques.

The second approach is based on logging the traffic transiting a network into a network

trace, and identifying patterns and correlations between packets and messages in it. The

decoding process is mostly composed of two steps: syntax inference and semantic inference.

Inferring the syntax means discovering the field boundaries, also known as tokenisation, as

well as the endianness (see Section 2.2) and format rules used to represent the information in

the protocol. The semantic inference is the process of understanding the semantic meaning of

the data. Network trace based protocol reverse engineering can be performed with the help

of packet analyser tools, such as Wireshark [100], which allow inspecting the data manually.

Research has focused on automating this process with the aim of improving the performance

and allow to deal with complex protocols. The most successful approaches presented in

literature are based on Finite State Machine (FSM) automata and ML algorithms. The former

are used to map sequences of messages and their relations [101]. The latter are employed to

find underlying patterns and similarities between different messages or chunks of data [102],

[103].

Automated CAN reverse engineering is a process whose goal is to identify the semantic

meaning and format of signals contained in data payload by sniffing and analysing traffic

traces generated by ECUs connected to the CAN bus. It is a protocol network trace based

task and, as such, it shares most of the characteristics of this process, including tokenisation,

and often implies the usage of ML techniques. However, due to its specific characteristics, the

methodology for CAN reverse engineering can also consistently diverge from other practices

presented in literature for protocol network based reverse engineering (see Section 3). Figure 10

highlights the location of CAN reverse engineering with respect to the taxonomy of reverse

engineering tasks.
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Figure 10: Taxonomy of Reverse Engineering. The reverse engineering of CAN bus is a network
trace-based protocol task.

3.2 From manual CAN reverse engineering to full automation

As for the majority of the reverse engineering tasks, the decoding of the CAN bus has been

initially executed manually. The manual approach is performed by a trained human operator,

who triggers events in the vehicle and analyses the changes in the CAN traffic [104], [105].

This process involves the activation and deactivation of sensors (e.g., the wipers are actuated,

the car is driven at certain speed), and/or the injection of PIDs through the OBD-II port to

generate a response from the network. The impact that such operations have on the data

transiting on the CAN bus is monitored in real time with the help of specialised tools, such as

Wireshark, CANtrace, and CANalyzer. These tools allow filtering the CAN data according to

selected frame IDs, thus providing a better understanding of the dynamics of semantically

consecutive information. Moreover, they can provide additional useful information regarding

the bus load, counters for errors, etc.

Manual CAN bus reverse engineering has proven to be a reliable tool for obtaining a clear

understanding of the CAN data. However, it can take from hours to days and it is not scalable,

i.e. the reverse engineering of a new target vehicle requires a similar number of operations

and comparable time. In the recent years, the automation of this process has captured the

attention of the scientific community and industrial players, who aim for standardised, fast

and scalable solutions.
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Table 3: Categorisation of CAN reverse engineering into manual, semi- and fully-automated.
Manual Semi-Automated Fully-Automated

Human expertise High Low None
Context Dependent Dependent Partially or fully independent
Data Collection Time Hours to days Minutes to hours Seconds to minutes
Decoding time Hours to days Minutes Minutes
Scalability Low Medium High

Table 3 summarises the characteristics of manual, semi- and fully-automated CAN bus

reverse engineering. The table shows that the main difference between the three approaches is

the level of human expertise and effort required. In manual reverse engineering, an expert

human operator with a solid background knowledge of the CAN protocol is a key asset to

achieve meaningful results. In this case, the operator must be skilled in the usage of the

analyser tools and trained in interpreting the changes in the traffic. In the semi-automated

approach, the operator does not need to be educated on CAN, but must be instructed to

follow specific procedures to generate the events in the vehicle. Full automation, instead, does

not require any human expertise related to reverse engineering or CAN. Indeed, an individual

inside the vehicle can be potentially unaware that this process is taking place. This is an

ideal scenario for companies who have remote access to their clients’ vehicles – i.e., through

the installation of proprietary sensors – and can collect CAN data at any time and process it

offline.

Another relevant difference between these categories is the need for ground information

regarding the data collection, in terms of driver profile, operations performed within the vehicle,

road and traffic conditions. In the manual and semi-automated approach, it is fundamental

to understand the correlations between the data collection context and the CAN traffic.

Ground truth data can be collected with the usage of additional hardware (e.g., GPS, or IMU

sensors) by inputting information manually (i.e., what is the recorded engine revolutions per

minute (RPM) as shown by the dashboard) or by injecting diagnostic messages. The goal

of full automation is to minimise the dependency from this kind of information and enable

reverse engineering regardless of the data collection conditions.

Related work on semi-automated and automated reverse engineering has shown that the
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data collection time can be reduced by, respectively, one and two orders of magnitude compared

to the manual approach [23], [24]. For what concerns the decoding time in the semi-automated

and fully-automated approaches, it refers to the execution time of the software. Compared

to the manual methodology, it is also reduced by two orders of magnitude [23], [24], [106].

However, it is to be noted that, since the manual decoding is performed in real time during

the data collection, the time for the two operations overlaps and, therefore, should not be

summed up.

Finally, another difference among reverse engineering methodologies concerns their scala-

bility. In the manual approach, the same or similar manual operations have to be performed

by the human operator for every target vehicle, which makes the process poorly scalable. In

the semi- and fully-automated approach, the more vehicles are processed, the more accurate

the reverse engineering of the new target vehicle typically becomes (i.e., by training ML to

recognise a larger number of signals [31]).

3.3 Tokenisation

The goal of tokenisation is to identify the sequence of bits that correspond to each signal

within the payload of the frames. The resulting output, the tokens, can be described as signals

whose location in the payload is known but whose semantic meaning and format have yet to

be translated.

The first step, common to all tokenisation approaches, is the decomposition of the CAN

trace in sub-traces, one for each ID. Each sub-trace is ordered according to the timestamp,

and corresponds to the time series of frames associated to the same ID which, thus, carry

semantically consecutive data. Figure 11 illustrates the process of decomposing a CAN trace

into multiple sub-traces.

After this step, related work proceeds following one of two approaches: (i) extract the set

of tokens that maximises a score function among a set of possible tokens combinations, or (ii)

compute the Bit Flip Rates (BFRs) array from the payload time series, and scan it to identify

boundaries based on drops in the value.
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Ts (μs) ID DLC Payload

0 12E 8 C980057FE0FFFF00

125 90 5 00000EB600

389 0C6 8 80AB80008002BC16

30190027 12E 8 80AB7FF68002B22B

30100144 90 5 0000094F00

…

Ts (μs) DLC Payload

0 8 C980057FE0FFFF00
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Ts (μs) DLC Payload

125 5 00000EB600
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…

…

…

ID: 90

ID: 12E

Figure 11: Decomposition of a CAN trace into N sub-traces.

3.3.1 Tokenisation based on combinatorial optimisation

While developing an Anomaly Detection (AD) system, Markovitz and Wool [27] were the first

to design an algorithm for tokenisation, They were also the first to identify different categories

of signals: physical, constant/unused, multi-values, and counters. The authors propose an

approach based on a 64x64 triangular matrix, which is employed to evaluate all possible 2080

tokens within the frame payload (the authors take into consideration only payloads with the

maximum length of 8 Byte). For each candidate token, the number of distinct values assumed

in the trace is calculated. Constant/unused portions of the trace are identified by the fact

that they assume only one value throughout the trace, while multi-values are characterised

by a limited number of values. According to the authors, physical signals and counters are

signals with high density, i.e. a large number of the values theoretically available are displayed

by the signal during the trace. A score is attributed to each candidate signal based on the

specific characteristics of its category. Through a greedy algorithm, the authors identify the

final set of non-overlapping signals based on their score.
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Verma et al. [30] present Automatic CAN Tokenization and Translation (ACTT), an

algorithm that performs tokenisation and translation of the signals simultaneously. The

method initially identifies the portions of the target trace triggered by PID requests injected

through the OBD-II port during the driving session in the target vehicle and obtains labelled

times series. Then, the constant bits are extracted for each ID and all the possible combinations

of tokens are computed on the rest of the bits. A fitness score is calculated between the time

series of each token in the set and the Diagnostic IDs (DIDs) times series through a linear

regression. Finally, a dynamic programming-based scheduling algorithm outputs the set of

non-overlapping tokens which maximises the overall fitness score. The authors try to address

the endianness but, erroneously consider the bit order instead of the byte-order, which truly

defines the endianness in CAN bus.

In 2020, Frassinelli et al. [53] equip their novel tool, AutoCAN, with a tokeniser based

on a greedy approach. For each ID, the tokeniser starts from the first bit of the payload

and iteratively adds bits to define the other boundary of the token. At every iteration, the

algorithm evaluates the plausibility of the considered token by verifying that its properties

match those of any of the signal categories (physical, counter, checksum, status). Let us

consider a token starting at position i, and whose currently investigated end bit is at position

j. If the token (i, j) is plausible, a new bit is added and a new plausibility check is performed.

If not, a boundary is identified in position j − 1, and j is the start bit of the following token.

The authors also refer to the little-endianness. However, they do not specify how to distinguish

little-endian signals from big endian signals, which are not mentioned in the paper. The results

show a correctly extracted tokens (CE) rate higher than 90 %.

In their tool, CAN-D, Verma et al. [24] propose an approach that considers the conditional

probability of each bit bi flipping, and the difference between the conditional bit flip probabilities

of the following two bits. Once the probability of each bit in the payload of being a signal

boundary is calculated, the algorithm extracts the set of all possible valid tokens. This set

includes also tokens in little-endian format, which have been extracted independently from

each other. The authors evaluate the possibility that a single payload can contain tokens

encoded according to different endianness. In fact, they observe that, while no case of signals
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within the same payload but with different endianness has been recorded, the CAN protocol

does not indicate constraints regarding this possibility. An optimisation algorithm aims to find

the optimal balance between partitioning the payload into too many tokens and allocating

too many bits to the same token. This algorithm can provide distinct outputs. In this case,

the solution that includes the highest number of tokens overall and the highest number of

big endianness tokens is chosen as optimal. Both approaches were tested on 10 vehicles

from different manufacturers and mostly validated against generated DBC files provided by

OpenDBC. The results show an average F-Score, accuracy, and precision around or superior

to 90 %.

3.3.2 Tokenisation based on BFR

In concurrent works, Marchetti and Stabili [28] and Nolan et al. [107] introduce, respectively,

READ and Transition Aggregated N-Grams (TANG), which are tokenisation algorithms based

on the BFR.

For each ID time series, a BFR array B = [b0, b1, ..., bn] is calculated, where n is the

length of the frame payload. Each element bi corresponds to the BFR of the ith bit throughout

the time series. A bit flip corresponds to a change in the status of a bit in a consecutive

payloads, from 0 to 1 or vice versa. The total Bit Flip Count (BFC) is the number of times

that a bit flips throughout the time series. Let F be the number of consecutive payloads that

constitute the time series, BFR is calculated as BFC/(F - 1). The BFR array is then scanned

from left to right looking for a significant drop in the BFR between a bi and bi+1. When such

a decrease in the BFR occurs, a boundary between two signals is found.

The underlying logic behind this approach is that the Less Significant Bits of physical

signals usually flip more than the Most Significant Bits, due to the deterministic and continuous

nature of the phenomena that these signals represent. As a consequence, when a consistent

decrease in the value is found between bi and bi+1, bi is likely to be the Less Significant Bit of

the current signal, while bi+1 the Most Significant Bit of the next signal. A difference between

READ and TANG is the factor defining the minimum decrease in the bit flip to identify a

boundary: 2 for TANG and 10 for READ. Figure 12 shows an example of tokenisation based
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00000.010.020.030.05
Byte 1 Byte 2

Bit Flip Rate Array 

0.11 0.18 0.3 0.45 0.01 0.02 0.03 0.050.12 0.21 0.42 0.60 0.75 0.88 0.94 0.97

Search for drops in the BFR value

00000.010.020.030.050.11 0.18 0.3 0.45 0.01 0.02 0.03 0.050.12 0.21 0.42 0.60 0.75 0.88 0.94 0.97
Token 1 Token 2 Token 3

0 0 1 1 0 0 0 1 0 0 1 1 0 0 0 1
0 1 0 1 1 0 1 1 0 1 1 1 1 0 1 1

0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 1
0 1 0 1 1 0 1 1 0 0 0 1 0 0 1 1

...

ID: 15A

Payload

Computer Bit Flip Array

Frame n.
1

634

2

635

...

Figure 12: Example of tokenisation of the ID 15A. The BFR is calculated on the payloads of
consecutive frames associated to the ID. The array is scanned from left to the right to look for
drops in the BFR values. Through this technique, 3 tokens are found.

on the BFR.

READ has been further improved by Pesé et al. [23]. Specifically, instead of defining

a binary threshold to determine the presence of a boundary between two bits, the authors

express the decrease in two consecute BFR values as a percentage. The overall probabilities of

the bits of being a boundary are then taken into account to determine the final set of tokens.

In their work [23], the authors also define three metrics: CE, total number of signals in the

DBC file (TDBC) and total extracted signals (TE). Then, they evaluate their tokenisation

algorithm according to the ratios CE/TE and TE/TDBC.

Choi et al. [29] challenge the assumptions made by Marchetti and Stabili [28] regarding

the BFR of checkcodes and counters. Regarding the checkcodes, they observe that not always

the BFR values are distributed around 0.5. Their algorithm starts from a reference BFR

of 0.3 and continuously check whether this property is met throughout the trace. For what

concerns the counters, the algorithm simply observes whether the overall value of the counter

has increased by 1 at every new frame sending. The authors present a novel methodology to
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identify physical signals as well, which does not calculate the BFR array on the whole payload

time series. Following a sliding window approach, the algorithm generates multiple sub-time

series, or windows, and calculates a BFR array for each of them. Then, each bit is evaluated

independently. The BFR related to the windows are put in one time series for each single bit

and a correlation with the following bit is searched. When correlations are found between two

or multiple consecutive bits, they are labelled as belonging to the same signal.

The main limitation of this work is the assumption that the observed value of the counter

increases by exactly 1 with each frame sending. Counters related to physical phenomena, such

as the fuel consumption counter, can speed up or slow down according to the progression of

the telemetry taken into consideration. As a consequence, while displaying an evident cyclic

behaviour, i.e., a monotonic increase in the values followed by a reset, their value can change

by more than 1 between one frame sending and the following.

3.4 Translation

The goal of the translation is to disclose the signedness, offset, scale factor, and unit (in

case of physical signals) of the found tokens. In this section, we review the state-of-the-art

techniques that achieve semi-automated and fully automated translation. We divide the work

on translation according to the methodology adopted: (i) based on PIDs, (ii) based on ML,

(iii) based on semantic taxonomy, (iv) based on companion apps.

To be noted that a significant number of the methodologies presented in this survey

are based on more than one approach, as illustrated in Figure 13. However, for the sake

of readability, in this section we present each work in the category that describes its most

distinctive characteristics.

3.4.1 Translation based on PIDs

The algorithms belonging to this class are based on injecting PIDs through the OBD-II port

and observing the subsequent changes in the traffic.

Huybrechts et al. [31] were the first to exploit OBD-II PIDs in the scope of CAN reverse

engineering. They log CAN data while driving in a dynamic context and injecting diagnostics
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PIDs

Machine Learning 

Semantic Taxonomy

Companion  
apps

 
DP-Reverser [26]

Huybrechts
et al. [31]

ACTT [30]
LibreCAN 

[23]

Ezeobi et
al. [32]

Young et  
al. [106]

AutoCAN 
[53]

CAN-D [24]

Moore et 
al. [83]

Supervised Unsupervised

CANHunter  
[25]

Jaynes et 
al. [54]

Figure 13: Classification of related work on CAN bus reverse engineering.

requests. Then, the tool compares each byte (or combination of bytes) of the collected traffic

with the triggered diagnostic signals and calculates the similarity between them. The semantic

meaning of the chunk of traffic scoring the highest similarity is then identified. The tool is

tested on two gas-fuelled vehicles and validated against a generated ground truth, managing

to map around 10 % of the traffic in the two vehicles.

In their novel tool, CAN-D, Verma et al. [24] are the first to introduce a translation method

capable of decoding the signedness of the signals. The signedness is decoded based on the

assumption that if a token is signed, both of its Most Significant Bits flip from 0 to 1 when

it goes from positive to negative values, and from 1 to 0 vice versa. The logic behind this

approach is that signed signals have continuity in the value of two MSBs while, in the case of

unsigned signals, the flipping of such bits show changes in the value of the signal unlikely to

represent telemetries in the real world. The translation of the signals’ format is a continuation

of the work in [30] (see Section 3.3) and consists of finding linear correlations between the

extracted tokens and diagnostic messages. Based on a testing set composed of 10 vehicles,

whose ground truth is available in CommaAI, CAN-D achieves a reduction of 20% in the l1
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error between the translated signals and the ground truth compared to LibreCAN.

The injection of PIDs is a useful approach that can be employed to accurately translate a

number of signals critical for the functioning of the vehicle. In particular, since the formats of

the responding signals are publicly available, once the semantic of a signal has been correctly

identified, its format becomes also known, and it can be used for the identification of other

semantically related signals. The main limitation of this approach is that not all the signals

can be triggered through diagnostic requests, in particular those not related to the powertrain.

3.4.2 Translation based on ML

ML is used in the scope of CAN reverse engineering to identify the semantic of signals

(supervised learning) or infer correlations between signals (unsupervised learning).

Jaynes et al. [54] were the first to attempt fully automated CAN bus reverse engineering.

They propose a ML approach based on three features – ID, sending frequency, and payload –

to identify the semantic meaning of the frames, i.e., what is the vehicle function that they

carry. After training a variety of ML classifiers on frames related to five functions in nine

vehicles, the authors achieve a precision and recall higher than 80 % with a NN classifier

against a generated ground truth. However, as indicated in [24], since this work treats the

frame payloads as a whole, this approach is unfit for the translation of signals within frames.

In their paper, Huybrechts et al. [31] also propose an alternative approach to the injection

of PIDs, which makes use of Long Short-Term Memory (LSTM), a type of neural networks

particularly suited for time series classification. The LSTM is trained to identify the semantic

meaning of signals in a target vehicle, based on their experience gained on CAN signals of

known vehicles. The training of the LSTM is also enriched by GPS data. This second approach

scores an accuracy of up to 90 %. The main limitation of both approaches is the absence of

tokenisation. The authors wrongly assume a coincidence between signals and payload bytes,

which does not make it suitable for signals that are shorter than one byte and/or whose

boundaries are not the Most Significant Bit and Less Significant Bit of the bytes. Moreover,

having trained the LSTM on only two vehicles it is difficult to assess whether the second

approach is generalisable and would scale with a higher number of samples.
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Moore et al. [83] aim to provide a full mapping of the time relations between the speed-

related signals and distinguish the different states of the vehicle in a semi-supervised fashion.

The authors initially exploit PIDs to identify the speed-related signals. Subsequently, they

employ a combination of Hidden Markov Model (HMM) and Convolutional Neural Network

(CNN) to understand the causality between the actions of the driver and the observed data.

The authors explore four states of the vehicle speed: acceleration, deceleration, maintain (the

speed is constant) and idle (the vehicle is parked). The results show an average accuracy in

the identification of the states higher than 90%.

In concurrent works, Ezeobi et al. [32] and Young et al. [106] adopt unsupervised ML

techniques in the field of CAN reverse engineering. In [32], the authors test several clustering

techniques, such as Agglomerative Hierarchical Clustering (AHC) [108] and DBSCAN [109],

to determine sets of frames which are semantically related. They evaluate their approach

against a set of four vehicle models belonging to the same OEM. For validation, the authors

employ generated DBC from OpenDBC. AHC identifies four distinct clusters related to an

equal number of vehicle functions, achieving a Fowlkes-Mallows score (FM-Score) [110] of over

70 %. To be noted that this approach provides the semantic meaning of only a limited number

of signals.

In [106], instead, the authors perform a series of operations within the vehicle at data

collection time and manually label the CAN traffic in different time spans accordingly. The

CAN log is split in sub-traces, one for each ID, and the time-status labels are used to find

correlation between the time series of an ID and a function of the vehicle. Then, an AHC

algorithm is used to identify the similarity degree between different frame series. Following

this approach, the authors manage to identify eight frames containing five distinct gas-fuelled

vehicle functions. Similarly to [54], this approach is limited, in the sense that the extracted

information, while offering an high-level understanding of the frames, does not address the

individual signals.

ML-based algorithms are useful to identify and/or group signals based on their semantics

in a completely automated manner and, thus, provide a clear overview of the dependencies

in the data traffic. The main limitation of tools based on supervised learning is that the
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translation performance depends on the quality of the training set fed to the classifier which,

in the case of CAN bus reverse engineering, is largely influenced by the driving context of the

collected traces. By contrast, unsupervised learning can be employed in any circumstance,

but needs additional ground truth about some of the examined signals in order to correctly

interpret the output.

3.4.3 Translation based on semantic taxonomy

This approach consists in exploiting the intrinsic properties of groups of semantically similar

signals and the relations that link these groups. A deep understanding of the nature of

signals is required, as well as the capability of transposing this knowledge into an software

representation. Translation based on the taxonomy of signals requires operations performed in

the vehicle that reflect the nature of the searched signals. A human operator is in charge of

conducting a precise list of actions in order to complete the data collection. Hence, all work

based on the taxonomy of signals is semi-automated.

A first attempt to provide a complete CAN reverse engineering pipeline has been made

by Pesé et al. [23], who presented LibreCAN, an algorithm composed of three phases. For

the data collection, the authors employ a commercial mobile app, installed in the vehicle and

duly aligned, to capture IMU and GPS data related to the driving session. During the driving

session, they inject OBD-II PIDs to trigger the responses in the bus. Additionally, another

trace is collected, where a human operator is instructed through an app to perform specific

procedures in the vehicle in order to activate body status signals, e.g. door locks, seat belts

etc. A reference trace, where no action is performed in the vehicle is also logged.

The semantic translation of the signals is performed by searching for correspondences

between the extracted tokens, the PIDs and the IMU/GPS data, through normalised cross-

correlation. Once the semantic meaning of the signals is unveiled, LibreCAN performs a linear

regression between the raw values of the signals and the ground truth data to decode the scale

factor and offset. Finally, LibreCAN analyses the difference between the reference trace and

the trace related to the body in order to spot the status signals.

LibreCAN is evaluated on four commercial vehicles and validated against the original DBC
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files provided by the manufacturer. The tests achieve a precision of 82 % in the identification of

powertrain signals (phase 2), and an accuracy of around 95 % in the decoding of body signals

(phase 3). Furthermore, the authors investigate how the length of the CAN log influences the

performance of the algorithm. The results show that driving a vehicle for 30 min in a dynamic

context is sufficient to achieve optimal reverse engineering of the powertrain signals. Moreover,

the human operator takes 10 min on average to perform all the due operations for the body

signals related trace.

Frassinelli et al. [53] present AutoCAN, an approach based on finding a chain of correlations

between tokens. A small set of tokens (extracted with the methodology presented in Section 3.3),

is initially decoded by finding correlations with ground truth data related to the current session,

captured through external sensors. Then, a number of mathematical formulas is iteratively

extracted through Abstract Syntax Tree (AST) and applied to transform the rest of the tokens

time series and find correlations between the output of each of these transformation and the

known signals. The underlying rationale is that signals represent telemetries and events in the

real world, which are subject to the laws of physics. Hence, it is possible to infer the relations

between two tokens by testing all the possible combinations of mathematical properties that

link different measurements in a physical system. For example, the token related to the

acceleration can be identified by calculating the integral of each token and finding the most

convincing correlation with the vehicle speed (in this case, calculated through the Pearson

coefficient). AutoCAN is tested on three Electric Vehicles (EVs) and one fuel-propelled vehicle,

and validated against generated DBC files obtained from various sources.

The main limitation of this work is the assumption that all the reference signals, through

which it is possible to decode the rest of the traffic, can be always easily identified. While

this is a reasonable assumption for what concerns most of the powertrain signals (e.g. using

the GPS to preliminarily identify the vehicle speed), it is not necessary true for a number

of other signals, such as those concerning the battery voltage. Finally, the authors report a

data collection time of several hours for each of the tested vehicle, which would not qualify

AutoCAN as a fully automated reverse engineering approach. Nonetheless, the authors have

not studied how the performance varies according to the length of the collected trace. We
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argue that there is ample room for reducing the length of the logs required to few minutes,

while maintaining optimal or nearly optimal performance.

Translating signals based on taxonomy is the direct evolution of manual reverse engineering,

which makes it sound and reliable. The downside of this approach is that it requires a deep

understanding of the CAN data and still a non-negligible amount of human effort and time.

3.4.4 Translation based on companion apps

The goal of this reverse engineering approach is to exploit companion apps, which are mobile

or desktop applications that actively interact with in-vehicle networks, to automatically detect

and translate the signals.

Wen et al. [25] developed CANHunter, the first tool addressing the automation of CAN

reverse engineering through the usage of car companion apps. The authors categorise these

apps into IVI, and OBD-II dongle apps. The former are the official apps released by car

makers and are compatible only with a limited number of vehicles – those of the maker. They

connect the mobile phone to the vehicle through cellular network or Bluetooth and offer a

variety of features, from starting the engine to controlling the door locks. OBD-II dongle apps

are typically developed by aftermarket companies (e.g. insurance companies) and require a

dongle attached to the OBD-II port to allow communication between the phone and the CAN

bus.

Since each app is built following a different logic and architecture, the first challenge

that the authors tackle is to locate the generation path, i.e., to find the module sending

the requests to the CAN bus and understand its functioning. They solve this problem by

developing a software that identifies the standardised network APIs (always present to enable

the communication between the phone and the vehicle) and using a technique called program

slicing to find the source of the CAN requests. After the generation path is understood, it

is the turn to address automatic syntax and semantics recovery, i.e., automatically infer the

syntax and semantic meaning of messages. CANHunter achieves syntax recovery through

forced execution, i.e., the brute-force execution of commands in the generation path with

generic inputs. For what concerns the semantics, clues are searched in the User Interface (UI)
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to relate the outputted strings with the hard-coded commands.

The authors do not test CANHunter on physical vehicles. Instead, they employ 236 free

apps – 90 IVI and 146 dongle – that can be downloaded from online app stores, e.g., Google

Store. Among those, 107 apps – 3 IVI and 104 dongle – are successfully exploited to identify

and decode the semantic meaning of more than 150 000 signals. However, as highlighted by

Le Yu et al. [26], the majority of these apps are designed for the common driver, who wants to

extract ordinary information from the vehicle. As a consequence, the majority of the signals

that can be obtained through these apps are responses to the PIDs, for which documentation

is already publicly available. In addition, CANHunter does not provide the format of the

signals, which does not allow the reuse of the extracted signals.

Le Yu et al. [26] propose DP-Reverser, a tool that aims to fix the shortcomings of [25] by

exploiting apps that make use of diagnostics communication protocols to obtain the semantic

and format of signals that are not publicly known. The authors focus on KWP 2000 (ISO

14230 [80]) and UDS (ISO 14229 [79]), In this work, the authors categorise the apps into (i)

professional handheld diagnostic equipment, which includes all software and hardware necessary

for the communication with CAN, (ii) professional diagnostic software, which is a desktop app

with a UI that the user can consult, and (iii) OBD-based telematics app, a mobile phone app

that connects to a diagnostic dongle attached to the OBD-II port.

To deal with the diversity of the diagnostic apps and bypass the security features often

present, DP-Reverser makes use of a cyber-physical system emulating human interaction

instead of trying to reverse engineer the apps as [25]. This system is composed of two cameras

that capture screenshots from the UI and a robotic arm, or clicker, which is trained to provide

inputs to the platform. The events generated by the clicker are timely correlated with the

observed changes in the traffic. For the translation of the format, DP-Reverser employs a

genetic programming algorithm. The algorithm starts from a small set of randomly generated

formulas to describe the format, and based on the evolutionary principle of the survival of the

fittest, the next generation of formulas is calculated. The process continues until one of the

formula fit the observed behaviour of the signal.

The authors test DP-Reverser on 18 vehicle models and four apps – two professional
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handheld diagnostic equipment and two professional diagnostic software. A total of 446 signals

– 290 physical/counters and 156 status – are identified with an average precision of 98.3 %.

Moreover, an accuracy of 100 % is obtained for the format decoding.

Apart from the evident complexity in the initial setting and calibration of all the components

of companion apps-based methodologies, the main limitation of this approach concerns the

apps themselves, which can be subject to a variety of bugs and errors. In this case, it is unclear

how unexpected behaviour of the apps can be handled or if this can potentially drive the

algorithms to output wrong decoding results.
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4
Tokenisation
In this section, we propose our novel BFR-based tokenisation algorithm which identifies the

endianness of the tokens. This algorithm was initially developed as the second phase of

CANMatch (see Section 7) and later implemented in FastCAN as well (see Section 5).

4.1 Understanding the endianness

The endianness was firstly introduced by hardware companies. Historically, for instance, IBM

used Big Endianness for its architectures, while Intel adopted the Little Endian format. Over

the years, the concept of endianness has extended to the point that it can now refer also to the

order in which data is sent over a communication channel. In this context, the endianness can

also refer to the order of the bits. However, in the case of CAN data, the endianness format

sticks to its original meaning: the order of the bytes.

Let us assume a CAN frame payload encoded with the Byte-level Big Endianness format.

When reading the payload from left to right, the most significant byte appears first, while

the least significant byte appears last. Also the bits within the bytes appear from the most

significant to the least significant one. It follows that the overall order of the bits follows the

order of the bytes. This format is immediately interpretable by humans because it reflects our

daily way of reading decimal numbers. By contrast, according to the Byte-level Little Endian

format, the bytes appear from the least significant to the most significant. Differently from
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Hex          78 4E 81  9E 09  CB 09 96 

10011110 00001001... ...Bin

Figure 14: CAN frame from Mercedes A-Class, model year 2018.

Table 4: RPM decoding example with different types of endianness.
Byte/bit Big Endian Byte Little Endian bit Little Endian (reverse bits)

Parsed Hex 9E 09 09 9E –
Parsed Bin 10011110 00001001 00001001 10011110 10010000 01111001
Parsed Dec 40457 2462 36985

the BE format, the significance of the bits does not reflect the significance of the bytes. The

consequence is that the order of the bits does not follow the order of the Bytes.

This concept is illustrated in Figure 14, which refers to the real payload of a CAN frame

extracted from a Mercedes A-Class. The red box contains the Engine Speed signal, whose

value indicates the engine RPM at a certain time t. This signal is represented in the LE

format. The scale factor is 1 and the offset is 0. Ergo, the RPM is immediately readable once

the values are parsed to the decimal format.

Table 4 compares different interpretations of the endianness for the signal. Firstly, we

consider the Byte-level Big Endianness, which also corresponds to the bit-level Big Endianness,

as explained above. By using this format, the RPM value obtained is clearly wrong, as the

engine of a commercial car cannot possibly reach 40457 RPM. Then, we consider the Byte-level

Little Endianness. According to this format, the first byte is the least significant one and the

last byte is the most significant one. Therefore, if we want to read the signal from left to right,

we need to invert the order of the bytes and, only then, parse to decimal. In this case, the

value of the RPM is correct (2462) and also matches our expectations regarding the RPM.

Finally, we assume bit-level Little Endianness. This is what Nolan et al. erroneously

do [107]). In this case, the bits of the whole signal are completely reversed. Following this

approach, in our example, when reading the signal from left to right, we encounter: i) the

least significant bit of the most significant Byte (pos 0), ii) the most significant bit of the most

significant Byte (pos 7), iii) the least significant bit of the least significant Byte (pos 8), iv)
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Algorithm 1 Tokenisation
Input: Input Trace I
Output: A set of tokens T
1: T ← []
2: for id in get_frame_IDs(I) do
3: ts ← get_frame_time_series(I, id)
4: bfr ← calculate_bit_flip_rate(ts, I )
5: be ← tokenise_big_endian(bfr)
6: le ← tokenise_little_endian(bfr)
7: be_types, le_types ← get_tokens_type(be, le)
8: if score(be) ≥ score(le) then
9: T .append(⟨be, be_types, 0 ⟩)

10: else
11: T .append(⟨le, le_types, 1 ⟩)
12: end if
13: end for

the most significant bit of the most significant Byte (pos 15). As expected, the parsing to

decimal representation results in a wrong interpretation of the signal value.

4.2 Methodology

The tokenisation process is based on the same assumption made by Marchetti and Stabili [28]:

differences among two consecutive values of a signal representing a physical phenomenon are

small, due to the own nature of the phenomenon. Following this principle, the least significant

bit, which impacts the least on the value of the signal, usually flips (changes its value) more

often than a more significant bit of the same signal.

The pseudocode summarising the implementation of our proposal is illustrated in Algo-

rithm 1. The algorithm extracts all the frame IDs from the trace and splits the trace into n

sub-traces, where n is the number of unique IDs in the trace (line 3). Each of these sub-traces

contains the payload of frames associated to the same ID, in the same temporal order as

they appear in the trace. Then, the sub-traces are iteratively processed independently of one

another. For each sub-trace, the BFR of each bit in the frame is extracted (line 4). Once

all BFRs within a frame are computed and stored in an array according to their position in

the frame, the algorithm proceeds extracting the boundaries and endianness of the tokens.
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Regarding the endianness, following [107], these assumptions are made:

• A CAN trace can contain signals encoded with both big and little endian formats.

• Signals within a single frame are encoded using the same format.

A set of tokens is extracted assuming one endianess format at a time (lines 5–6). For the

BE encoding, the BFR array is scanned from the beginning to the end, seeking for a drop in

the BFR between consecutive elements. A drop in the BFR value is considered if the difference

between two consecutive elements is higher than a tolerance threshold τ :

|ai − ai+1| > τ (2)

where ai is the ith element of the array. When such a decrease is found, a boundary between

two tokens is identified. The goal of τ is to prevent the premature identification of boundaries

between two tokens caused by small statistical fluctuations in the BFR.

For the LE format, the algorithm first reverses the bits in each individual byte, without

changing the order of the bytes. This approach is not a try to reconstruct a priori the correct

order of the bytes. Instead, its aim is to exploit the technique presented in [23], [28] of

identifying continuity (or disruption) in the BFR along the whole frame also in the case of a

LE format. In fact, as for BE, the array is scanned to find decreases in the BFR values. But,

due to the different order of the bytes of the LE format, the scan is performed from the end

to the beginning of the BFR array. For the sake of comprehension, it should be noted that

the reversing of bits within the bytes is exclusively carried out with the purpose of evaluating

the likelihood of the two endianness formats. As a matter-of-fact, after the tokenisation is

performed, the BFR array is brought back to its original form and the boundaries are updated

accordingly. Figure 15 shows an example of tokenisation on a 2-Byte payload performed

according to the two endianness encodings.

Once the tokenisation is completed, the algorithm pursues to identify the token types in

the two sets (line 7). Multi-value, checkcode and constant tokens are labelled in a similar

fashion to [23], [28] presented in Section 3.3. By employing simple techniques for time series



4. Tokenisation 55

0.12 0.21 0.42 0.60 0.75 0.88 0.94 0.93 0.11 0.18 0.3 0.45 0.01 0.02 0.03 0.05
Token X Token Y

Big Endian

Byte 1 Byte 2
0.12 0.21 0.42 0.60 0.75 0.88 0.94 0.93 0.11 0.18 0.3 0.45 0.01 0.02 0.03 0.05

Little Endian

Byte 1 Byte 2

Token X, LSBs

0.120.210.420.600.750.880.940.93 0.110.180.30.450.010.020.030.05
Byte 1 Byte 2

Scanning for Boundaries Identification Scanning for Boundaries Identification

00000.010.020.030.05
Byte 1 Byte 2

Bit Flip Rate Array 

Token Y

0.12 0.21 0.42 0.60 0.75 0.88 0.94 0.93 0.11 0.18 0.3 0.45 0.01 0.02 0.03 0.05
Byte 1 Byte 2

Token Z

0.11 0.18 0.3 0.45 0.01 0.02 0.03 0.05

Token X, MSBs

Reverse bits in Bytes 

Reverse Bytes 

0.94

0.12 0.21 0.42 0.60 0.75 0.88 0.94 0.93

Figure 15: Tokenisation according to different types of endianness: (i) assuming big endian
(left figure), two distinct one-byte-long tokens are found; (ii) assuming little endian (right
figure), one two-byte-long token is found.

analysis, the algorithm is able to identify counter tokens according to the following properties:

(i) counters that exhibit a seasonal trend, and (ii) counter cycles that are characterised by a

monotonic growth followed by a sudden drop (the counter is reset). Tokens that do not fall in

any of the previous categories are labelled as physical.

Once the token types are found, the algorithm decides which endianness is the correct one

and, subsequently, which is the final set of tokens to extract from the frame. For this purpose,

a likelihood score, SL, is calculated on the tokens of both outputs. SL depends on two main

components (subscores): (i) the number of cross-byte tokens, and (ii) a volatility component

that penalises highly-volatile tokens.

To find the first subscore, the algorithm computes a preliminary score Sc, defined as:

Sc = |T ′|+ α
∑
t∈T ′

(St + Et) (3)

Here, T ′ corresponds to the set of cross-byte tokens (i.e., tokens contained in different consecu-

tive bytes). We expect the tokenisation algorithm to find a higher number of these signals



4. Tokenisation 56

when the endianness is the correct one. St and Et are binary variables defined as follows:

St =


1, if start_bitt (mod 8) = 0

0, otherwise
(4)

Et =


1, if (end_bitt + 1) (mod 8) = 0

0, otherwise
(5)

To be noted that the second component of Equation (3) is weighted by α in order to

incentivise tokens that start and/or finish exactly at the least and/or most significant bit inside

the frame. While the CAN protocol allows signals to start and end at any position within

a byte, the start and end bits of long signals often coincide with, respectively, the least and

most significant bit of a byte. Sc is then normalised between 0 and 1. We call this normalised

score S′
c.

The volatility component, Sv, can be computed as follows:

Sv =
1

|T ′|
∑
t∈T ′

Vt, (6)

where Vt corresponds to the volatility of a single token in T ′. It is in the range [0,1], where

values that tend to 1 indicate a static behaviour, while values that tend to 0 express a

highly volatile behaviour. The reason we consider the volatility component is because signals

encapsulate information that has a physical meaning. If a token is correctly extracted, i.e., its

boundaries and endianness are correct, its time series perfectly describes the behaviour of the

vehicle function/telemetry it carries over time. By contrast, cross-byte tokens that are not

correctly extracted usually contain bits belonging to different signals. The time series of such

tokens do not represent any physical information and, as a consequence, are characterised by

a highly volatile and unpredictable behaviour. Our assumption is that, among different sets of

tokens computed for the same frame ID, the set that produces tokens whose time series are

less volatile on average has a higher chance to be the correct one.
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Finally, the likelihood score is computed as follows:

SL = S′
c + β × Sv, (7)

where β assigns a weight to the volatility component.

4.3 Performance Evaluation

In the following, we present the dataset employed for the evaluation and the results achieved

by our tokenisation algorithm.

4.3.1 Data Collection

As raw CAN traces to be tokenised, we use two sets, as follows:

• Driven Vehicles Traces (DVT) – a set of 13 CAN raw traces. These traces are 1-2 min

long and are collected on moving vehicles. The ground truth of each of these vehicles is

contained in SDDBC.

• OpenDBC DVT (ODVT), a set of 2 CAN raw traces. These traces are 1 min long and

are collected on moving vehicles. The ground truth of each of these vehicles is contained

in OpenDBC.

Information on DVT and ODVT is presented in Table 5.

All traces in DVT were extracted with a PCAN-USB FD dongle [48], while traces in ODVT

were collected with different dongles. The majority of traces were collected through the OBD-II.

However, when a gateway was present, we identified and attached the dongle directly to the

CAN bus wires with the use of a clip. Finally, all tests presented in the following sections

are performed under real-world conditions, but the results refer only to the decoded signals

present in the ground truth.
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Table 5: DVT and ODVT set
Set Vehicle Model # Signals DBC Length (s)

DVT Audi A3 2012- 59 60
BMW X1 2015- 53 60
Citroen C3 Picasso 2009- 46 120
Fiat Qubo 2008-2019 26 120
Kia Sportage 2016- 31 60
Mercedes A-Class 2018- 59 60
Nissan Micra 2005-2011 41 120
Peugeot 208 2011- 47 120
Peugeot 307 2005-2008 37 60
Renault Captur 2013- 46 120
Renault Megane 4 2016- 48 60
Smart Fortwo 2014- 57 120
VW Golf 5 2003-2009 63 60

ODVT Acura ILX 2013- 177 60
Volvo V40 2017- 54 60

4.3.2 Results Analysis

For what concern, the evaluation, we adopt the metrics defined by Pesé et al. [23], TDBC

and TE. However, in their work, TDBC corresponds to the actual total number of signals

that can be found in each of the four tested vehicles used for its evaluation, as the DBC files

used for as ground truth were obtained from the actual OEM. In our case, we do not have a

complete ground truth for each of our testing traces and, due to this limitation, we evaluate

the tokeniser using the ratio CE/TDBC.

No status/multi-value signals were intentionally triggered by the driver at data collection

time and, therefore, their bit flip cannot be possibly observed. Since such signals are typically

1–4 bit long, in the evaluation we consider only signals whose length is equal or greater than

5 bit.

Let S be the set of known signals in the ground truth. In general, a token t is considered

to be correctly identified if exists a signal s ∈ S such that the boundaries of t and s coincide,

i.e., their start/end bits are the same. In our case, we allow a 4 bit tolerance error for the

most significant bit in response to a widely known problem that affects tokenisation [23], [28],

[30]. For many signals – especially those representing physical information – it is very difficult

to record flips in their most significant bits, as they can be activated only under exceptional
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(and often extreme) circumstances. For instance, the maximum theoretical speed of a car

is hardly recorded, unless the car is driven on purpose to reach that speed. While no error

can be tolerated in the identification of the start bit of a token, as highlighted by Verma et

al. [24], since it would inevitably affect the decoding of the scale factor and offset, we argue

that a certain tolerance error is acceptable for the end bit. As a matter of fact, cutting off

the most significant bits of a signal might not allow us to correctly interpret the maximum

value that can be reached by the signal, as intended by the manufacturer. Nonetheless, it

does not affect the interpretation of the signal when it carries physical values under “normal”

driving conditions. We chose 4 bit as tolerance error, because it seems a good trade off between

addressing the described issue and a fair evaluation of our algorithm.

We first performed an extensive tuning on 8800 combinations of the parameters α, β, and

τ , in order to find the one that guarantees the best CE/TDBC ratio. Figure 16 presents the

average results obtained on all tested vehicles with every combination of α and β, and τ = 0.3.

To be noted that we evaluated other values of τ as well, but present here only the best value.

The results show that a maximum mean CE/TDBC score of 77.6 % is achieved with τ = 0.3,

α = 0.2, and β = 0.2. This suggests that the number of long tokens constitutes the most

valuable contribution for the likelihood score.

Figure 17 compares our proposal with READ [28] and the tokenisation algorithm of

LibreCAN [23], which, at the time of writing, are the start-of-the-art algorithms for tokenisation.

The results show that our proposal equals or outperforms READ and LibreCAN on all

considered vehicles of DVT. The difference in the performance, especially remarkable for some

of the vehicles, is driven by the presence of LE cross-byte signals – signals whose information is

encapsulated in multiple (consecutive) bytes. The cross-byte signals are typically signals which

carry physical information and, therefore, require a large number of bits to be represented, e.g.

signals related to throttle pedal, steering wheel, engine etc. Failing to take into account the

endianness during tokenisation can result into splitting a cross-byte signal into two (or more)

signals, as in the example illustrated in Figure 15.

Our analysis on SDDBC shows that, out of 4667 cross-byte frames, 65.3 % of the signals are

represented according to the BE format and 34.7 % are represented according to the LE format.
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Table 6: Endianness impact on tokenisation.
Recall Precision

Big Endian 85.2% 99.2 %
Little Endian 60% 100%

We also observed that all signals within a frame are represented with the same endianness.

Our tokenisation algorithm exploits this information to correctly identify the endianness of all

cross-byte signals and, subsequently, their correct boundaries.

Table 6 shows how endianness impacts the performance of the tokenisation process on DVT.

On the one hand, Phase 2 is able to identify tokens represented in BE format better than

tokens represented in LE format. On the other hand, all tokens labelled as LE are actually in

LE format, while a small rate (0.8 %) of tokens labelled as BE are, instead, in LE format.

Phase 2 achieves a performance similar to LibreCAN and READ on ODVT. The reason is

the absence of LE signals in this set, as reported in the generated ground truth available in [52].

It is still worth noting that, in this case, the search for LE signals does not impact negatively

the capability of Phase 2 of correctly identifying BE signals. This further corroborates the

findings presented in Table 6.
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5
A Methodology for Semi-Automated

Reverse Engineering
Semi-automated CAN reverse engineering has been shown to provide decoding accuracy

comparable to the manual approach, while reducing the time required to decode the signals.

However, current approaches are invasive, as they make use of diagnostic messages injected

through the On-Board Diagnostics (OBD-II) port and still take up to one hour for the data

collection [23], [83].

In this section, we present a pipeline to perform semi-automated CAN bus reverse engi-

neering methodically and at an unprecedented speed. The novelties introduced in this work

concern the data collection and the translation, which are driven by an extended categorisation

of the CAN signals. We validate this approach by testing FastCAN, a novel tool based on the

proposed pipeline.

5.1 Taxonomy of the Signals

CAN signals are typically divided in the five main categories identified by [23], [24], [28]

(see Section 2.2): physical, status, counters, checksums and unused/constant. The signals

represented by each of these categories display behaviours that are intrinsically different from

one another. A reverse engineering approach looking for correlations between the signals and
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Figure 18: Extended taxonomy of CAN signals.

the real world should be adapted to take into consideration the peculiarities of the signals

encapsulating the target vehicle functions.

To optimise the reverse engineering process it is fundamental to preliminarily understand

the nature of the signals and to identify the category to which they belong. For this reason,

the starting point of our methodology is the taxonomy of the signals. In this scope, we propose

an extension of the taxonomy presented in Section 2.3.

We suggest the division of physical signals in two subcategories: directly coupled and

indirectly coupled. When considering a dynamic driving scenario, all physical signals in one

way or another influence each other. However, the degree of mutual impact between any two

signals depends on the real world relation between the vehicle functions that they encapsulate.

Directly coupled signals exhibit a similar behavior among them (e.g. wheel speed) and/or are

tied by a clear principle of cause and effect (e.g. the throttle pedal position and the engine

RPM). By contrast, indirectly coupled signals are those whose correlation with any other

physical signal has to be inferred in a non-trivial way (e.g. brake pedal position and engine

RPM).

According to the literature, status signals can be subdivided in two sets, binary (on/off)

and multi-value. We propose to further sub-categorise binary signals into continuous and

blinking. Once triggered, the former maintain their new value (until the status changes again),

while the latter periodically change their value from on to off and vice versa.

Figure 18 shows the novel taxonomy of the signals proposed in this work.
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Figure 19: Comparison between the correct interpretation of the signedness of a signal related
to the steering wheel angle (left) with the same signal interpreted as unsigned (right).

5.1.1 Translation of Physical Signals

The suggested approach is to initially collect a CAN trace for each group of directly coupled

vehicle functions and, then, proceed with an individual log for each of the vehicle functions left

out. Specific actions have to be performed to capture the dynamic behavior of the searched

signal or group of signals and possibly reduce the noise produced by other signals. For instance,

to trigger and isolate signals related to the speed of the four wheels it is convenient to drive

the vehicle in clockwise or anticlockwise circles. After applying tokenisation on such a trace, a

GPS trace can be employed to identify all the signals related to the vehicle speed. Then, the

individual wheel speeds can be translated by finding differences in the speed values, e.g. by

driving clockwise the front left wheel is the fastest while the rear right wheel is the slowest.

Physical signals can be unsigned or signed, based on whether they can assume only positive

or negative values (see Section 2.2). An efficient way to assess the signedness of a signal is to

parse its information into raw unsigned decimal values throughout the trace, and spot eventual

incoherent behavior. Figure 19 shows an example of the impact that the signedness has on the

interpretation of the a signal values. A signal time series characterised by sudden changes in

the values is likely caused by the misinterpretation of the most significant bit.

For the interpretation of the format, a suitable approach is to feed a linear regressor with
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the decimal raw data of the signal and external ground truth (e.g. GPS data) or another

signal whose format has been already decoded (see Section 7.1.3).

5.1.2 Translation of Status Signals

Similarly to physical signals, one trace has to be collected for an individual status signal or

group of them. Also, a trace where no operation is performed, called reference trace, must be

logged to provide the ground truth to compare any other trace with and, thus, identify changes

in the CAN traffic as proposed by Pesé et al. [23]. Usually, while it is easy to spot these

changes, correctly identifying the signals of interest is not straightforward. In fact, a single

action in the vehicle can trigger multiple signals other than the ones currently researched.

Noise can be preliminarily reduced by discarding signals based on temporal patterns that

cannot reflect a human action, e.g. a signal switching on and off in 0.1 s cannot possibly

represent a door being opened and closed.

When a subset of candidate status signals is identified for a set of vehicle functions, it is

necessary to understand whether they are continuous or blinking. For this task, it is essential

to preliminarily identify their default value (the value of the signal when it is not triggered),

which can be 0 (inactive) or 1 (active).

5.1.3 Translation of Counters

Counters are characterised by a monotonic growth followed by a sudden drop in their value

(reset). It is to be noted that the sudden drops in the value are a feature in common with

physical signals whose signedness has not been decoded yet (see Figure 20). The risk is to

interpret a counter as a signed physical signal. When the presence of cyclicity cannot be

assessed, i.e. the considered log is too short, other heuristics should be considered to prevent

this risk, e.g. a counter does not decrease in value unless it is the drop related to its reset.

5.1.4 Translation of Checksums and Identification of Constant Signals

When physical, counter and status signals have been translated, the checksums can be identified

with any of the state-of-the-art BFR-based methodologies presented in the literature [23], [28],
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Figure 20: Comparison between the time series of a fuel consumption counter and a signed
steering wheel angle signal whose signedness has not been assessed.
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Figure 21: Example of set of tokens extracted from frames wit ID 2B9, based on the output
of tokenisation runs on different traces. It is to be noted that longer signals are chosen over
multiple signals occupying the same position, as in the case of the signal represented in blue.

[29].

Finally, constant/unused signals can be found by aggregating the results of the tokenisation

runs on all the collected traces. Executing the tokenisation on traces from multiple driving

sessions likely results in finding slightly different sets of tokens, due to the fact that the most

significant bits of some signals might be stimulated more in a scenario rather than in others.

By joining all the outputted set of tokens it is possible to narrow down on the bits that never

flip. Figure 21 shows an example of identification of constant signals in a payload, starting

from the tokens extracted from three traces used to decode different set of signals.
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5.2 Performance Evaluation

We have designed FastCAN, a CAN bus reverse engineering tool able to decode signals carrying

a total of 24 distinct vehicle functions, based on the presented methodology. It is to be noted

that a number of status signals are not present in some vehicles. For instance, high-end cars

typically have one dedicated ECU for each seat belt, while some low-end cars have only one

for the front-left seat belt. For this reason, we assess the performance based on the signals

that can actually be found in each vehicle.

To test FastCAN, we have collected 10 CAN traces for each of 5 vehicle models from 5

distinct manufacturers. Three of these traces are collected to decode the following physical

signals: vehicle/wheels speed (T1), throttle pedal position/engine RPM (T2), and steering

wheel angle (T3). One trace is to decode the fuel consumption counter (T4). Six traces

are used for status signals: doors (T5), seat belts (T6), indicators (T7), air conditioning

(T8), and wipers (T9). One trace is the reference trace. The data collection was conducted

using a Raspberry Pi 3, equipped with a Pican 2 Duo [50] interface and synchronised with

a Xee Connect [51] providing GPS speed information. The hardware equipment is shown in

Figure 22.

For the validation, we employ the generated DBC files presented in Section 2.5. Since we

cannot precisely assess whether tokens absent in the ground truth would be correctly classified,

we solely present the results of our evaluation based on the signals present in our DBC files.

For this reason, we consider the recall and the False Positive Rate (FPR) of known signals.

The recall corresponds to the number of correctly translated signals over the number of signals

to translate for each vehicle function, as described in the ground truth. For each vehicle

function, the FPR is the number of other mislabelled signals over the total number of other

signals. The Normalized Root Mean Squared Error (NRMSE) is the difference between the

time series of the physical signal parsed with its reference format (i.e. ground truth factor

and offset) and the calculated format (i.e. outputted factor and offset), on a test CAN trace.

Tables 7 and 8 present the aggregated performance obtained on all vehicles.

With an average of 25 s per trace, or 5 min in total, the data required to identify and
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Figure 22: Hardware employed by FastCAN for the data collection: a Pican 2 Duo for the
logging of CAN data and a Xee Connect for GPS/IMU data.

Table 7: Evaluation physical and counter signals
T1 T2 T3 T4

Mean Recall 85.0% 88.8 % 66.7% 80.0 %
Mean FPR 1.8% 0.7 % 0.1% 0.9%
Mean NRMSE 2.1% 4.9 % 4.5% 1.0%

Table 8: Evaluation status signals
T5 T6 T7 T8 T9

Mean Recall 95.8% 72.8 % 57.1% 80.0 % 87.5%
Mean FPR 0% 0% 0% 0% 2.5 %
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decode up to 24 vehicle functions is one order of magnitude inferior with respect to current

state-of-the-art solutions, while achieving similar performance [23], [24].

5.3 Discussion

We presented a methodology to perform fast semi-automated CAN bus reverse engineering,

based on the taxonomy of CAN signals. Particular attention is paid to the data collection

process, which is decomposed in multiple steps and reflects systematically the semantic of the

researched signals. In addition, we offered indications on how to identify and translate signals

based on their characteristics and format. We validated this approach by implementing a CAN

bus reverse engineering tool based on it, FastCAN. FastCAN requires significantly less time for

the data collection compared to other state-of-the-art solutions. Future work includes testing

on a wider number of signals and further optimisation of the reverse engineering process.
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6
Critical Signals Identifier
A number of methodologies for fully automated CAN reverse engineering have been presented

in the literature. While achieving convincing results, these tools are invasive, i.e. recur to the

injection of diagnostic messages, make use of external IMU/GPS data and/or require complex

hardware configurations inside the vehicle. In this section, we investigate the possibility

of achieving fully automated translation of the signal semantics with minimal hardware

requirements, i.e. only a dongle for the passive logging of the CAN data.

Jaynes et al. [54] are the first to aim at translating the semantic meaning of the CAN

data. However, they train ML classifiers to translate the semantics of the entire frames. This

approach has two non-negligible limitations, (i) a single label for the whole frame does not

capture the nature of the signals composing its payload, (ii) it is not scalable, i.e. semantically

similar frames in any two vehicle models do not necessarily have the same signals composition.

Hereafter, we describe CSI, a first attempt to translate the semantic meaning of CAN

signals through ML classification. In this study, we work under limited assumptions. Instead

of trying to reverse engineering any kind of signal, we focus on translating 10 signals, which we

consider of primary relevance in a vehicle and critical for its safe operation. These functions

are: engine speed, vehicle speed, wheel speeds, steering wheel angle, steering wheel side,

throttle pedal position, battery voltage, engine coolant temperature, engine oil temperature,

and odometer.
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Figure 23: Pipeline of CSI.

The goal of CSI is to identify these critical signals, referred to as foreground set, among a

wider set of signals, the background set, from a trace of raw CAN data. The critical signals are

not obtained through tokenisation as we assume the raw data is already divided into tokens

before running the CSI algorithm.

6.1 Pipeline

Figure 23 illustrates the entire pipeline of our proposed solution. The CSI classification task

is performed by ML models, trained on known data related to previously reverse engineered

vehicles, which are applied to a trace of raw CAN data extracted from the vehicle we want to

reverse engineer.
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6.1.1 Signal Categories

We assume signals representing the same vehicle functions have identical or similar length

across vehicle models, due to the intrinsic amount of information they need to encapsulate.

To validate this assumption, we conducted an analysis on a set of the SDDBC dataset (see

Section 2.5). We discovered that about half of the signals related to the same telemetry have

exactly the same length in all the vehicles. In addition, all considered vehicle functions have a

Coefficient of Variation (CV) related to their length less than 0.5. CV is a normalised measure

of the dispersion of frequency distribution, computed as standard deviation to mean ratio (σµ).

CV < 1 indicates a low variance, while CV ≥ 1 indicates a high variance.

As a result, we decided to divide the signals into four groups, according to their length:

G1 (1–4 bits), G2 (5–10 bits), G3 (11–17 bits), and G4 (≥ 18 bits). We tackle the reverse

engineering process as four different classification tasks. The goal is to design features that

better fit each group and build a more accurate model for the classification task.

6.1.2 Feature Extraction

The aim of a supervised ML classifier in the scope of CAN bus signal translation is to identify

for each token the vehicle function that it represents. The classifier is trained to associate a

sample representing each token with its vehicle function. Each sample is a combination of

feature values calculated for a token. A feature describes a unique characteristic of a vehicle

function. The features should make signals related to the same function recognisable across

different vehicle models while differentiating them from other signals.

The main difficulty in finding good features for CAN signals is that most of them are

directly or indirectly highly influenced by environmental factors, such as road/traffic conditions

and the driving style. The risk is of identifying features that are not related to the intrinsic

nature of the signal but, instead, are strongly influenced by the environmental factors. In

related work, sensors such as GPS and IMU provide some useful ground truth about the

driving context. For instance, by cross-correlating the speed pattern recorded by a GPS dongle

with a set of tokens, it is possible to identify the signals related to the vehicle speed. In our
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use-case scenario, we do not have access to such ground data to match the CAN raw trace

with. Therefore, we cannot make the signals comparable by scaling their values, given the

absence of a reference truth.

To identify the set of features, we initially tried to exploit the correlation among signals

across three domains: frame priority (inferred from the CAN ID), frame sending frequency,

and payload. However, our preliminary analysis of the dataset revealed that the first two

domains do not present high enough correlation values. For this reason, we focus only on the

payload carried by each signal. The numerical values carried by the payload of each signal

strongly depend on contextual factors and do not constitute a good base for fingerprinting

the vehicle functions. For example, a model trained on traces related to cars going at most at

30 km/h is unlikely to recognise the vehicle speed in a trace from a car reaching 100 km/h.

To minimise the impact of these factors, we design features that are categorical. These

features describe either (i) the presence or absence of a property (e.g., twinned or not), or

(ii) a categorisation or ranking of the signals inside the same trace with regard to a certain

aspect (i.e., dynamicity rankings). These features fit the vehicle functions independent of the

numerical values carried by the signals representing them.

We define a total of eight features, which require several processing steps to be generated

from the CAN raw trace:

• Number of Static Bits: Unless the vehicle is pushed to its extreme performance with

regard to a telemetry, some bits of the signal carrying this telemetry will never flip. The

number of unchanging bits helps to identify signals carrying these telemetries.

• Length: The length of the signal itself is used as a feature.

• Signal Type: In this work, we consider only physical, status and counter signals.

• Short Signal Dynamicity Ranking: It is related to status signals. The feature ranks

the dynamicity of the signals from “Low” to “High” based on the bit flip rate percentiles

calculated taking into consideration signals of the same type found in the trace.

• Long Signal Dynamicity Ranking: Same as Short Signal Dynamicity Ranking, but
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Table 9: Features for each group of samples.
Feature G1 G2 G3 G4

Number of Static Bits
Length
Short Signal Dynamicity Ranking
Long Signal Dynamicity Ranking
Dynamicity Type
Stopping Dynamicity
Idle Status
Twinned

related to physical signals and counters.

• Twinned: Two or more signals within the same frame are twinned if they display a

similar bit flip rate. This is used to identify wheel speed signals.

• Stopping Dynamicity: We assume the vehicle to reverse engineer is driven for a

certain amount of time until it stops. We identify the parts of the trace related to the

two phases of the driving session (driving and not driving) and find the speed-related

signals whose values decrease down to the idle value. This feature encapsulates the

temporal order in which these signals reach their idle status.

• Idle Status: This feature captures the idle status of the signals (i.e., their value), when

the vehicle is not moving. This feature is useful to further discriminate speed related

signals from the others, such as the throttle pedal position.

The samples of each group of signals are composed of a subset of these features, as shown

in Table 9.

6.1.3 Classification

Once the samples are generated for each token according to the features of each group, they are

passed to an ML model for the classification task, as shown in Figure 23. There are four ML

models, each trained on samples of one of the four groups extracted from traces of previously

reverse engineered vehicles.
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Some signals sent within the CAN bus encapsulate the same vehicle function. This is

especially true for critical signals such as vehicle speed and throttle pedal position. These

signals, carrying the same vehicle function, hereafter referred to as redundant, are typically

represented with a different format and/or refer to another measurement unit (e.g. mi/h and

km/h for the speed). In this work, we assume that the number of redundant signals for each

vehicle function. We define this number as the cardinality of the vehicle function.

To the best of our knowledge, no classifier can be set to take into account the constraints

during the prediction. Since the number of samples per class is not known a priori, in case of

misclassification, a standard classifier would attribute the same label to an arbitrary number

of tokens.

To overcome this limitation, instead of performing deterministic predictions, we set the

classifier to output a list of probable labels/functions for each token. Subsequently, CSI

converts each function predicted for each token into a variable, and the probability associated

with it into a coefficient associated with the variable. All the variables are inserted into

a system of inequalities, describing the constraints related to the cardinality of the vehicle

functions. Then, the system is solved as a ILP problem, described as follows:

maximise
∑
t∈T

∑
f∈F

αt,fpt,f (8)

subject to:
∑
t∈T

pt,f ≤ cf ,∀f ∈ F (9)

∑
f∈F

pt,f ≤ 1,∀t ∈ T (10)

0 ≤ αt,f ≤ 1 (11)

cf ≥ 1 integer (12)

pt,f ∈ {0, 1} (13)

where T represents the set of tokens, F is the set of vehicle functions, αt,f indicates the

probability that token t contains the vehicle function f as predicted by the classifier, cf
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represents the cardinality of the vehicle function f , and pt,f is a binary function defined as:

pt,f =


1, if the vehicle function f is ultimately assigned to token t

0, otherwise
(14)

The constraints described by Equation (9) ensure that at most cf tokens get associated with a

certain vehicle function f , while Equation (10) ensures that each token is ultimately predicted

to contain with at most one known vehicle function.

6.2 Performance Evaluation

To evaluate the performance of our proposed solution, we used a set of 60 s-long CAN traces

collected with a PCAN-USB FD [48] dongle connected to the CAN bus of the following vehicle

models: Audi A3 2012, BMW X1 2015, Kia Sportage 2016, Mercedes A-Class 2018, Peugeot

307, 2008, Megane 4 2016, Volkswagen Golf 5 2009 and Volvo XC40 2018. The ground truth

for the content of these CAN traces was obtained through manual reverse engineering by Xee.

To obtain more samples to train the classifiers better, each trace is divided in 10 smaller traces

of about 6 s each. A total of 2,302 signals were found in these 80 subtraces. The background

set is composed of signals related to 59 different vehicle functions.

For the classification task, we tested four of the most used ML classifiers in the related work:

SVM, Naive Bayes classifier (NB), Random Forest (RF), and Multilayer Perceptron (MLP).

For the implementation of the classifiers, we opted for the popular implementations offered by

the library Scikit-Learn [111]–[114]. To cross-validate CSI, we trained iteratively each classifier

on samples belonging to all but one vehicles and used the samples of the remaining vehicle

as a test set. To optimise the performance of each classifier, we balanced the training set

with SMOTE [115], a well-known technique for over-sampling the minority classes, and we

extensively tuned its hyperparameters. For what concerns the formalisation and the resolution

of the ILP problem, we employed PuLP, a popular Python library for Linear Programming

[116].

The evaluations presented in the following refer to the combined predictions achieved on
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Table 10: CSI performance for different classifiers compared to Baseline.
Performance metric CSI Baseline

RF MLP SVM NB RF

Accuracy [%] 91.6 93.0 91.7 89.3 12.7
Balanced Accuracy [%] 73.0 80.0 72.4 63.4 12.8
F1-Score [%] 91.7 92.8 92.1 89.2 11.5
Balanced F1-Score [%] 74.1 79.9 74.4 59.9 11.4

the different test sets. We compare the performance of CSI with the method proposed by

Jaynes et al. [54], which we refer to as Baseline. To the best of our knowledge, this is the only

related work that aims to translate the semantics of through supervised ML based on CAN

data only.

Table 10 shows the accuracy and F1-score achieved by CSI with all the considered classifiers,

as well as the results obtained with the Baseline method. For the latter, we show only the

results achieved using RF, the best performing classifier in [54].

The accuracy is defined as the number of correct predictions divided by the number of

total predictions made. The F1-Score is defined as the harmonic mean between precision

and recall. Due to the presence of the background set, consisting of numerous signals, and

to the fact that the foreground signals are present in different number in different vehicles,

the test sets are imbalanced. As a consequence, the accuracy and F1-Score are influenced by

the number of elements in each class given as input to the model. In this case, the results

are heavily conditioned by the performance on the background set, as its number of samples

is consistently higher than any other class. For this reason, we also report the balanced (or

weighted) accuracy and F1-Score.

Our approach significantly outperforms the solution of Jaynes et al. [54] in all the considered

metrics. The main reason for the poor performance achieved by their tool is that the samples

are generated from all the bytes contained in the payload of a frame. The authors do not

consider the possibility that a CAN frame can contain multiple signals. Therefore, the sample

generation is negatively affected by the presence of unrelated chunks of payload that are

associated to the signals.

Figure 24 illustrates the normalised confusion matrix, offering a complete view of the
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Figure 24: Confusion matrix of the predictions performed by CSI with MLP.

predictions made for each class by CSI with MLP, which is the best performing algorithm.

The x-axis represents the predicted labels, while the y-axis the actual labels. The label “Other”

corresponds to the background set. The main diagonal shows the rate of correctly classified

samples for each class. Since the confusion matrix is normalised, the overall accuracy is

calculated as the mean of these rates. The other slots report the rate of misclassification for

each class (the rows being the false negatives and the columns the false positives).

The difference in the performance achieved by CSI for different signals can be explained

by (i) the different quality of fitting provided by the features for each vehicle function and (ii)

the presence of directly coupled signals. For instance, the Engine Oil Temperature is mostly

misclassified with Engine Coolant Temperature and vice versa.

6.3 Discussion

In this section we presented CSI, an automated CAN translation algorithm that only requires

raw CAN data as input. We validated the proposed solution on a dataset of real CAN traces
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collected from eight driving vehicles. Our solution is characterised by minimal hardware

requirements. Using a combination of ML and ILP, CSI can automatically identify 10 safety-

relevant vehicle functions on a pool of up to 59 signals with an accuracy up to 93 %.

However, the results obtained in this study are consistently limited by the assumptions

related to the size of the background set and the redundant signals. Regarding the former,

in this work we only considered a selected background set including signal for which we had

the ground truth. In a real world scenario, the background set is likely to be composed by a

significantly higher number of tokens. As highlighted by subsequent tests that we carried out,

when considering a set of tokens extracted with a real tokeniser (see Section 4), CSI achieves

poorly (mean accuracy for the Foreground (FG) set <30%). For what concerns the redundant

signals, in principle it is not possible to know a priori the cardinality of each function in an

unknown target vehicle (even though, it is still possible to set a plausible limit).

Future research should be conducted to extend the set of features to represent/fit better

the vehicle functions taken into consideration in this work. In addition, to ensure a complete

reverse engineering, to the translation of the semantic meaning of the signal should follow the

translation of their format. Assuming no external ground truth related to the driving session,

it is not clear how information related to the format could be inferred.

In conclusion, CSI showed that under limited assumptions it is possible to recognise critical

functions carried by a number of signals. Additional work is needed to extend these findings

and make this solution generalised and applicable in the real world.
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7
Automated Reverse Engineering Based

on Frame Matching
It is common knowledge that different car manufacturers equip their vehicles with ECUs

from a limited number of Tier-1 suppliers, such as Robert Bosch GmbH [16] and DENSO

Corporation [117]. It follows that an ECU can be part of the electronic system of multiple

vehicle models. Intuitively, this is mostly true for models from the same brand or alliance, to

enhance economies of scale. But, it can be also valid for models of different OEMs that get

their supplies from the same Tier-1 supplier.

What does not seem to be public knowledge is that the CAN frames associated with these

ECUs are also shared by different vehicle models. The direct implication of the reuse of CAN

frames is that, by correctly reverse engineering signals within a frame with a certain ID in a

vehicle model, we can assume that frames with the same ID found in other vehicles carry the

same signals.

In this section, we present CANMatch, a framework for automated CAN bus reverse

engineering that is able to decode the format of an unknown vehicle by exploiting frame ID

re-utilisation. Differently from other proposed solutions – which require injection of diagnostic

messages, use of external IMU/GPS data, mobile apps, expertise and partial manual effort –

CANMatch gets in input only the CAN raw trace of the vehicle to reverse engineer and clear
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Figure 25: CANMatch pipeline: the framework takes in input a raw CAN trace and provides
in output a list of decoded signals.

information on the formats adopted in other vehicle models. CANMatch aims to further speed

up and scale the access to clear CAN data for all those researchers and aftermarket companies

that drive the innovation in the automotive sector through data-enabled solutions.

7.1 Methodology

Provided that there is a ground truth dataset containing already decoded CAN traces from a

number of vehicles (i.e., by using any of the methods described in Section 3.4), CANMatch

decodes an unknown CAN trace by performing the following three main phases (illustrated in

Figure 25):

• Phase 1 (Frame Matching) – CAN IDs and payloads are extracted, along with their

timestamp. CANMatch searches for a match between the IDs found in the trace (to be

decoded) and the same IDs present in the ground truth (previously decoded signals). If a

match occurs, the frame is decoded according to the signals extracted from the matched

frame in the ground truth dataset.

• Phase 2 (Tokenisation) – While part of the signals present in the trace have been

decoded through Phase 1, portions of the trace are still not decoded (i.e. do which

signals they contain is not known). The tokenisation task is performed on such unknown

areas of the trace. The output is a set of tokens, represented by their boundaries and
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their endianness.

• Phase 3 (Redundancy Resolution) – Redundant signals are signals that carry the

same vehicle function/telemetry. CANMatch looks for correlations between the signals

decoded via Phase 1 and the tokens. If a match occurs, the vehicle function/telemetry

of the known vehicle is attributed to the token. The scale factor and offset of the token

are decoded too.

7.1.1 Phase 1

The goal of Phase 1 is to decode signals by matching the frames of the vehicle to reverse

engineer with frames having the same ID, and extracting their content. The first step is to

parse the CAN raw data into a standardised format and extract all the frame IDs. The second

step is to query the ground truth dataset to find the same CAN IDs on previously reverse

engineered vehicles. If all the frames associated with the same ID found in the ground truth

have the same content, the matching is straightforward: the signals and all information related

to them are assigned to the frame. This information includes the semantic meaning of the

signals, their position within the frame, and their format (i.e. endianness, offset, scale factor

and unit). In other words, the frame is decoded. An analysis of our ground truth set has

revealed that 53.9 % of the frames associated to the same ID contain the same set of signals.

Vice versa, when different content is associated with the same frame ID for different vehicles

in the ground truth, CANMatch needs to deal with the ambiguity. It does so by taking into

account different properties of the frames. Specifically, all frames with a different length

(as indicated by the DLC field) than the one currently analysed are preliminarily discarded.

Intuitively, two frames with different lengths cannot contain the same set of signals. Then, a

likelihood score is calculated taking into consideration the number of frame IDs in common

between the target vehicle and the vehicles containing that same ID. The reasoning behind this

approach is that vehicles with many IDs in common have higher probability to be equipped

with the same ECUs and, therefore, to share the same signals (see Section 7.2.1). This is

especially true for vehicle models produced by the same OEM. Finally, the frame associated

with the highest likelihood score is considered as the reference frame. Similarly to direct frame
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matching, all the signals and their relative format found in the ground truth of the reference

frame are attributed to the CAN ID of the target vehicle.

7.1.2 Phase 2

The trace chunks that are not decoded by Phase 1 (i.e., no matching frames are found) are

processed in Phase 2 to identify the position of the rest of the signals through tokenisation.

The tokenisation algorithm employed in this phase is the one presented in Section 4. However,

some minor adjustments are necessary for frames that have been partially decoded, as the

tokenisation should not performed on the whole payload but on chunks of it. Algorithm 2

illustrates the steps performed during Phase 2.

The input of Phase 2 is composed by the trace of the target vehicle I and the set of signals

decoded through Phase 1 PDS. For each ID in the trace, a time series ts of its frames is

extracted (lines 2-3). If no signal in ts was decoded through Phase 1, the tokenisation is

performed on the whole payload as described in lines 4-12 of Algorithm 1 (lines 4-5). Instead,

if one or more signals of ts were decoded through Phase 1, the undecoded chunks of the

payload ud_ts are identified and a set of sub-time series is extracted accordingly (line 6).

The decoded cross-byte signals of the current ID are then extracted (line 7). If there are no

decoded cross-byte signals, the tokenisation is performed on the individual chunks in the way

described in lines 4-12 of Algorithm 1 (lines 9-10). By contrast, if cross-byte signals were

decoded through Phase 1, the endianness of the payload is extracted from them. If they are

encoded according to the big endian format, ud_ts are tokenised according according to big

endianness, otherwise according to little endianness (lines 11-17). Finally, the tokens, along

with their type and endianness, are appended to the output T (line 20).

The reason behind the choice of considering only the endianness of the cross-byte signals,

instead of all decoded signals, is motivated by the fact that, by default, generated DBC files

indicate big endianness when the frame payloads have only in-byte signals. As a consequence,

assuming big endianness without any validation based on cross-byte signals could lead to

erroneous results.
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Algorithm 2 Phase 2
Input: Input Trace I, Partial set of Decoded Signals PDS
Output: A set of Tokens T
1: T ← []
2: for id in get_frame_IDS(I) do
3: ts ← get_frame_time_series(I, id)
4: if partially_decoded(id, PDS )==[] then
5: tokens, types, endian ← tokenisation(ts)
6: else
7: ud_ts ← extract_undecoded_chunks(ts, PDS )
8: cs_signals ← cross_byte_signals(id, PDS )
9: if cs_signals==[] then

10: tokens, types, endian ← tokenisation(ud_ts)
11: else
12: if endianness(cs_signals) == 0 then
13: tokens, types ← tokenise_big_endian(ud_ts)
14: else
15: tokens, types ← tokenise_little_endian(ud_ts)
16: end if
17: end if
18: end if
19: end for
20: T .append(<tokens, types, endian>)
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7.1.3 Phase 3

The goal of Phase 3 is to identify and decode signals among the tokens extracted by Phase 2

that bring the same vehicle functions as the signals decoded by Phase 1.

To assess whether two or more CAN signals are redundant, it is necessary to calculate a

score based on the similarity of their time series, as extracted from the trace, and evaluate it

against an acceptance threshold. In our case, the most straightforward approach would be a

brute force one, i.e. calculate the score between each token and each signal decoded in Phase 1.

Nonetheless, by definition, this approach is computationally inefficient. Phase 3 reduces the

time needed to find these correlations by preliminarily clustering the time series of tokens and

signals together. Then, the similarity score is only calculated between each token and the

reference signal within the same cluster. In principle, just applying the clustering would be

enough to identify the tokens that are redundant. However, as explained with more detail in

Section 7.2.4, the clustering involves the risk of missing out the identification of some signals

if not perfectly tuned. Once the vehicle function is identified, the token is fully decoded by

calculating its format – scale factor and offset – through linear regression.

The pseudocode of Phase 3 is shown in Algorithm 3. Prior to the computation of the simi-

larity scores, all the time series are interpolated in n points (line 3). The interpolation reduces

the number of points in the time series and, therefore, contributes to a faster computation of

the similarity scores. While the majority of CAN frames are sent with a periodicity between

10–50 ms, the information they carry is related to physical phenomena generated within the

vehicle and, therefore, exhibit trends that can be encapsulated with one point per second

granularity, which we consider is a good trade off between computational cost and information

loss.

Redundant signals usually differ from one another in format. To minimise the impact of

the scale in the computation of the similarity score, all time series are also scaled between 0

and 1 (line 4). Once the tokens and decoded signals are interpolated and scaled, the similarity

score can be calculated between each of the tokens and each of the decoded signals within the

same cluster (lines 5–13).
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Algorithm 3 Phase 3
Input: Input Trace I, Partial set of Decoded Signals PDS, Tokens T
Output: DS (Decoded Signals)
1: DS ← PDS
2: T_ts, PDS_ts ← extract_time_series(I, T, PDS )
3: T_its, PDS_its ← interpolate(I, T_ts, PDS_ts)
4: T_ists, PDS_ists ← scale(I, T_its, PDS_its)
5: C ← clustering(T_ists, PDS_ists)
6: for c in C do
7: CS ← c.get_signals()
8: for t in c.get_tokens() do
9: vf, mss ← translation(T_ists.get(t), T_ists.get(CS))

10: f← format_decoding(T_its.get(t), T_its.get(mss))
11: DS.append(<t, vf, f >)
12: end for
13: end for
14: S ← get_speed_signals(DS )
15: for any si, sj in S do
16: if si.get_frame_id()==sj .get_frame_id() then
17: DS.update_vehicle_function(si,’WheelSpeed’)
18: else
19: DS.update_vehicle_function(si,’VehicleSpeed’)
20: end if
21: end for
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It may happen that a token is found to be similar to more than one decoded signal. This

is the case if the decoded signals are semantically related or if the threshold value θ is set too

high. When such an ambiguity occurs, the token is attributed to the vehicle function of the

decoded signal with the best (lowest) score (line 9).

Finally, Phase 3 calculates the scale factor and offset of the translated token (line 10). This

is achieved by feeding a linear regression with the time series of the token and the time series of

the redundant signal of reference. The slope of the function outputted by the linear regressor

corresponds to the scale factor, while the intercept corresponds to the offset. Decoding the

format of CAN dynamic signals by using linear regression was firstly introduced in [23]. In

their work, the reference signals are the IMU and OBD-II data collected along with the CAN

traffic and can be passed to the linear regressor as their values are directly interpretable by

humans. In our case, instead, prior to the regression, the raw values of the reference signal have

to be parsed to the human-readable format using the factor and offset extracted in Phase 1.

As mentioned in Section 2.2, signals can have null factor (i.e. equal to 1) and null offset (i.e.

equal to 0). According to the analysis on our ground truth set on SDDBC (see Section 2.5),

9.7% of the dynamic signals have such a format. For these signals there is no need to conduct

the preliminary parsing.

To be noted that signals representing the wheels speed are often mislabelled as vehicle

speed and vice versa. This is due to the intrinsic semantic correlation between these telemetries.

The speed of the wheels can be distinguished apart because they are typically twinned. Phase 3

post-processes the results of the translation to exploit this peculiarity and, therefore, increase

the overall accuracy (line 14–21). Vice versa, in the scope of the format decoding, each signal

with a strong correlation to the vehicle speed can be used to decode the others. For instance,

the front right wheel speed can be used as reference signal to decode the format of other wheels

and vehicle speed.

7.2 Performance Evaluation

We first provide a preliminary data analysis of the considered dataset and describe the data

collection process. Then, we present the performance of Phase 1 and Phase 3, evaluated
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Figure 26: Example of reuse of CAN frames among vehicles from different constructors. The
thicker the line, the more CAN IDs are shared between the two models.

independently (i.e., the evaluation of each phase does not depend on the evaluation results

of the previous phase). For the evaluation of Phase 2 please refer to Section 4.3. Finally, we

evaluate the performance of the entire CANMatch framework where all the phases are linked

together. All the running times reported in this section refer to executions performed with

a Dell Latitude 5490 laptop, equipped with Intel(R) Core(TM) i5-8250U CPU @ 1.60 GHz,

1800 MHz, 4 Core(s) with 8 Logical Processor(s).

7.2.1 Preliminary Data Analysis

From a preliminary analysis of SDDBC, it seems that a majority of the CAN IDs are reused

in different vehicles, and so are the signals carried in their payloads. Specifically, we discovered

that, out of 588 total frame IDs in the dataset, only 151 are uniquely found in only one vehicle,

while all the others can be found in two or more vehicles.

To visualise effectively the relations between the different vehicles in terms of common

frame IDs, we represent our dataset via a relation graph. A reduced version of this graph

generated with nine (anonymised) vehicles only is illustrated in Figure 26. The nodes of this

graph represent the vehicle models. There is an edge between any two nodes in the graph if

the corresponding vehicles share at least one CAN frame ID. The edge thickness represents a
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weight corresponding to the number of common CAN frame IDs between two vehicle models.

The full graph contains a total of 477 nodes and 8683 edges (not shown for readability reasons).

7.2.2 Data Collection

For the evaluation of Phase 1 and Phase 3, we employ the same ground truth used for the

tokenisation (see Section 4.3.1). As raw CAN traces to be decoded, apart from DVT and

ODVT, we also test Phase 1 on Parked Vehicles Traces (PVT) – a set of 477 CAN 10 s long

raw traces and collected on vehicles being in idle mode, i.e., parked vehicles with no human

action being performed. The ground truth of each of these vehicles is contained in SDDBC.

The reason why only Phase 1 was tested on PVT and not DVT and ODVT is because all

event-driven signals related to a moving vehicle do not display any change over time when the

vehicle is parked and, therefore cannot be detected by the tokenisation algorithm. Similarly,

the time series of these signals do not present distinctive features that can be used in the

clustering and translation tasks performed by Phase 3. As a consequence, we use DVT and

ODVT for the validation of Phase 2 and Phase 3, as well as the entire pipeline. All traces in

PVT are extracted with a PCAN-USB FD dongle.

Finally, all tests presented in the following sections are performed under real-world condi-

tions, but the results refer only to the decoded signals present in the ground truth.

7.2.3 Phase 1 Evaluation

We evaluate the performance of Phase 1 by testing each trace in PVT through a leave-one-out-

cross-validation approach. In other words, each trace is iteratively considered as belonging to

an unknown vehicle to reverse engineer, whose ground truth is removed from the DBC dataset.

We analyse two performance metrics, recall and precision. These metrics highlight two key

aspects to take into consideration while evaluating CAN reverse engineering: how extensive

is the set of outputted decoded signals (recall), and how reliable is this output (precision).

Other metrics widely employed in literature, such as F-Score, can be derived from recall and

precision.

To understand how the size of the ground truth dataset influences the performance of
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Figure 27: Mean recall and precision scored by CANMatch on datasets of different size.

Phase 1, we tested the algorithm on ground truth of different dimensions, starting from a

ground truth composed of only one vehicle. The vehicles that constitute each subset are

extracted randomly. To obtain results independent from the choice of the particular subset

of vehicles, we perform this random selection 10 times for each ground truth size. It follows,

that each vehicle in the PVT set is tested once when assuming the total ground truth, and 10

times when considering each of the inferior ground truth sizes.

Figure 27 illustrates the average values and 95 % confidence intervals obtained for all 477

vehicles and all iterations on ground truth size. With a ground truth set of only one vehicle,

less than 20 % of the signals are correctly matched on average. The much higher precision (80 %

circa) suggests that when a match occurs between a CAN ID in the target vehicle and a vehicle

in the ground truth set, we can be fairly confident that the match is correct. As expected,

both precision and recall increase with the dataset size. With a ground truth size comprising

more than 25 vehicles, we can expect more than half of the signals to be decoded on average,

with a precision superior to 90 %. Almost optimal recall and precision are achieved with a

ground truth size of 200. After this threshold, the improvement in performance according to

both metrics is marginal.

When considering all DBC files in our dataset (minus the one related to the current tested

vehicle) as ground truth set, we obtain a mean recall of 83.3 % and a mean precision of 97.7 %.
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The very high precision shows that almost all ambiguities are correctly solved. The lower

recall is mostly due to the presence of unique frame IDs in the dataset. If a tested vehicle

has one or more frames with an ID not present in the ground truth set, the signals within

that frame cannot be decoded. Finally, it is to be noted that the frame matching provides the

exact scale factor and offset for the given signals. It follows that the format decoding results

can be directly inferred from the aforementioned results.

7.2.4 Phase 3 Evaluation

We evaluate Phase 3 independently of Phase 1 and Phase 2. We extract the time series

related to each signal present in every trace of DVT and ODVT according to the information

contained in their DBC files.

The tuning of the different parameters of Phase 3 (presented in the following) is based on

DVT. Then, for each vehicle, we partition the time series into two distinct subsets: Decoded

Signals (DS ) and Tokens (T ). The former set contains signals emulating the results of the

decoding process of Phase 1, while the latter corresponds to the time series of the tokens that

emulate the results of the tokenisation process of Phase 2. To analyse the performance for

different number of signals decoded through Phase 1, we test Phase 3 assuming three different

sizes of the DS set: 20, 50 and 80 %. As a consequence, we assume 80, 50 and 20 % for the

size of T. We also partition the time series of DS and T randomly. To minimise the impact of

this random choice on the evaluation, we repeat this selection 10 times.

The chosen metric for validating Phase 3 is the mean accuracy. In this case, a sample

corresponds to a token in T to be translated. Let t be a token and R the set of all its redundant

signals in T. We consider t correctly classified if:

• it is matched to any s ∈ R, if R is not empty;

• it is not matched to any signal in DS, if R is empty.

For this task, we consider three metrics that calculate the similarity between curves

(time series): Area method, Root Mean Squared Error (RMSE) [118] and Dynamic Time

Warping (DTW) [119]. The Area method measures the area of two curves in a 2-D space.
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Figure 28: Tuning on the similarity threshold for Area method, RMSE and DFD at the varying
of the size of DS size.

RMSE corresponds to the mean of the squared differences between each couple of points of two

vectors for every x-coordinate. DTW finds an optimal correspondence between two time series,

through a non-linear distortion with respect to the independent variable (here, the time).

The value of the threshold θ used to determine whether a token is similar enough to a

signal is chosen through an extensive tuning taking into account the specific similarity metric

used to calculate the score. Figure 28 illustrates how the accuracy of Phase 3 varies according

to θ. All the results show that starting from the lowest value of θ, the accuracy increases until

it reaches the optimal value, then it starts decreasing. In fact, if θ is set too low, some tokens

are not matched with their redundant signal. If it is set too high, tokens with no corresponding

redundant signal in DS are wrongly matched to another signal in DS.

The results also show that the properties of DTW, i.e., being resilient to temporal shifts

and distortions, do not constitute an advantage in this case. In fact, the temporal skew between

different redundant signal within the CAN bus is minimal, i.e., in the order of ms. On the

contrary, DTW is sensitively more time-costly compared to the other two metrics. According

to this tuning, a maximum accuracy of 94.8, 93.6 and 92.9 % is achieved with RMSE with θ

= 0.01 on a DS set of, respectively, 20, 50 and 80 % of the ground truth.

7.2.5 Clustering evaluation

The next step is to understand if performing clustering first and then computing the similarity

scores within each cluster can help decreasing the computation time without decreasing the
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accuracy. For the selection of the clustering algorithm, we consider the following properties:

i) it should not require to specify in input the number of clusters. In fact, the number of

vehicle functions that can be found in a specific vehicle is not known a priori, ii) it should not

require to specify in input the spatial distribution of the data, as it is not known a priori, iii)

it should handle noise, i.e. outliers, because not all tokens are redundant of known signals

(this property also helps to further reduce the computational cost, as outliers are excluded

from the computation of the similarity scores), and iv) the time complexity should be as low

as possible.

After taking into account a variety of clustering algorithms (e.g. centroid-based, hierarchical,

distribution-based), we found out that density-based ones fit the aforementioned requirements.

In particular, we focus on two most known density-based algorithms: DBSCAN [109] and

Ordering Points To Identify the Clustering Structure (OPTICS) [120]. In this work, we chose

the implementation of these algorithms offered by Scikit-learn [121], [122].

The hyperparameters of DBSCAN are ϵ, which corresponds to the maximum distance

between two points to consider them neighbours, and minPoints, which corresponds to the

number of neighbour samples to form a cluster. DBSCAN can find arbitrarily-shaped clusters

of dense points, i.e., the cluster size is at least minPoints. Samples which lie in scarcely-dense

areas are labelled as outliers. OPTICS is based on DBSCAN and uses the same parameters ϵ

and minPoints. However, in case of OPTICS, ϵ can be ignored (or set to ∞), since it does not

have any effect on the clustering accuracy [120].

In the following, we evaluate the impact of clustering on the vehicle function performance, by

assuming RMSE as metric, with θ = 0.01 and DS = 50%. We set the parameter minPoints = 2.

This is the minimum number of neighbour samples to form a cluster composed of at least one

known signal and a token. We then tune ϵ for DBSCAN. The parameter ϵ should be set in a

way that the outputted clusters i) should fit well to the vehicle functions in order to reduce the

computational time, i.e. ideally there should be a ground truth signal representing only one

vehicle function in each cluster, and ii) should be large enough so that all tokens representing

the same vehicle functions are located in the same cluster.

Figure 29 illustrates three main metrics when varying ϵ: (i) mean number of clusters, (ii)
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Figure 29: Tuning of parameter ϵ for DBSCAN.

mean number of outliers, and (iii) mean number of redundant signals in different clusters. It

can be observed that the smaller the ϵ, the more samples are considered as noise (outliers).

Also, the number of clusters initially increases with ϵ, as fewer samples are considered outliers,

thus allowing the forming of new clusters. This growth is then followed by a decline, as the

clusters become larger and incorporate samples previously belonging to multiple clusters. The

figure also reports the number of redundant signals that are assigned to different clusters. As

expected, when clusters are smaller on average, it happens more frequently that redundant

signals are split into different clusters. The results reported in Figure 30 reflect the remarks

made for Figure 29. For low values of ϵ, the mean accuracy of DBSCAN is inferior to the

maximum value achieved without clustering. Vice versa, when the clusters are large enough,

all the similarity scores relevant to identify all the redundant tokens are calculated.

Figure 31 compares the total execution time (ET ), defined as the sum of time required for

clustering (if performed) and time for the computation of all similarity scores, of DBSCAN,

OPTICS and without preliminary clustering. The figure highlights that ET increases with ϵ

in case of DBSCAN. In fact, the bigger the clusters are on average, the more similarity scores

have to be calculated. For low values of ϵ (≤ 2), the ET using DBSCAN and OPTICS is one

order of magnitude inferior compared to the baseline approach without clustering, while for
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high ϵ (≥ 4), ET is equal or higher.

Taking into consideration the results shown in Figures 30 and 31, we conclude that the

optimal trade off between performance and total execution time for Phase 3 is obtained by

performing clustering with DBSCAN and 1 < ϵ < 2.

7.2.6 Format decoding

After identifying the vehicle function of each redundant token, the scale factor and offset are

decoded through linear regression, in the way described in Section 7.1.3. Let Sc be the time

series of the target signal S parsed according to the calculated format, and So the time series

of S parsed according to the original format, as defined in its ground truth. Let NRMSE be

the RMSE between Sc and So, normalised by the range of values in So:

NRMSE =
RMSE(Sc, So)

max(So)−min(So)
(15)

We evaluate the accuracy format extracted for S through Format Decoding Accuracy (FDA),

defined as:

FDA = 1− NRMSE (16)

We evaluate the FDA of the redundant signals of each vehicle in DVT and ODVT through

a leave-one-out-cross-validation approach. Each signal is iteratively considered as the signal of

reference, and all its redundant signals as the tokens whose vehicle function has been decoded

through the similarity score and whose format is still unknown. Figure 32 shows the mean

FDA obtained for each vehicle in DVT and ODVT. The figure shows that the performance of

Phase 3 is consistent among different vehicles and different OEMs.

We also evaluate the accuracy of the format decoding by vehicle function, as reported in

Figure 33. The presented vehicle functions are those for which redundant signals are present

in the ground truth of SDDBC and OpenDBC. As mentioned in Section 7.1.3, the speed group

is composed of the vehicle speed and the wheel speed signals. Figure 33 highlights that there

is a moderate variability in the performance of Phase 3 on different vehicle functions.



7. Automated Reverse Engineering Based on Frame Matching 98

Figure 32: Phase 3 performance evaluation: mean FDA for each vehicle in DVT and ODVT.

Figure 33: Phase 3 performance evaluation: mean FDA for each vehicle function represented
by redundant signals in DVT and ODVT.
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Figure 34: Recall and error rate for different sizes of the ground truth dataset.

7.2.7 CANMatch Framework Evaluation

We validate CANMatch using the DVT and ODVT sets and test the whole pipeline assuming

different sizes of SDDBC.

Similarly to Phase 1, the vehicles composing each subset are chosen randomly. This

selection is performed 10 times, to minimise the impact of this random choice on the overall

evaluation. Each vehicle in the DVT and ODVT sets is tested once when assuming all DBC

in our possession (minus the one currently under examination) in the ground truth set, and 10

times when considering a ground truth of smaller size.

Figure 34 illustrates the aggregated performance obtained for each ground truth size. We

choose two metrics that show the completeness and the reliability of the translation of CAN

signals achieved by CANMatch. In particular, since we want to highlight the cumulative

contribution of each translation phase (i.e., 1 and 3) to the reverse engineering process, we

employ the error rate metric (i.e., rate of incorrectly translated signals) instead of precision.

The figure highlights that the majority of signals are decoded through Phase 1. As only
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Table 11: Mean execution time for the different steps of the pipeline according for each vehicle
in the DVT set.

Vehicle Time (s)
Phase 1 Phase 2 Phase 3 Total

Trace Parsing Matching Tokenisation Clustering Translation Format Decoding

Audi A3 2012- 5.1 12.5 24.8 1.2 4.0 0.1 47.6
BMW X1 2015- 3.3 14.4 24.7 0.9 9.8 0.1 53.2
Citroen C3 Picasso 2009- 5.3 5.8 4.5 0.2 1.1 0.1 17.1
Fiat Qubo 2008-2019 5.1 3.1 5.1 0.2 0.7 0.1 14.3
Kia Sportage 2016- 4.3 9.6 14.7 0.9 3.7 0.1 33.3
Mercedes A-Class 2018- 3.7 15.0 20.6 0.9 8.9 0.1 49.1
Nissan Micra 2005-2011 4.6 4.7 4.8 0.2 0.9 0.1 15.3
Peugeot 208 2011- 9.2 9.4 11.7 0.4 1.8 0.1 32.6
Peugeot 307 2005-2008 2.2 6.0 4.9 0.3 1.1 0.1 14.5
Renault Captur 2013- 12.3 7.5 13.0 0.4 1.8 0.1 35.1
Renault Megane 4 2016- 5.1 7.9 13.7 0.5 1.5 0.1 28.7
Smart Fortwo 2014- 11.3 8.9 17.7 0.4 1.3 0.1 39.7
VW Golf 5 2003-2009 3.0 8.1 12.3 0.7 2.8 0.1 27.0

Acura ILX 2013- 5.2 6.0 10.7 0.6 1.4 0.1 24.0
Volvo V40 2017- 4.5 9.2 12.0 0.8 1.6 0.1 28.2

Mean 5.6 8.6 13.0 0.5 2.8 0.1 30.6

13.1 % of the signals in the DVT are redundant, and given that most of them are also decoded

through Phase 1, only few of them are left to be decoded by Phase 3. The figure also shows

that the overall rate of signals which are wrongly decoded is almost irrelevant (especially those

obtained through Phase 3), confirming the high precision of CANMatch.

It is also worth noting that the confidence interval is maximum when the ground truth

includes only one vehicle and shrinks with the increase of the ground truth size, with the

exception of the whole ground truth, for which the confidence interval is affected by the lower

number of tests conducted. This confirms that the more comprehensive data we have in our

ground truth set, in terms of quantity and diversity, the more reliable CANMatch becomes.

Table 11 reports the mean total execution time required by each step of the pipeline for

each vehicle trace. The table shows high variance in the execution time among the different

vehicles. The factors that seem to affect the computational load seem to be the year of release

of the vehicle and the market segment. Indeed, latest and/or high-end vehicle models are

usually equipped with more ECUs compared to older and/or cheaper ones. More ECUs means

more frames to decode, hence longer time needed for the reverse engineering.
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With a total computational time well below one minute for most of the tested vehicles

(obtained with modest hardware resources), we conclude that, at the time of writing, CANMatch

is the fastest tool for CAN bus reverse engineering.

7.3 Discussion

In this section, we presented CANMatch – an automated CAN bus reverse engineering

framework that exploits the reuse of CAN frame IDs among vehicle models. To the best of

our knowledge, CANMatch is the least-invasive and minimal approach in terms of employed

hardware, manual effort, and execution time on the vehicle to reverse engineer. It requires in

input the raw CAN trace to be decoded and a ground truth dataset of DBC files, necessary

for the identification and decoding of signals in the initial phase. In addition, CANMatch

proposes a method to identify redundant signals by exploiting a combination of density-based

clustering and computation of similarities between tokens and previously-decoded signals.

We validated our solution on a diverse dataset of real CAN traces collected from 479 parked

vehicles and 15 moving vehicles, obtaining comparable results on all of them, which advocates

for its universal usage.

CANMatch offers a plug-and-play solution that, with minimum hardware equipment (a

CAN dongle) and minimum amount of data (1-2 minutes of CAN raw trace) related to an

unknown vehicle, is able to reverse engineer it in few seconds. However, our tool makes

intensive use of DBC files which, if not acquired from third parties, implies that a (manual)

reverse engineering process has to be previously put in place for a number of vehicles. While

the data collection for the ground truth is certainly time consuming, the more vehicles are

reverse engineered, the more accurate the process becomes. For these reasons, CANMatch

is consistently more scalable than other tools for automated CAN bus reverse engineering.

A combined use of our tool with other automated solutions would guarantee the fastest

reverse engineering overall. A number of vehicles can be initially reverse engineered with

semi-automated tools, such as LibreCAN or CAN-D [23], [24], in shorter time compared to the

manual approach, until the ground truth is large enough to ensure the desired performance

with CANMatch, which can then be used to significantly decrease time and effort of the overall
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reverse engineering process.

Future work includes additional optimisation for each step of the CANMatch pipeline to

further reduce the overall computation time and increase accuracy. In addition, we intend to

conduct a more comprehensive investigation upon the CAN format design choices for individual

OEMs (e.g. priority and sending frequency of the frames). The goal is to discover hidden

patterns that can be exploited to identify the sending ECUs and to use this information to

decode the content of the frames, thus reducing the need for DBC files.
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8
Benchmarking
The solutions that we proposed in Sections 5 to 7, as well as the tools that were presented in

the literature (see Section 3), are highly diverse in terms of followed approach (see Section 8),

requirements – such as software, hardware, and human effort – testbeds, and evaluation metrics.

The majority of these projects have been developed in collaboration with industrial partners,

with the consequence that they are not open-source. Technical details are also often protected

by non-disclosure agreements, which make the reproducibility a complicated task.

The analysed work focuses on retrieving different information regarding the CAN signals.

For example, some studies focus exclusively on finding the boundaries [27], [28], [107], while

others only seek to identify the semantic meaning of the frames [32], [54], [106]. In addition,

the varying granularity of the decoding process in terms of extracted properties makes the

quantitative comparison of the solutions presented in this survey difficult. Hereafter, we

summarise and compare the main characteristics of the presented methodologies.

Table 12 reports the types of tokens identified by the tokenisation algorithms and the

approach followed to deal with the endianness. All methodologies are listed according to their

approach. The table shows that most of the tokenisation algorithms are capable of identifying

the majority of token types, while only few address the endianness.

Table 13 compares the translation methodologies. For each algorithm, the table outlines

the requirements needed in terms of hardware, software and data, as well as the level of
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Figure 35: Classification of work on CAN bus reverse engineering.

Table 12: Comparison of the tokenisation algorithms

Approach Endianness
approach Physical Counter Checksum Status Constant

/Unused

Markovitz and Wool [27] Optimisation – –

ACTT [30] Optimisation Reverse
bit ordering –

READ [28] BFR –

TANG [107] BFR Reverse
bit ordering – – –

LibreCAN [23] BFR –
AutoCAN [53] Optimisation –

CAN-D [24] Optimisation

Conditional
probability of

non-consecutive
bits flips

CANMatch BFR
Reverse bits

within
single bytes

Choi et al. [29] BFR –
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Table 13: Comparison of the translation algorithms.
Approach Requirements Automation Intrusiveness

Jaynes et al. [54] Supervised ML DBC files and CAN logs of
a number of vehicle models Full No

Huybrechts et al. [31] Supervised ML, PIDs GPS data,
PIDs requests through the OBD-II port Full High

ACTT [30] PIDs PIDs requests through the OBD-II port Full High

LibreCAN [23] Taxonomy, PIDs

GPS and IMU data,
PIDs requests through the OBD-II port,

instructions for a human operator
regarding the data collection

Partial High

Moore et al. [83] Supervised ML, PIDs PIDs requests through the OBD-II port Partial High

CSI Supervised ML DBC files and CAN logs of
a number of vehicle models Full No

Ezeobi et al. [32] Unsupervised ML – Full No
Young et al. [106] Unsupervised ML – Full No
AutoCAN [53] Taxonomy GPS data Full Moderate

CANHunter [25] Companion apps, PIDs Mobile apps installed
on a mobile phone Full High

CAN-D [24] PIDs PIDs requests through the OBD-II port Full High

CANMatch Frame matching, unsupervised ML DBC files of a large number
of vehicle models Full No

FastCAN Taxonomy
GPS data,

instructions for a human operator
regarding the data collection

Partial Moderate

DP-Reverser [26] Companion apps, PIDs Companion apps,
cameras, a robotic arm Full High

automation achieved and their degree of intrusiveness. The approaches on which each work is

based are also recapped. It is to be noted that the CAN dongles and the CAN trace of the

target vehicle are omitted from the requirements column because they are employed in all

methodologies.

Intrusiveness refers to the active and voluntary alteration of the traffic transiting on the

bus. The traffic can be manipulated with the injection of messages or with the triggering of

target ECUs by a human operator. Intrusive approaches present two main limitations: (i)

they typically require additional equipment that must be physically attached in the vehicle,

such as a diagnostic dongle to install on the OBD-II port, and (ii) the necessity for a human

operator implies the risk that they would not be able to follow precisely the instructions, thus

compromising the quality of the collected data.

The table highlights that taxonomy-based methodologies are the only ones to achieve partial
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Table 14: Properties decoded by CAN reverse engineering methodologies
Boundaries Endianness Signedness Semantic Meaning Format

Jaynes et al. [54] – – – At frame level –
Markovitz and Wool [27] – – – –
Huybrechts et al. [31] – – –
TANG [107] – – – –
READ [28] – – – –
ACTT [30] – –
LibreCAN [23] – –
Moore et al. [83] – – –
CSI – – – –
Ezeobi et al. [32] – – – At frame level –
Young et al. [106] – – – At frame level –
AutoCAN [53] –
CANHunter [25] – – –
CAN-D [24]
CANMatch –

FastCAN (CANMatch
tokenizer)

DP-Reverser [26] – –

automation, while the other approaches enable full automation of the reverse engineering

process. However, Table 14, which reports all the properties decoded by each methodology,

shows that taxonomy-based approach guarantees a more complete output compared to the

majority of other approaches.
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9
Introduction to CAN Bus Security
CAN data is heavily employed to enable academic research on vehicular technologies and drive

innovation in the private sector. The progressive automation of CAN bus reverse engineering

allows researchers and aftermarket companies to easily obtain CAN data from vehicles and

develop innovative automotive services and use cases. However, this automation also raises

significant concerns regarding the privacy and security of vehicles. Hereafter, we discuss the

main security issues and the potential attacks on the CAN bus, as well as the countermeasures

proposed for them. We contextualise these solutions in the field of reverse engineering with

the aim of understanding whether they are sufficient to prevent it as well.

9.1 Attacks on CAN Bus

It has been shown in the literature that the signals transiting on the CAN bus can be effectively

employed to fingerprint the drivers [10], [123]–[125]. This possibility can be exploited by

governmental agencies, insurance companies, or potential adversaries to violate the privacy of

the person behind the steering wheel. Moreover, an alarming number of physical and remote

attacks posing a threat for the safety of vehicles and passengers have been demonstrated

successful [10], [36], [126]–[130].

In 2015, Miller and Valasek [36] took over a Jeep Cherokee remotely and drove it off the

road. They were able to take control of the steering wheel and brakes by injecting CAN
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messages from the compromised infotainment system. This attack shows that the absence of

ECU authentication enables potential adversaries to replace the actual value carried by any

CAN signal with malicious content.

Nevertheless, at the time of the attack, no work on the automation of CAN reverse

engineering had been presented yet. As a consequence, the authors spent several months to

achieve a precise understanding of the CAN encoding, which is necessary to carry on the attack

exactly as it is designed. Additionally, such an attack requires the adversary to have constant

access to a vehicle of the same model as the target vehicle during the whole reverse engineering

process. Despite the fact that this attack caused initially public stir [131], the difficulty and

time required for its preparation made the interest of OEMs towards CAN security quickly

fade away. As a result, nowadays vehicles are not equipped with a secure version of the CAN

bus yet.

The automation of CAN bus reverse engineering, however, is a game changer with respect to

the preparation of vehicular attacks. The easing of this process will likely encourage potential

adversaries to design a number of new attacks. Similarly, reducing the data collection time

implies that the attacker only needs access to a vehicle of the same model as the target vehicle

for only a short time span. Furthermore, recent advances in Vehicle-to-Everything (V2X)

communication technologies and related use cases [42] are expected to boost the spread of

CAVs [45]. As a consequence, we can expect the number of ECUs equipped with a wireless

interface to rise consistently. From a security perspective, this means an increase of the

attacking surface that an adversary can exploit to gain remote access to the CAN bus and

inject malicious frames in a similar fashion as [36].

This scenario looks even worse if we factor in the massive reuse of ECUs across different

vehicle models (as shown in Section 7). Some ECUs seem to be present in a large number of

vehicles across different car brands. Assuming that in the near future some of the popular

ECUs will be equipped with a wireless interface, an attacker would need to hack just few of

them to gain remote access to the internal data of a high percentage of vehicles on the road.

By adopting fully automated reverse engineering techniques, adversaries could also reverse

engineer the CAN bus of unknown vehicle models without having physical access to them.
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Figure 36: Remote attacking scenario: a compromised RSU is exploited to log CAN data
from two vehicles nearby, reverse engineer the data, and inject a pre-designed vehicle-agnostic
attack.

In such a scenario, they can potentially reverse engineer multiple vehicles and, subsequently,

inject pre-designed vehicle-agnostic attacks in all of them in a single event. Figure 36 illustrates

an attack scenario in which an adversary reverse engineers and injects tampered messages

fully remotely through a compromised RSU in communication with vehicles on the road.

9.2 Countermeasures

Many solutions have been proposed in the literature to secure the CAN bus. A first straight-

forward approach is network segmentation [132]. Its goal is to limit the damage caused by

attacks by splitting the CAN bus into distinct sub-networks. If a sub-network is compromised,

the attack is contained and does not propagate to the rest of the network. A gateway handles

the communication between sub-networks. This method is currently applied on a number

of commercial vehicles, but it presents some evident limitations. Namely, if the gateway is

compromised, the attack can be extended to the whole network. Additionally, this solution

can increase the maintenance cost of the bus [133].

A theoretically more robust approach is the adoption of encryption mechanisms [134]–[139].

A number of cryptographic algorithms have been proposed at software and hardware level, such

as Advanced Encryption Standard (AES)-128/256 [135], [136], Elliptic-curve Diffie–Hellman

[136], and Triple Data Encryption Standard (DES) [134]. However, these techniques do



9. Introduction to CAN Bus Security 111

not address replay attacks which, in the case of CAN bus, are non-negligible. Namely, an

attacker can override the actual value of telemetries and other vehicle functions by continuously

replaying the same messages, thus sabotaging the correct functioning of the vehicle.

As discussed in Section 9.1, a major issue in CAN security is the absence of ECU authentica-

tion. A multitude of approaches have been proposed in literature to enable ECUs to verify the

source of the frames [140]–[144]. In addition, AUTOSAR built a module, Secure Onboard Com-

munication (SecOC), based on ECU authentication to prevent tampering and spoofing. SecOC

also guarantees a defence against replay attacks through counter-based freshness management

[145]. Two main obstacles to achieve a large scale implementation of authentication systems

for in-vehicle networks are the costs related to the increased computational requirements of

the ECUs, and the traffic overhead.

The most investigated classes of countermeasure techniques against CAN bus are the

Intrusion Detection Systems (IDSs). We can identify two categories of IDS: signature-based

and anomaly-based. Signature-based systems establish a taxonomy of known attacks and scan

the CAN traffic to find a match with any of them. The anomaly-based systems, instead,

observe the ECUs and CAN traffic in search of behaviours that deviate from the usual nature

of the network. The methodologies for anomaly-based IDS can be grouped into the following

categories: (i) physical characteristics-based [39], [41], [146] (ii) sending frequency-based [147]–

[149] (iii) feature-based [150], [151], and (iv) specification-based [152], [153]. Anomaly-based

IDS generally achieve lower detection performance compared to the signature-based ones but,

differently from those, they are capable of detecting unknown attacks.

The popularity of IDS is due to the fact that they do not typically require substantial

changes to the CAN protocol and add low or no overhead to the communication stream.

While they have shown to be an efficient countermeasure against attacks on the CAN bus,

they cannot prevent reverse engineering. In fact, the assumption of IDS is that adversaries

have an active role in the attack, i.e. they actively inject tampered information. Similarly,

authentication systems are not sufficient to prevent adversaries from sniffing the CAN traffic.

On the contrary, the logging of data to perform automated reverse engineering is a passive

task that does not alter the regular traffic. Hence, IDSs are not able to detect suspicious
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activities. In principle, it would be possible to adapt IDS to recognise the abnormal request

of PIDs, as it implies an alteration of the traffic. However, diagnostics requests are a useful

tool employed by car electricians in their daily job. We argue that it is unlikely that a tool

would manage to distinguish between the usage of PIDs for diagnostic purposes and for reverse

engineering, since the type and timing of the requests is highly arbitrary. Moreover, since

most of PIDs address emissions-related parameters, their usage could become limited with the

advent of EVs.

A suitable approach to prevent reverse engineering is the addition of an encryption layer to

the frame payloads. In fact, it is virtually impossible to find the boundaries of the signals and

identify their semantic meaning and format in an encrypted payload. Unfortunately, solutions

based on strong cryptography do not seem fitting the constraints of the ECUs of commercial

cars in terms of memory and computational power [133]. Furthermore, the limited length of

CAN standard payload hinders the encryption of CAN data. To overcome this limitation,

the information could be split into different frames sent consecutively. However, this solution

would imply substantial traffic overhead which, in safety-critical system such as CAN, is a

major issue.

In conclusion, further research is needed to identify solutions compliant with the constraints

of CAN bus. To gain the possibility of being adopted on a large scale by the OEMs, the

proposed methodologies should not cause significant changes to the protocol and come at an

inexpensive cost.
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10

Preventing Frame Matching through

IDs Anonymisation
In Section 7 we unveiled that the reuse of the IDs of CAN frames sent by ECUs can be

exploited to carry out reverse engineering in a highly automated way. Differently from the

majority of related work, this approach is event-agnostic, i.e. the data can be decoded without

knowing the events occurred at data collection time. By using this method, an attacker with

remote access to the CAN bus of a connected vehicle can perform reverse engineer and inject

an attack without physical access nor prior knowledge about the target vehicle.

OEMs seem unwilling to bring core modifications to the CAN protocol (i.e., by adding

encryption) as it would inevitably bring massive disruptions in the supply chains. One potential

solution to protect against frame matching-based reverse engineering approaches and improve

the security of the CAN bus, while meeting the necessities of the OEMs, is to avoid the reuse

of frame IDs for newly released vehicle models.

In this section, we investigate whether the abandonment of the frame ID reuse practice

is sufficient to completely anonymise the frames, thus nullifying the benefit of a reverse

engineering approach based on frame matching. In particular, we study the possibility of

performing matching on anonymised frames by exploiting other properties of the frames. If

confirmed, the implication would be that frame-matching based algorithms can still be used to

perform CAN bus reverse engineering despite the ID anonymisation with minimal extra effort.
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This would further corroborate the view that OEMs must improve the CAN bus security by

applying substantial modifications to the protocol.

To validate this thesis, we propose a frame deanonymisation algorithm, which makes use

of ML models to fingerprint frames based on their characteristics and dynamic behaviour.

The ML models can then recognise the frames in a new vehicle to reverse engineer based on

previously acquired knowledge.

10.1 Methodology

In this work, we assume that frame IDs are anonymised, i.e., an ECU model manufactured

by the same OEM and installed in any two different vehicle models use different frame IDs

for frames carrying the same vehicle functions. In particular, we make two fundamental

assumptions:

1. Following the standard CAN protocol, the new ID associated to a frame should uniquely

identify that frame.

2. The attribution of new IDs operated by the OEM should not be random, but rather

preserve the frames priority. This assumption is important because lower-priority frames

have more chances to be overwritten by higher-priority frames, when sent on the CAN

bus simultaneously.

Hereafter, we present a tool to deanonymise frames which are anonymised following the

aforementioned assumptions. The pipeline of this method is shown in Figure 37. The tool

firstly divides the CAN trace collected from the vehicle to reverse engineer into n sub-traces,

where n corresponds to the amount of unique IDs. Every sub-trace contains the payload and

DLC of the frames with the same ID, following the temporal order in which they appear in

the trace. Then, from each sub-trace we extract six features described as follows:

• Payload Length – it corresponds to the number of data payload bytes, as reported in

the DLC field.
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Figure 37: Pipeline of the proposed solution.

• Mean Sending Frequency – it is the mean frames sending frequency, as recorded by

the CAN dongle.

• Standard Deviation of Sending Frequency – it is the standard deviation of the

frames sending frequency, as recorded by the CAN dongle. The sending frequency is

influenced by the precision of the internal clock of the sending ECU. As demonstrated

by Cho and Shin [39], the difference between the taget period and the actual period can

be used to fingerprint the sending ECUs. In this case, we use this property to fingerprint

the frames.

• Percentage of Active Bits – it corresponds to the percentage of bits that flip at least

once among the total number of bits in the frame payload throughout the trace.

• Mean Bit Flip Rate – it is the mean flip rate of the bits in the frame.

• Frame Priority – the frames within a trace are divided into quartiles based on their
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priority, which is given by their frame ID.

The trace splitting and features extraction process are referred in Figure 37 (step 1).

Once a sample is generated for every sub-trace in the described manner, the algorithm

splits the set of samples into two distinct subsets according to their length (extracted from the

DLC) (see step 2, Figure 37). The first subset contains all frames whose payload is 8 Byte

while the other includes all frames whose payload is shorter than 8 Byte. We refer to frames

in the former set as long frames and to the frames in the latter as short frames.

From a preliminary analysis of a dataset of 427 traces in PVT(see Section 7.2.1, we

discovered that as much as 70.5 % of frames are long, while 29.5 % are short. The reason

behind this division is that the feature Payload Length, while constituting a helpful discriminant

for fingerprinting the short frames, is ineffective for the long frames. Therefore, this feature is

removed from the set of long frames.

Each of the two sets of samples is given in input to an ML model, specifically trained on

samples (see step 3, Figure 37) of the same kind (i.e., from long or short frames). This model

is trained exclusively on samples from the same industrial group/alliance of the current vehicle

to reverse engineer. The underlying rationale is that vehicles are more likely to have more

frames in common with models from the same industrial group. Preliminary tests highlight

that training specifically a classifier for each industrial group rather than on all samples leads

to lower amount of misclassified samples, due to the reduced variance. Finally, all the samples

are deanonymised (see step 4, Figure 37).

10.2 Performance Evaluation

Our algorithm is evaluated on a subset of PVT composed of 427 10 s CAN traces obtained

from from 28 different automotive brands belonging to 15 different industrial groups from EU,

USA, Japan, India and South Korea. In order to train the classifier with a higher number of

samples, we generate five subtraces from each CAN trace through sliding window.

The vehicles in our evaluation set contain a total of 33 034 CAN frame IDs, from which

we extract an equal number of samples. Table 15 summarises other relevant information for

all (anonymised) industrial groups in the evaluation set. For each industrial group, the table
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Table 15: Evaluation set statistics

OEM
group

n.
vehicle
traces

n.
unique
frames

mean
n. frames
per vehicle

long /
short
frames
(%)

A 4 65 32.75 61.1 / 39.9
B 5 87 45.4 58.6 / 41.4
C 6 119 57.5 47.0 / 53.0
D 6 193 52.5 88.9 / 11.1
E 10 164 53.6 95.0 / 5.0
F 14 289 47.1 99.7 / 0.3
G 24 190 33.5 82.3 / 17.7
H 25 335 73.28 86.1 / 13.9
I 25 323 71.2 77.1 / 22.9
J 25 293 68.7 49.9 / 50.1
K 32 299 43.9 96.2 / 3.8
L 33 491 34.5 71.4 / 28.6
M 60 548 40.4 45.8 / 54.2
N 76 502 40.2 56.0 / 44
O 82 630 55.2 83.3 / 16.7

reports:

• The number of vehicle traces (n. vehicle traces).

• The number of unique frames that are found across all vehicle models (n. unique frames),

as identified by their ID. The table highlights that a bigger and more variegated set of

vehicle models corresponds to an increase in the total number of unique frames.

• The mean number of unique frames per vehicle (mean n. frames per vehicle). It depends

on the level of digitalisation of the vehicles produced by the manufacturer, which is usually

correlated to the market segment (i.e. high-end vehicle models have more electronic

components).

• The percentage of long and short frames on the total number of unique frames (long /

short frames).

10.3 Performance Metrics

In our evaluation we adopt a leave-one-out-cross-validation approach. Namely, each vehicle in

the dataset is iteratively considered as the vehicle to reverse engineer and its ground truth is
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discarded. The classifiers are then trained on the rest of the dataset.

Our classification task is an Open Set Recognition (OSR) problem. In an OSR problem

the knowledge of the world is incomplete at training time [154]. As opposed to the standard

closed-world classification scenario, the ML models do not have only to classify samples from

known classes, but also to adequately reject samples belonging to unknown classes. As a

matter of fact, apart from the ECUs mounted in previous vehicle models, we expect newly

released vehicle models to be also equipped with last generation components, which will send

frames unseen until then. For this reason, the trace of a new vehicle to reverse engineer may

contain frames that the ML model has never been trained on.

In the OSR scenario the classes are typically divided into four sets: Known Known

Class (KKC), Known Unknown Class (KUC), Unknown Known Class (UKC), Unknown

Unknown Class (UUC). KKC is the set of classes for whom a distinct label is available. In

our case, it is the set of labels (the frame IDs) associated with the frames on which the model

was trained on. On the contrary, UUC is the set of the classes on which the classifier has

never been trained on and for whom no side semantic information is available at training time.

KUC and UKC are out of the scope of this work.

Being an OSR, we cannot evaluate our tool with metrics commonly accepted for standard

ML close-world problems, such as the accuracy and F1-Score. New accuracy metrics for OSR

tasks are firstly presented by Júnior et al. [155] and respectively reported in Equation (17)

and Equation (18), namely Accuracy for KKC (AKS) and Accuracy for UUC (AUS):

AKS =

∑C
i=1(TPi + TNi)∑C

i=1(TPi + TNi + FPi + FNi)
(17)

AUS =
TU

TU + FU
(18)

In Equation (17), TPi, TNi, FPi, FNi correspond respectively to the number of true

positives, true negatives, false positives, and false negatives for the i-th KKC i ∈ {1, ..., C},

where C corresponds to the cardinality of KKC. Note that FNi includes the samples of KKC

wrongly classified as unknowns. In Equation (18), true unknowns TU correspond to the
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samples of UUC correctly classified as unknown, while false unknowns FU correspond to the

samples of UUC wrongly classified with one of the KKC labels.

10.3.1 Classifiers

OSR problems are mainly addressed in two ways: (i) by enabling a common ML classifier to

reject unknown samples, and (ii) by employing a classifier inherently designed to deal with

UUC.

Regarding (i), we adapt a RF [156] classifier and a Fully Connected Neural Network (FCNN)

[157] to reject samples whose confidence score for the predicted label is below a certain rejection

threshold, in the way described in [154]. We choose RF due to its robustness to outliers and the

consistent handling of unbalanced datasets, which is particularly relevant in our case. After a

tuning on the RF, we discovered that the optimal performance is obtained with around 200

tree estimators. After tuning it by using the implementation provided by the Python library

scikit-learn [158], we discovered that no significant performance improvement is obtained with

more than 200 tree estimators.

Regarding FCNN, we choose it for its robustness to outliers and the overall superior

performance of neural networks compared to traditional ML classifiers documented in literature

[157]. After an extensive tuning on the number of layers and neurons for each layer, we found

out that having more than three hidden layers with more than 1024 neurons each (and

ReLu activation function) does not improve the overall performance of the model. For the

implementation, we use the Python library Keras built on Tensorflow [159].

For what concerns (ii), we have reviewed the main inherently-Open Set classifiers in

literature. The vast majority of related works specifically addresses computer vision tasks –

as OSR is especially relevant for this field – and, therefore, the new classifiers are designed

accordingly. In this regard, a particular effort is put into the adaptation or design of new

CNN architectures [154], [160]. However, since our data is characterised by a maximum of six

features, as opposed to the high-dimensional data typically processed in computer vision tasks,

the majority of the methods presented in literature are unsuitable for our task.

For this reason, we selected two algorithms, PI-SVM [161] and Extreme Value Machine
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(EVM) [162], which can process input with different spatial properties without the need of

data dimensionality transformations. PI-SVM integrates the notions of data distribution from

Extreme Value Theory (EVT) [163] into the widely known SVM classifier. EVM is a brand

new algorithm, which also exploits the EVT theory about data distribution to group samples

in consistent areas of the space.

10.3.2 Comparison between classifiers

We first analyse the results obtained by RF, FCNN, EVM, and PI-SVM to assess which

classifier provides the best performance overall. After testing PI-SVM and EVM based on the

source code released by the authors and the settings suggested in the respective papers [161],

[162], we performed an extensive tuning of the hyperparameters to optimise their performance.

The tuning revealed that EVM and PI-SVM score AKS and AUS lower than 20 %. Given

their poor performance, we further show only the results obtained with RF and FCNN.

Figure 38 shows the average AKS and AUS, along with 95 % confidence intervals, obtained

testing RF and FCNN on the evaluation dataset. The figure highlights that AKS and AUS

can vary greatly according to the choice of the rejection threshold. As expected, an increase

of the rejection threshold corresponds to a decrease of the AKS and an increase of the AUS.

As a matter of fact, the higher the threshold, the more samples are rejected. This causes an

increase of the samples in KKC wrongly rejected (hence, the worsening of the AKS), and a

decrease of the samples in UUC wrongly labeled as known (hence, the improvement of the

AUS).

RF performs equal or better than all the other classifiers on both samples from the short

and long frames subsets on all considered metrics and datasets. RF and FCNN achieve a

similar AUS for what concerns samples from short frames. It is interesting to notice that, for

high values of the rejection threshold, FCNN achieves a higher AKS compared to RF when

considering samples from both the short and the long frames.

It has been shown in [164] that the probabilistic output provided by most classifiers is skewed

towards the extreme values (0 and 1) and, thus, does not enable an understanding of the true

probability of the prediction correctness. It follows that the predictions probabilities outputted
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Figure 38: Comparison of the performance achieved by RF and FCNN for different rejection
thresholds.
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Figure 39: Performance of RF with a rejection threshold of 0.3 achieved on the vehicles of
each OEM group.

by the selected classifiers do not correspond to the actual probability of a sample belonging to

a determined class. Hence, since different classifiers calculate the probabilistic scores according

to different logic, the setting of a certain rejection threshold can have consistently different

impact on AKS and AUS.

10.3.3 Result Analysis

Having designated RF as ultimate classifier for the task, based on the superior classification

accuracy compared to the other algorithms, we further investigate its performance. In particular,

we analyse the results obtained on the different industrial groups/alliances. Figure 39 illustrates

the average AKS and AUS, with 95 % confidence intervals, obtained by RF with a rejection

threshold of 0.3 on all vehicles for each industrial group/alliance. The results show a high

variance in the average performance scored by the models trained on vehicles from different

industrial groups for all considered metrics. We have not found any clear correlation between

the classification accuracy and any other characteristic related to the composition of the sample

sets for each industrial group reported in Table 15.

Finally, we investigate the importance of the features Percentage of Active Bits and Mean

Bit Rate. Given that the testing set is composed of parked vehicles, numerous signals are
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never triggered and their bits never flip. Such signals are, for instance, all those related to the

steering wheel or the vehicle speed. Following an analysis of the dataset, we discovered that,

due to this phenomenon, the traces have 53.8 % of frames whose bits in the payload never flip.

We refer to these frames as inactive. In contrast, the frames in which at least one bit flips

during data collection are called active. The consequence of having inactive frames is that

both the Percentage of Active Bits and Mean Bit Rate of the samples extracted from them are

0, thus making these two features irrelevant for their fingerprinting. By extension, we refer to

the samples generated from the active and inactive frames as, respectively, active and inactive

samples.

In this scope, we investigate the impact that inactive samples have on the overall classifi-

cation performance. Figure 40 compares the mean AKS and AUS obtained by the classifier

on active and inactive samples according to different rejection threshold. The results show

that RF achieves higher AKS and AUS on active samples compared to inactive samples. For

instance, with a no-rejection threshold (i.e. equal to 0), the classifier achieves an AKS of

79.8 % on active samples extracted from the short frames set, compared to 61.7 % scored on

inactive samples from the same set, thus marking a difference of 18.1 % in the performance.

Still assuming no threshold, an even larger gap of almost 25 % remarks the difference in

the performance achieved by the classifier on active samples compared to inactive samples

extracted from the long frames set.

Interestingly, this gap decreases when the rejection threshold increases in the case of

samples extracted from the long frames set, while it slightly augments when considering

samples from the short frames set. The conclusion is that the activeness of the bits is more

relevant for fingerprinting samples related to short frames compared to long frames.

The presented results show that the features Percentage of Active Bits and Mean Bit Rate

impact greatly on the classification performance. This fact suggests that the classification can

be sensitively more accurate if the classifier is trained on samples from traces collected on

vehicles that are driven.
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Figure 40: Comparison of the mean AKS and AUS obtained by RF on active and inactive
samples.
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10.4 Discussion

In this section, we studied whether anonymising the CAN frame IDs makes frame matching

based CAN bus reverse engineering methods ineffective, thus preventing vehicle-agnostic

remote attacks on CAN bus. We tested the efficacy of this approach by fingerprinting frames

whose IDs are anonymised. In this scope, we trained ML classifiers to recognise frames based

on six features extracted exploiting DLC, bit flipping, sending frequency and frame priority.

We evaluated our fingerprinting method on 33 034 samples extracted from traces collected on

427 different vehicle models.

The results show that an RF classifier can recognise frames with a 8 Byte-long payload and

frames with a shorter payload with a mean AKS up to 44.1 % and 68.7 % respectively. When

considering samples extracted from frames with at least one flipping bit, a superior AKS up

to 57.7 % and 79.8 % is achieved on samples extracted from long and short payload frames

respectively. The conclusion is that the fingerprinting can be consistently more accurate if

the CAN traces are extracted in a dynamic context (moving vehicles). The presented results

highlight that anonymising the CAN frame IDs does not prevent reverse engineering based on

frame matching. This suggests that connected vehicles are vulnerable to the remote decoding

of CAN data by potential adversaries who can then inject attacks with minimal effort. To

preserve better the anonymity of the CAN data transiting in-vehicle networks, substantial

changes in the CAN encoding practices is necessary.

Future work includes research for new features able to increase the fingerprinting perfor-

mance.
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11

Preventing Frame Fingerprinting

through Traffic Mutations
In Section 10 we presented the scenario in which frame IDs are anonymised for each newly

released vehicle model, and we investigated whether this solution is sufficient to effectively

prevent frame matching-based CAN bus reverse engineering. In particular, we employed

ML classifiers to perform statistical traffic analysis on the CAN bus and fingerprint frames

according to the patterns that emerge from their time series. The results showed that it is

still possible to recognise anonymised frames with an accuracy up to 80 %.

In this section, we study whether it is possible to make CAN frames less identifiable through

traffic mutations, i.e. altering the traffic in such a way that the resultant distribution of values

over certain properties of the frames becomes more similar among different frames. The goal

of such operations on the CAN traffic is to reduce the recognisability of frames, thus making

the ID anonymisation an effective defence against frame matching-based fingerprinting.

11.1 Introduction to Traffic Mutations

The goal of traffic mutation algorithms is to conceal the patterns that emerge from traffic

features, which ML models can learn and exploit to recognise sensitive information. The two

main techniques adopted in the scope of fingerprinting prevention are padding and morphing.

Padding consists in augmenting the length of packets in a communication stream to a
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pre-defined target size. It was introduced by Liberatore and Levine [165] in response to

websites fingerprinting attacks over encrypted traffic based on the size of transmitted packets.

The goal of morphing, instead, is to make a set of source processes that need to be protected

from fingerprinting resemble another target process, hindering the predictive capability of

ML classifiers. In its original implementation [166], morphing matrices are generated offline

with convex optimisation methods to define how the packets of the source processes should be

padded or split.

Traffic mutation approaches have been used as a defence in a multitude of fingerprinting

attack scenarios, such as web encrypted traffic [165]–[169], mobile devices and apps [170],

VoIP data [33], and Internet of Things (IoT) devices [171], [172]. Among those, it is worth

mentioning the adoption by The onion router (Tor) of traffic padding between the client and

network entry guard as a countermeasure against website fingerprinting [167].

The specifications of the CAN protocol, as well as the constraints that it is subject to,

make the data transiting within vehicles differ consistently from the traffic on which mutations

techniques have been designed in literature. Namely, the CAN traffic is not encrypted and

frames series bring sequential information. In addition, the length and the sending frequency

of the frames in a frame series are pre-defined and do not change over time. In this study, we

present novel padding and morphing techniques that fit the unique characteristics of the CAN

bus.

11.2 Methodology

The frame fingerprinting approach presented in Section 10 revolves around four distinctive

aspects of the CAN traffic: the payload length, the dynamic behavior of the payload bits, the

sending frequency, and the frame priority. In that case, the following assumption regarding

the frame priority was made: the attribution of the new set of frame IDs in newly released

vehicle models should preserve their priority. This leaves no space for manipulation against

frame fingerprinting. Therefore, in this work, we operate on the three remaining aspects: (i)

padding of the frame payload length, (ii) morphing of the frame sending frequency, and (iii)

morphing of the dynamic behavior of the payload bits.
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11.2.1 Payload Length Padding

The frame length, expressed by the DLC field, is a feature that can be used to fingerprint

frames whose payload is shorter than 8 Byte – the maximum frame length. Hereafter, we refer

to this set of frames as short and to those whose length is 8 Byte as long. In this work, we

make the following assumptions:

• The length of the payload can be only increased, as a reduction would cause a loss of

information.

• The extra padding bits should be appended at the end of the frame to preserve the

original location of the signals within the payload. This allows the receiving ECU to

correctly interpret the actual signals contained in the payload and discard the rest of

the bits.

Based on the assumptions, we study two solutions:

(a) All payloads are padded to the maximum length of 8 Byte. This is the most straightfor-

ward solution, but which also adds the most overhead.

(b) Short payloads, whose length is inferior to a certain threshold τ are padded to τ , while

those whose length is superior than τ are padded to 8 Byte length, where τ < 8Byte.

The parameter τ should be chosen to be an optimal trade-off between reduction of

fingerprinting accuracy and added overhead.

Since each vehicle has a different distribution of long and short frames – as well as different

distribution of payload length among the short frames – we argue that an optimal universal

threshold τ cannot be identified. On the contrary, it is reasonable to define τ for each vehicle

based on the distribution of the frames lengths. For this purpose, the algorithm calculates the

quartiles Q of payload lengths of all frame series and assigns τ based on the value of a chosen

quartile Qi.

Algorithm 4 summarises the methodology adopted to pad the frames payload. Given a

reference trace R containing an example of the original traffic of the vehicle, the threshold τ is
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initially calculated based on the DLC of all frames (lines 1-2). Each frame sent by any ECUs

is padded to τ if its length is inferior to τ , or to 8-bytes otherwise (lines 3-7).

To designate the content of the padded bits, multiple approaches can be followed:

1. Set all bits to a constant value, i.e. always 0 or 1;

2. Define the status of each bit randomly, for each frame;

3. Adopt a particular heuristic to set the bit values.

We argue that approach (1) would allow to easily identify how many bits have been padded

for each frame, thus nullifying the benefits of the padding. As a consequence, in this work

we evaluate approaches (2) and (3). In particular, regarding (3), we follow the algorithm

presented in Section 11.2.3.

11.2.2 Sending Period Morphing

Frames having the same ID and that carry periodic signals are typically being sent according to

a pre-defined period. However, due to hardware imprecision of clocks embedded within ECUs,

the frames deviate from the target sending frequency. On the one hand, this deviation (or

offset) from the defined sending frequency can be used as an intrusion detection mechanism [39].

On the other hand, the frame sending period and the corresponding offset can be exploited as

a feature for frame fingerprinting, as demonstrated in Section 10.2.

In this work, we make the following assumptions:

Algorithm 4 Length Padding
Input: Ref. Trace R, Threshold τ
Output: Length-Padded Frames
1: for frame in CAN_traffic do
2: if frame.DLC < τ then
3: padded_frame ← pad(frame, τ)
4: else
5: padded_frame ← pad(frame, 8 )
6: end if
7: end for
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1. The sending period of the frames can be only reduced (i.e. the sending frequency is

increased). In fact, incrementing the sending period of frames carrying critical information

about the vehicle status would cause ECUs reacting less promptly, thus threatening the

vehicle’s safety.

2. The car manufacturer can synchronise all ECUs according to the new set of sending

frequencies of all frames.

Based on these assumptions, we design Algorithm 5 to morph the sending frequency of all

frames. The algorithm takes in input a reference CAN log R and an integer P . R is a sample

of the original traffic of the vehicle with no mutation applied. P defines the number of target

sending periods to which the frames series will be morphed. If we assume Po is the number of

discrete sending periods extracted from the original trace R, then we must have P < Po.

R allows OEMs to preliminarily collect sending periods and calculate the mean standard

deviation of the sending periods of all frames (lines 1-2). Then, the set of sending periods of

R is ordered and divided in P quantiles. The ECUs are set to send the frames according to

the target periods, which are computed based on these quantiles (line 3). In particular, each

frame ID must be associated with a target period such that (i) the target period is inferior to

its original period (in compliance with assumption (1)), and (ii) the difference between the

target period and the original period is minimal in order to reduce the traffic overhead.

But since we know that each ECU introduces a distinct offset that can help fingerprinting

its frames, an additional defence mechanism is needed. Specifically, for each target period

Algorithm 5 Send Frequency Morphing
Input: Ref. Trace R, # of Target Sending Periods P
Output: Send Period-Morphed Frames
1: periods ← get_periods(R)
2: offsets ← extract_offsets(R, periods)
3: target_periods ← quantiles(periods, P )
4: target_offsets ← assign(R.frame_ids, target_periods)
5: target_K ← compute_K(new_periods, target_offsets)
6: for frame in CAN_traffic do
7: morph_frame ← morph(frame, target_offsets, target_K )
8: end for
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the highest standard deviation among all frame series associated to that period is chosen

as a target mean offset (line 4). Let σc be the standard deviation of a frame series F , π

its target period, and σt its target standard deviation. To morph F to have overall sending

frequency standard deviation equal to σt while keeping its sending period ∼ π, the ECU must

aim at sending each frame every π ± r, where r is randomly generated following a uniform

distribution between [−K,K]. K is calculated (line 5) as follows:

K =
√
3(σ2

c − σ2
t ) (19)

Finally, the ECUs send the frames according to the new target sending period and offset (lines

6-8).

11.2.3 Bit Flip Rate Morphing

The work in Section 10.1 demonstrates that the number of bits that flip at least once during

the trace and the mean BFR constitute valuable features to fingerprint the frames. In the

current work, we perform morphing on the payload bits to hide the patterns associated to the

BFR.

Every bit within a signal is relevant to the interpretation to information contained in the

signal. On the contrary, unused bits (see Section 2.2) are bits that do not belong to any signal

and never flip. Since we do not want to alter the actual information carried by the payload,

the unused bits are the only ones on which we can operate. In this work, we make unused

bits flip in such a way that it makes the overall dynamicity of the frames series to resemble to

each other. To be noted that, if payload padding is applied too, the added bits are considered

unused and, therefore, can be employed for the morphing.

The pseudocode related to the morphing of BFR is presented in Algorithm 6. The algorithm

gets in input a reference trace R, the list of signals S, and an integer B. Similarly to the

sending frequency morphing (see Section 11.2.2), R is a sample of the original traffic of the

vehicle. S is the list of signals that can be found in R, as reported in the specifications owned

by the OEM. B defines the number of target mean BFRs to which the frames series will be
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morphed.

The frames in a series can only be mutated in such a way that the overall mean BFR is

higher than the original one. In fact, trying to decrease the BFR would necessarily imply a

manipulation of the bits of the signals, thus causing a loss of information. As a consequence,

R should be dynamic enough to ensure that the original mean BFR of the frame series in the

CAN traffic can be morphed to the B targets.

The mean BFR of all frames series are initially calculated on R (line 1). The set of all

mean BFRs of R is ordered and divided in B quantiles. The target mean BFRs are then

extracted according to the quantiles (line 2). Subsequently, for each frame series, the unused

bits are extracted based on the ground truth (line 3). Finally, the BFR of each frame series in

the CAN traffic can be then morphed to its target (lines 5-11).

To morph a frame series F to have a mean BFR equal to a target mean BFR T , a number

of unused bits n must flip for each frame in F . Prior to sending a frame Fi, the ECU defines n

by taking into consideration the BFR achieved until Fi−1 and the information encapsulated in

Fi (line 6). Once n is calculated, a subset S of the unused bits in the frame is selected, such

that |S| ≤ n (line 7). All the bits indicated by S are then flipped and the so altered frame is

sent (line 8).

11.3 Evaluation

We evaluate the efficacy that each of the techniques presented in Section 11.2 have against

frame fingerprinting singularly and combined. To validate our approach, we employ the same

testing set used for the evaluation of the fingerprinting approach presented in Section 10.2.

Since the presence of inactive frames in our dataset impacts the fingerprinting performance

evaluation – namely, the classifier cannot exploit the features based on the payload dynamicity

– we present the results achieved on active and inactive frames separately. For the validation,

we follow a leave-one-out-cross-validation approach. In addition, for all the presented results

we report the confidence interval at 95%.

To assess the fingerprinting performance, we choose AKS as a metric. For the fingerprinting

task, we choose a RF classifier [156] with a depth of 200, which was proven to achieve the
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Figure 41: Comparison between the AKS on the original traffic and payload-padded traffic for
different quartile values chosen to set τ .

highest AKS in the scope of frame fingerprinting among a set of selected classifiers, such as

EVM, PI-SVM, and FCNN Section 10.2. Given the presence of unknown samples, the classifier

is set with a rejection threshold = 0.3, i.e. all predictions with a confidence score inferior to

20 % are discarded.

11.3.1 Evaluation of payload length padding

We evaluate the impact that padding the payload of the frames has on the fingerprinting

accuracy of the RF classifier. For this analysis, we set the algorithm to choose the content

of the padding bits randomly. Figure 41 compares the mean AKS obtained on the original

traces (without defence) with the results achieved by applying payload padding on all the

tested vehicles (with our proposed defence mechanism in place). The figure shows how the

performance varies based on the choice of the quartile used to the determine the threshold

τ (see Section 11.2.1). It is to be noted that Q4 represents the case in which all frames are

padded to 8 Byte (solution (a), Section 11.2.1). The figure highlights that, for both active and

inactive frames, the defence improves when the quartile to determine the threshold is higher.

It is worth noting that the choice of τ impacts more the fingerprinting on the inactive frames

(loss of accuracy of 4 % and 13 % for, respectively, Q1 and Q4) than on the active frames (loss
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Figure 42: Communication overhead introduced by payload-padded traffic for different quartile
values chosen to set τ .

of accuracy between 14 % and 18 %).

We also evaluate the impact that padding the payload of the frames has on the transmission

overhead. In particular, Figure 42 shows that the overhead increases from a minimum of

23.4 % (Q1) to a maximum of 43.5 % when all payloads are padded to 8 Byte. This means that

slightly improving the defence mechanism comes at a higher cost in terms of communication

overhead on the CAN bus.

11.3.2 Evaluation of sending period morphing

We evaluate the efficacy of morphing the frame sending period against frame fingerprinting by

comparing the results with the performance obtained on the original non-morphed CAN traffic.

Figure 43 illustrates how the fingerprinting performance varies according to the number of

quantiles P used to select the target periods (see Section 11.2.2). The figure highlights that

the fingerprinting accuracy increases with P . The reason is that the higher the number of

target periods, the closer the sending period of each frame is to its original value on average.

The fingerprinting performance on the active and inactive frames is reduced by a maximum of,

respectively, 9.5 % and 6.5 % for P = 1, and it follows a similar trend when varying P . As a

matter of fact, this morphing technique does not alter the content of the frames and, therefore,

impacts similarly the active and inactive frames.
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Algorithm 6 BFR morphing
Input: Ref. Trace R, Signals S, # of Target Mean BFR B
Output: BFR-Morphed Frames
1: BFRs ← get_mean_bfr(R)
2: target_BFRs ← quantiles(BFRs, B)
3: unused_bits ← extract_unused_bits(R, S)
4: for frame in CAN_traffic do
5: curr_frame_series ← CAN_traffic[frame.id ]
6: curr_BFR ← bfr(curr_frame_series)
7: n ← n_bits_to_flip(frame, curr_BFR, target_BFRs)
8: S ← bits_to_flip(n, unused_bits)
9: morph_frame ← morph(frame, S)

10: end for

A
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S

Figure 43: Comparison between the AKS on the original traffic and sending period-morphed
traffic for different values of P .
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Figure 44: Overhead and added deviation from the target sending period according to the
quartile chosen to set τ .

Figure 44 shows how morphing the sending period of frames impacts the performance

of the CAN transmission in terms of added overhead and the mean clock offset added. The

figure highlights that the number of reference sending periods is inversely proportional to the

overhead and to the added deviation. In fact, the more reference periods, the inferior is the

difference with the original sending period on average, and less frames are morphed to high

offset targets.

11.3.3 Evaluation of BFR morphing

We evaluate the efficacy of BFR morphing against fingerprinting, by comparing the accuracy

obtained by the classifier on the morphed CAN traffic with the results achieved on the original

traffic at the varying of B. Given the incompleteness of the ground truth, for this evaluation

we consider as inactive all frames that do not belong to known signals and that never flip

throughout the traces.

Figure 45 highlights that, in the case of active frames, the fingerprinting performance

increases with B and, thus, efficacy of the morphing decreases. In particular, for B = 1, the

accuracy is reduced by circa 11 %, while for B = 100, it is decreased by ≈ 3%. In fact, the

higher the number of mean BFR values used as targets for the morphing, the less the difference

with the original dynamicity of the frames series. On the contrary, the performance obtained
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Figure 45: Comparison between the AKS on the original traffic and BFR-morphed traffic for
different values of B.

by the classifier on inactive frames remains stable. As a matter of fact, the features based on

BFR are irrelevant for the fingerprinting of inactive frames. Therefore, activating these frames

cannot help in reducing the fingerprinting capability of the classifier. To be noted that, unlike

the other two approaches, BFR morphing does not introduce any additional overhead on the

communication channel.

11.3.4 Evaluation of combined approaches

After analysing the impact that padding and morphing have on the frame fingerprinting

accuracy based on the different characteristics of the CAN traffic, we evaluate the impact that

combinations of these approaches have overall. Following the results shown in Sections 11.3.1,

11.3.2 and 11.3.3, we select τ = Q1, P = 40, and B = 1. We consider this as a fair trade-off

between the decrease in the AKS and the negative impact that such operations have on the

communication overhead.

Figure 46 compares the fingerprinting accuracy obtained for different combinations of the

three proposed approaches with the accuracy achieved on the original traffic. To be noted

that when frame padding and BFR morphing are combined, the content of the padded bits is

chosen according to the heuristic defined by the morphing. The results presented in the figure
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Figure 46: Evaluation of the different combinations of the proposed mutations.

confirm that combining multiple approach leads to lower fingerprinting performance. The

best result is obtained when all the operations on the CAN traffic are applied. In particular,

the AKS on active and inactive frames shrinks, respectively, from 68.9 % to 36.6 % for active

frames and from 46.6 % to 31.2 % for inactive frames.

11.4 Discussion

In this section, we presented a methodology to reduce the efficacy of CAN frames fingerprinting

performed by ML classifiers without applying modifications to the protocol. Our approach is

based on mutating the CAN traffic by (i) padding the length of frame payloads, (ii) morphing

the frame sending frequency, and (iii) morphing the dynamic behavior of the payloads. The

proposed methodology is tested and evaluated on real CAN logs from 427 different vehicle

models. The performance evaluation shows that our approach reduces the frame fingerprinting

accuracy by more than 40 %.

The main limitations of this work concern the overhead added to the transmission – 23 %

and 8 % when adopting, respectively, payload padding and sending frequency morphing – and

the offset from the target sending period added through sending frequency morphing – above

140 %. Future work includes developing an improved version of the presented methodology
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to further decrease the frame fingerprinting accuracy, while also reducing the overhead and

average frame sending offset.
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12

Future Research Perspectives
In this section, we discuss the possible directions that the future research on CAN reverse

engineering aimed at improving the performance and optimising the processes, based on our

evaluation of the presented techniques. At the time of writing, research on reverse engineering

has solely focused on the classic version of CAN 2.0, with no multiplexing and no flexible

data rate. As it follows, we propose how to adapt the state-of-the-art approaches to tackle

multiplexing and CAN FD. Finally, we address future work on the prevention of CAN reverse

engineering.

12.1 Improving CAN reverse engineering

In this dissertation, we analysed the state-of-the-art techniques for semi and fully automated

reverse engineering proposed in the literature, as well as novel approaches. As discussed

in Section 8, the presented methodologies largely vary in terms of performance, number of

properties of the signals decoded, requirements, as well as computational complexity and time

needed for the data collection. In the following, we suggest three possible areas of improvement

that should be investigated in future research.

12.1.1 Generalisation

Work on CAN reverse engineering has produced promising results in real world-scenarios. For

what concerns the translation, recall and precision superior than 80 % were reached by multiple
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algorithms on different vehicles ([23], [24], [29], Sections 5 and 7). However, oftentimes the

performance consistently varies across different vehicles. CAN reverse engineering should be

reliable and consistent when considering any vehicle model.

Furthermore, little research has been conducted on EVs, and none on motorbikes, hydrogen-

propelled vehicles, and autonomous cars. The types of ECUs embedded in these categories of

vehicles can differ consistently from those on which the literature has focused. For instance,

the ECUs related to the powertrain functions in EVs and hydrogen vehicles bring intrinsically

different types of information compared to gas-propelled cars. As a consequence, supervised

ML and taxonomy-based approaches need to be adapted to take into account this diversity.

Moreover, since PIDs were born with the intent of monitoring emissions in oil and diesel

vehicles their usage is limited on EVs and hydrogen vehicles.

A comparative analysis should be also conducted to understand how the performance vary

according to the number of ECUs attached to the bus. Intuitively, to a low number of ECUs

correspond fewer types of frames transiting on the bus and, thus, a reduction in the complexity

of the data to analyse and a decrease in the translation mislabelling. Given that motorbikes

have typically fewer ECUs compared to cars and trucks [173], we can expect higher reverse

engineering performance on them. Vice versa, the reverse engineering would likely be more

difficult on autonomous vehicles due to the higher presence of ECUs [174], which are necessary

to handle the complexity of the autonomous drive. The validation should be done taking into

account the market segment of the vehicle. In fact, high-end vehicles transmit a greater variety

of CAN frames compared to low-end ones, due to the higher number of ECUs installed [175].

To improve the robustness and the performance of reverse engineering, we recommend

a combination of the approaches discussed in this dissertation. PIDs could be used to

preliminarily decode all signals for which ground truth is publicly available. A taxonomy-based

approach could be then employed to reverse engineer signals missed in the first step. Finally,

unsupervised and/or supervised ML problems could identify the signals sharing redundant

information with those already decoded. Using this combined approach, a diverse dataset of

DBC files would be generated. Frame matching could be employed on new target vehicles to

efficiently reverse engineer frames already known. The previously used techniques could still
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Figure 47: Proposed pipeline for combined reverse engineering.

be employed to augment the DBC dataset and, thus, improve the performance of the frame

matching, as illustrated in Figure 47.

12.1.2 Modularity

Every year new ECUs are introduced on the market to offer the latest automotive features and

services, from infotainment to connectivity. These ECUs send frames containing novel signals

carrying new information semantically different from what has been previously encountered.

Reverse engineering tools should be designed following a modular architecture to allow the

continuous release and integration of updated software to address these new frames. As an

example, in supervised ML-based tools the models should address OSR, i.e., being capable of

discarding samples from unknown classes, or being iteratively re-trained/updated to include

new classes of signals, and be online, i.e., being able to update incrementally. For what

concerns taxonomy-based approach, this upgrade would involve not solely the software, but

also the integration of additional steps in the pipeline for the data collection.
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12.1.3 Remote reverse engineering

Until recently, CAN reverse engineering has been performed by having physical access to

the vehicle. While most of the works analysed in this dissertation allow decoding the CAN

traffic completely remotely once the log has been extracted, data collection has always been

performed with the presence of a human operator inside the vehicle. Today, there are several

dongles that allow remote collection of CAN data [176]. These dongles usually connect to the

OBD-II port and send the data through a wireless interface to the cloud for processing and

storage.

We argue that collecting CAN data remotely can improve the performance of reverse

engineering, since it allows collecting traces in a variety of driving scenarios over time. This is

especially true for taxonomy-based methodologies that can potentially become fully automated.

Instead of having a human operator wittingly performing the actions needed to collect the

data, it would be possible to identify scenarios where the same actions are carried on by

logging the sessions of an unaware driver over a long period. A context-aware model, i.e., a

representation of typical driving scenarios, could help isolate subsets of signals and trigger

the related function able to reverse engineering them. Following the suggestion of combining

multiple reverse engineering approaches (see Section 12.1.1), this context-aware model could

be a supervised ML model. For example, it would be possible to isolate and decode the signals

related to the wipers by comparing logs collected in sunny days with others in rainy days with

the help of weather data.

12.2 Reverse engineering vs Multiplexing

Multiplexing in CAN can consistently impact the performance of existing methodologies, in

particular tokenisation algorithms. In fact, the assumption on which tokenisation approaches

are based is that consecutive frames identified by the same ID carry the same signals within

the same positions in the payload. When multiplexing is implemented, this assumption is no

longer valid. All algorithms presented in Section 3.3 output a single set of tokens uniquely

identified by their start and end position. Since different sets of tokens can be associated with
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Figure 48: Proposed pipeline for reverse engineering CAN with multiplex frames.

the same ID in the case of multiplexing, such methodologies would produce spurious results.

For instance, in case of BFR-based algorithms, the bits of the payload carrying different signals

flip independently from one another, thus leading to inconsistencies in the BFR array.

However, we argue that, by following the steps presented in Figure 48, current methodologies

can be efficiently adapted to deal with multiplexing. Instead of evaluating the time series of

an ID as a whole, researchers could focus on preliminarily identifying whether the payload is

multiplexed (step 1) and, if yes, locate the multiplexor signal(s). Step 1 could be achieved, for

instance, by observing the sending period of the frames in the time series and assess whether

the frames are only sent according to a specific period or they also include a delay with respect

to the base cycle. Another technique could be looking for correlations between the flipping

of certain bits of the payload, suspected of being the multiplexor and the dynamicity of the

rest of the payload. Once the multiplexor is known, it would be sufficient to split the time

series into sub-time series, each corresponding to one value of the multiplexor (or combination

of values in the case of multiple multiplexors) (step 2), and apply the target tokenisation
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algorithm (step 3).

12.3 CAN FD reverse engineering

As discussed in Section 2.1.2, the major differences between CAN FD and CAN 2.0 are

the superior data transfer rate and the presence of extended frames, whose payload length

increases from a maximum of 8 Byte to 64 Byte. A higher data rate does not affect the reverse

engineering process as long as the chosen dongle for the data collection is capable of recording

all the transiting CAN traffic without loss. For what concerns the extended frames, all the

techniques presented in this dissertation can be potentially adapted to take into account the

increased length of the payload. However, the resources and time required for algorithms that

have a high computational complexity may grow exponentially. As a consequence, we suggest

that future research on CAN FD reverse engineering should be conducted and benchmarked

especially taking into account the computational complexity.

12.4 Preventing Reverse Engineering

As described in Section 9.2, securing the CAN bus is an extensive topic currently tackled by

the scientific community. However, at the time of writing, none of the solutions proposed

in the literature has been effectively adopted on large scale to the CAN bus, due to the

physical constraints of the network and/or production costs. The increasing connectivity of the

vehicles and the ease in decoding CAN data thanks to the recent advancements in the reverse

engineering field represent a real threat for the safety of the vehicles and the passengers.

Aside from designing solutions based on cryptography and anomaly detection, researchers

should explore specific countermeasures against the reverse engineering, such as the one

presented in Section 11. Mutating CAN traffic seems a promising direction to prevent frame

fingerprinting and, thus, frame matching. However, our work highlight that traffic mutations

add significant overhead to the communication which, in the case of CAN, is critical.

Future work should focus on reducing the overhead while improving the performance of

techniques for the prevention of frame matching based on traffic mutations. In addition, traffic

mutations and, in particular those based on flipping the unused bits, could be employed to
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prevent other kinds of reverse engineering. In fact, flipping such bits could help hinder the

tokenisation algorithms in identifying the exact boundaries of the signals. Finally, all the new

findings should be also tested on CAN FD and multiplexed frames.
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Final Discussion
CAN bus reverse engineering has emerged as a prominent research topic in the field of in-vehicle

communication. Its purpose is to infer the location, semantic meaning, and format of signals

transiting on the bus. This output can be employed for real-time interpretation of CAN data,

a valuable source of information for researchers and companies developing innovative solutions

in the automotive sector. This process has been achieved mostly manually [177]. While having

been proven to provide reliable results, the manual approach requires from hours to days of

intense human work and constant physical access to the vehicle.

Recently, researchers have started investigating the automation of this process to make

it faster, scalable and standardised [23], [27], [28], [30]–[32], [54], [107]. These works either

provide a complete pipeline [23] or address one step of the reverse engineering process, i.e. the

tokenisation [27], [28], [107] – identification of the boundaries of the signals – or the translation

[31], [32] – decoding of the semantic meaning and format of the signals. Related work has

demonstrated, with different degrees of success, that it is possible to achieve partial of full

automation of the reverse engineering process, thus cutting the time and manual effort for

data collection and execution. However, the solutions proposed in the literature work under

limited assumptions, address only one aspect of the process, imply a non-negligible human

effort and expertise or require a consistent amount of external hardware.

The first goal of this dissertation was to highlight the opportunities and challenges of

automating CAN reverse engineering, and explore new solutions to further speed up this
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process while reducing the requirements in terms of hardware and human effort. In this

scope, we initially conducted a comprehensive review of the state-of-the-art methodologies

for CAN bus reverse engineering. In particular, this work provides the first categorisation of

tokenisation and translation algorithms based on the common ground characteristics of the

followed approaches. Additionally, we analysed the strengths and weaknesses of each of these

approaches with the intent of providing a benchmark for future research.

Subsequently, we presented three novel reverse engineering algorithms. The first is a

complete pipeline for semi-automated reverse engineering based on the taxonomy of the CAN

signals. Multiple short CAN logs are collected to isolate groups of semantically related signals,

whose decoding is then performed taking into account their specific characteristics. This

technique permits a simplification of the data collection and a reduction of the time required

for it from the current standard of up to an hour to few minutes. 80 % of 24 distinct signals

were correctly decoded based on a set of real CAN logs collected from 5 vehicles.

The second, CSI is a supervised ML-based translation algorithm whose goal is to decode

the semantic meaning of a subset of CAN signals considered critical – the foreground set –,

among a larger pool of signals – the background set. Based on logs from 8 distinct vehicles,

CSI was evaluated using a RF classifier to identify a set of 10 foreground signals among a

set of up to 59 background signals, achieving a mean accuracy up to 93%. However, when

tested on a background set composed by all tokens extracted by a state-of-the-art tokenisation

algorithm, CSI was found to perform poorly. These results show that the features composing

the samples do not sufficiently fingerprint the signals in a real world scenario. Future research

is needed to extend the set of features considered by CSI and better identify the critical signals.

The third, CANMatch, is a complete pipeline for fully automated reverse engineering,

which exploits the reuse of frames IDs across different vehicle models. CANMatch is composed

of three phases: frame matching, tokenisation and translation of redundant signals. The frame

matching gets in input ground truth related to a large number of vehicles models, which is then

used to match and decode frames in the target vehicle. The tokenisation is based on BFR and

it is an improved version of the READ algorithm capable of decoding the endianness of the

signals. Finally, the identification of redundant signals is achieved by calculating correlations
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between signals decoded via frame matching and the tokens. In this phase, clustering is

employed to reduce the computational time needed for the correlations.

Based on a set of CAN traces collected on 15 driven vehicles, CANMatch achieved a

superior tokenisation performance compared to state-of-the-art LibreCAN and READ. For

what concerns the translation, on 477 CAN traces extracted from parked vehicles, our method

obtained a mean decoding accuracy of up to 83%. CANMatch achieves comparable performance

than state-of-the-art tools while requiring no hardware other than the CAN dongle and reducing

the data collection time of one order of magnitude. The main limitation of this approach is

the intensive use of CAN ground data (in the form of DBC files) from a number of vehicles

which, supposedly, should be obtained through manual reverse engineering. In this scope,

recommend a combined usage of CANMatch and less automated reverse engineering tool for

the collection and update of the ground truth dataset.

Future research should aim at defining the theoretical limits of the automation of CAN

bus reverse engineering in terms of equipment required, time complexity, and output accuracy.

Furthermore, researchers and companies should work on improving the current solutions to

make them more reliable, fast, and generalised. We also think that, when it is applicable, a

combination of multiple approaches could provide better performance than the single ones.

Future work should also focus on implementing and assessing the performance of reverse

engineering on multiplexed data and CAN FD.

The second goal of this work was to study the implications that the automation of the

reverse engineering has on the security of CAN. Our analysis suggests that the full automation

of the reverse engineering process impacts negatively the security of the network. In particular,

the possibility enabled by frame-matching of performing complete reverse engineering without

prior knowledge of the vehicle model nor the driving context can potentially lead to large scale

remote attacks. In this scope, we summarised the main attacks on CAN and we evaluated

the related countermeasures proposed in the literature to assess whether they are sufficient to

hinder reverse engineering as well. The defences proposed in the literature result insufficient

and/or commercially-wise unsustainable.

Following the outcome of this discussion, we investigated whether anonymising the IDs of
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the frames would be sufficient to prevent frame matching-based reverse engineering without

applying modifications to the CAN protocol. To prove the efficacy of this simple countermea-

sure, we conducted a study about the possibility of fingerprinting frames independently from

their ID. Six features capturing the intrinsic characteristics of the frames were extracted and

exploited by a ML classifier to fingerprint the frames. An evaluation based on real-world OSR

assumptions was carried on logs related to 427 vehicle models. It was found that following this

approach it is still possible to recognise the frames, and subsequently, apply frame-matching

based reverse engineering with an accuracy up to 80%. However, the tests highlight varying

degrees of success for different industrial groups. Future work is needed to identify the main

factors that influence the performance and the limitations to scalability.

Having demonstrated that the anonymisation of the IDs cannot halt frame-matching based

reverse engineering, we studied a solution that does not imply modifications to the CAN

protocol. We came out with a novel approach based on mutating the CAN traffic by (i)

padding the length of frame payloads, (ii) morphing the frame sending frequency, and (iii)

morphing the dynamic behavior of the payloads. The proposed methodology was tested and

evaluated on real CAN logs from 427 different vehicle models. The performance evaluation

shows that our approach reduces the frame fingerprinting accuracy by more than 40 %. The

main limitations of this work concern the overhead added to the transmission – 23 % and 8 %

when adopting, respectively, payload padding and sending frequency morphing – and the offset

from the target sending period added through sending frequency morphing – above 140 %.

Future work includes developing an improved version of the presented methodology to further

decrease the frame fingerprinting accuracy, while also reducing the overhead and average frame

sending offset.

In conclusion, the security concerns highlighted in this work should be urgently addressed

by the scientific community and the OEMs. Specific solutions to prevent the full automation

of the reverse engineering process and the novel attacks which are enabled by it need to be

designed while taking into account the constraints imposed by the network and the necessities

of the manufacturers.
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