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Abstract— Securing edge computing has drawn much
attention due to the vital role of edge computing in Fifth
Generation (5G) wireless networks. Artificial Intelligence
(Al) has been adopted to protect networks against attackers
targeting the connected edge devices or the wireless
channel. However, the proposed detection mechanisms
could generate a high false detection rate, especially against
unknown attacks defined as zero-day threats. Thereby, we
propose and conceive a new hybrid learning security
framework that combines the expertise of security experts
and the strength of machine learning to protect the edge
computing network from known and unknown attacks,
while minimizing the false detection rate. Moreover, to
further decrease the number of false detections, a cyber
security mechanism based on a Stackelberg game is used by
the hybrid learning security engine (activated at each edge
server) to assess the detection decisions provided by the
neighboring security engines.

INTRODUCTION

The Fifth Generation (5G) cellular network is empowering a
new era of communication and computing in provisioning a
variety of services such as efficient and reliable electricity
distribution in a smart grid, augmented reality, intelligent
transportation, industry 4.0 and telemedicine [1]. Mobile Edge
Computing (MEC) is a main enabler for 5G since it provides
computing capabilities within the proximity of mobile users
(Internet of Things — 10T devices, smart meters, autonomous
vehicles, drones, mobile phones, etc.) [2], with the aim to
provide low latency and real-time access to network
information for various emerging applications and services.
Securing the MEC network is a fundamental issue because a
variety of cyber-attacks could target its communication and
computing capabilities for the attractive information processed
at MEC servers. Recently, a new category of cyber-threats
against the edge network was defined by cyber security expert
[3],[4]. In these threats, as shown in Figure 1, the intruders aim
to jam the communication between the servers and loT devices,
alter the sensitive data and hack the classification/detection
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decisions provisioned by the machine learning algorithms.
Thereby, it is critical to secure the MEC network while the
distributed edge nodes should be monitored and protected from
the most complex and advanced attacks. In this article, we first
review current defense mechanisms used to secure the
distributed edge devices, by highlighting the static and dynamic
malicious behaviors incorporated in these defense mechanisms.
Then, we propose a new hybrid learning security framework
that combines the experience and knowledge of a cyber security
expert to improve the accuracy of attacks classification
provided by machine learning. The cyber security expert feeds
the detection framework periodically with attack signatures to
improve the training process of the machine learning algorithm,
thus enhancing the attack detection provided by the learning
algorithm during the detection/classification process. The
detection framework is based on a Generative Adversarial
Network (GAN) approach with two discriminators: the Attack
Detection Discriminator (ATDD) and the Anomaly Detection
Discriminator (ANDD). These discriminators run deep learning
algorithms and cooperate between each other to increase the
attack detection rate while detecting unknown/zero-day attacks.
As shown in Figure 1, at each edge server, a hybrid learning
security engine based on the GAN approach is activated to
monitor the network against attacks. However, the hybrid
learning security engines embedded in the edge servers pose
some risks since these security engines, which handle relevant
security information, may potentially be hacked and infected by
attackers. Thereby, to overcome this security issue, we propose
a trusted security approach by incorporating a Stackelberg
game to evaluate the detection decisions provided by the hybrid
learning security engines and subsequently determine the false
decisions generated by the infected ones.
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Figure 1. Cyber-attacks targeting the edge devices.

SECURITY AT THE EDGE: STATE OF THE ART

Depending on the technique used to detect attacks targeting
the edge, we can classify the current techniques of detecting
attacks in the edge network into two classes based on the attack
behaviors.

Detecting attacks with static malicious behaviors

This detection technique relies on security rules for detecting
attacks, where each attack’s behavior exhibits certain signatures
defined by the security expert. This technique detects only the
attack that exhibits a static malicious behavior; however, the
cyber-attacks that pose new threats and change their malicious
behaviors frequently cannot be detected by this technique.

Baidya and Hewett [5] focused on securing the Software
Defined Networking (SDN) based edge computing against
network attacks. They addressed the security breaches caused
by the flow rule attack, where the attacker targets a network
switch by injecting false flow rules of routing. To mitigate the
occurrence of this network attack, they developed a lightweight
detection technique based on a set of attack signatures. The
detection technique is activated at each SDN’s edge controller
to monitor and detect the flow rule attack.

Hassan et al. [6] proposed a distributed Snort-based Intrusion
Detection System (IDS) to monitor and protect the cloud
computing network and control system from Denial of Service
(DoS) attacks. IDSs are activated at each server and collaborate
with each other in a distributed manner to detect the distributed
DoS attacks. They proposed a set of static rules related to the
number of packets sent and dropped that should be conformed
by the monitored nodes; when a node does not follow the rules,
its behavior constitutes a DoS attack.

Cai et al. [7] developed a distributed signature-based attack
detection to protect the metering infrastructure against false
data injection attacks. They modeled the behavior of the attacks
targeting the smart grid metering system with a set of
signatures. The distributed IDSs based on attack signatures are
activated at edge servers to detect the false data injection, while
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a reputation system is used to evaluate the trust level of the
smart grid collector systems.

Detecting attacks with dynamic malicious behaviors

In this kind of detection, a machine learning algorithm is used
to monitor the dynamic misbehaviors executed by the cyber-
attack with the goal to detect attacks that have never been
detected before by the signature-based detection technique,
such as the zero-day threats. In the training phase, the algorithm
aims to determine the distinguishable attack features and
patterns with the purpose to detect new misbehaviors of cyber-
attacks during the detection/classification phase.

Chen et al. [8] developed an accurate attack detection
framework based on a deep belief neural network to protect the
transportation system empowered by MEC from internal and
external attacks. The unsupervised learning algorithm aims to
determine the new attack features of threats on the MEC servers
in order to improve the detection rate. The attack models used
during the experimentation phase correspond to the network
attacks that change their misbehaviors frequently and
dynamically.

Samy et al. [9] proposed a robust defense system based on a
deep learning algorithm to protect the 10T devices from several
types of zero-day attacks. The defense system is activated at
each edge server to monitor the behavior of the distrusted loT
devices. According to their experimental results, their defense
system exhibits a low reaction time and high accuracy
detection. However, they did not propose a security strategy to
protect the defense system against the internal and external
attacks.

Subramaniam et al. [10] studied different deep learning
algorithms deployed at the edge to secure a MEC network.
According to their investigation, the automated learning attack
features used by the deep learning algorithms could improve the
detection rate significantly as compared to other machine
learning algorithms such as random forest and one-class
Support Vector Machine (SVM). However, they did not
evaluate the performance of the algorithms with real data.

Wang et al. [11] analyzed the performance of the current
IDSs based on machine learning algorithms deployed at the
Internet of Things (IoT) edge. The performance of machine
learning is evaluated in terms of three main metrics: detection
accuracy, memory storage, and complexity. The purpose of this
study is to embed the selected machine learning algorithm(s)
with the IDS at the real edge server to secure the 10T network.

Table 1 summarizes the pros and cons of the edge security
frameworks [5]-[10] based on the following security and
network metrics: detection and false positive rates,
computational overhead and memory storage. The detection
and false positive rates correspond to the detection accuracy of
security frameworks against the known and unknown attacks.
The computational overhead represents the required cost of the
security framework to achieve a high level of security, while
the memory storage metric corresponds to the number of attack
signatures and features required to detect the attacks accurately.
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Table 1. Comparison among edge security frameworks

Edge Detection False Computational Memory
security rate positive overhead storage
frameworks rate
Baidya et al. Low Low Low Medium
[5]
Hassan et al. Medium Medium Medium High
[6]
Cai et al [7] Medium Medium Medium High
Chen et al. High Medium High Low
[8]
Samy et al. High Meduim High Medium
[
Subramaniam High Medium High Medium
et al. [10]

Among the Al detection techniques that could be leveraged
in the cyber security context for achieving high detection
accuracy, i.e., high attack detection with a low false positive
rate, the hybrid learning technique [3] seems promising. This
technique combines the rules (signatures) defined by the cyber
security expert and attack models obtained from the machine
learning algorithm to increase the detection accuracy. In this
context, there is a need to better understand the human-machine
interaction in addressing the accuracy of attack detection with
consideration of the network constraints such overhead, latency
and memory storage.

Another security issue that has not been addressed in current
works of edge computing security is the trustworthiness of the
deployed security engines. In fact, a security engine that is
activated at the edge could be infected by attacks, thus resulting
in a false detection against the monitored target, i.e.,
categorizing a legitimate target as an attacker and vice versa.
Therefore, it is mandatory to evaluate the trust level of a
security engine against the detected attack.

A TRUSTED HYBRID LEARNING FRAMEWORK TO SECURE
EDGE COMPUTING

According to the meticulous investigation done on current
security systems applied in MEC and this is among the first
trusted hybrid learning framework to detect the most advanced
attacks targeting the edge network. We design a security
framework that defines engines embedded in each edge server
to protect the MEC network from attacks. The main
components of our trusted hybrid learning framework are
detailed in the following.

Hybrid learning security framework

As illustrated in Figure 2, the proposed framework is
equipped with two main security engines: feature engineering
function and GAN-based Cyber-Attack Detection Engine.
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Figure 2. Hybrid learning security framework

Feature Engineering Function (FEF): As shown in Figure 1,
this software function should be deployed in the 5G core
system. It focuses on determining the attractive feature vectors
to be utilized by the attack detection engine. Feature
determination relies on static and dynamic approaches. In a
static approach, the cyber security expert feeds the feature
engineering engine with feature vectors related to some
identified attacks. Here, the security expert analyzes the
security alerts generated by the centralized security monitoring
system, Security Operation Center (SOC), and then defines a
set of feature vectors related to the new attack pattern, i.e., zero-
day threats. In a dynamic approach, the feature vectors are
updated dynamically, i.e., without intervention of the security
expert. Here, an unsupervised machine learning technique
based on game theory is used by the FEF engine to determine
the potential future attack behaviors and then identify the new
features related to each zero-day attack. The security game is a
non-cooperative game between the FEF located at the 5G core
level and an attacker (located within the neighborhood of the
security engine). Here, the action of FEF is to monitor the
suspected targets (located within the same neighborhoods of the
security engines) and the action of an attacker is to launch an
attack against the neighborhood target. The purpose of this
security game is to determine the state (Nash Equilibrium) at
which the FEF monitors the target instigated by the attacker at
the same time. In this case, the FEF identifies the attack features
prior to the attack. Readers are referred to [12] for more details
about the dynamic determination of features by using game
theory.

GAN-based Cyber-Attack Detection Engine: This engine is
mainly based on a hybrid learning approach to detect the attacks
instigated within the MEC network as shown in Figure 1. The
hybrid approach in the context of cyber security relies on a
combination between the knowledge and expertise of the cyber
security expert and the strength of machine learning detection
and classification against attacks. As explained in the
introduction section, the positive aspect of the hybrid learning
approach is to achieve a high zero-day attack detection rate by
using a robust machine learning algorithm, while the false

:07:35 UTC from IEEE Xplore. Restrictions apply.

ublications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/MCE.2021.3099634, IEEE Consumer

Electronics Magazine

positive rate is reduced with the help of the cyber security
expert intervention. The cyber-attack detection engine is based
on the Generative Adversarial Network (GAN) approach to
monitor the feature vectors delivered by the feature engineering
function and to detect/predict attacks. Our GAN-based Cyber-
attack detection engine consists of a generator and two
discriminator systems: the attack detection discriminator
(ATDD) and the anomaly detection discriminator (ANDD).
GAN-based Cyber-attack detection engine is a closed loop
system. The generator is based on a rule-based detection
technique. The rule-based detection technique, executed at the
generator system, corresponds to a set of attack signatures
defined by the security expert, which are updated over time and
depend on the number of suspected behaviors that are identified
by the experts as possible attacks. An example of an attack
signature could be the number of packets sent and dropped that
are above certain thresholds to detect the Denial of Service
(DoS) attack, where the packets sent and dropped are the
relevant features. A set of attack signatures are stored in the
signatures database of the generator.

In this cyber security context, the generator and discriminators
cooperate between each other to increase the attack detection
rate and reduce considerably the number of false positives. This
cooperative detection is illustrated in Figure 2. The generator
sends to the discriminators a list of attacks to be detected (with
the related signatures) and then each discriminator extracts its
required information. Specifically, in the pre-processing phase,
ATDD extracts the values of features from the signatures and
associates them with their corresponding labels while ANDD
extracts only the values of features from the signatures without
associating them with their labels. Afterward, discriminators
execute the training process by using these feature values as
inputs. ATDD runs a supervised multi-class deep learning
algorithm [13] that builds the normal and attack patterns during
the training process and then classifies the new incoming data
as an attack or normal behavior during the
classification/detection process according to the patterns
determined in the training process. The normal and attack
patterns obtained during the training process correspond to
clusters of vectors related to each pattern. ANDD uses as inputs
the outputs of ATDD and runs a deep convolutional generative
adversarial network [14]. This discriminator also analyzes the
network traffic to detect anomalies. If an anomaly is detected,
ANDD first checks if it is also detected by ATDD. In the case
of this anomaly only detected by ANDD, an alert message is
sent to the security expert in order to update the attack signature
data base, i.e., adding new attack signatures. The alert message
includes attack features along with the type of attack. Note that
the cyber security expert feeds the generator periodically with
new attack signatures in order to improve the training process
and hence to increase the attack detection rate. In addition, the
security expert investigates the detection accuracy of ATDD
against zero-day attacks with the goal to decrease the false
positive rate. Note that zero-day attacks, detected by the
discriminator, correspond to the attacks that are not defined in
the signature database of the generator. We believe that the
number of interventions of the security expert in our framework
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keeps decreasing over time, since most of unknown/zero-day
attacks will be identified, and more advanced attacks will take
time to appear.

Stackelberg trust game

The hybrid learning security engines based on the GAN
approach embedded in MEC servers cooperate with each other
by exchanging their detection decisions (i.e., attacks with the
related signatures and features ) in order to detect accurately the
new category of attacks, i.e., zero-day attacks. However, a
hybrid learning security engine could be infected by the attacks
and the infected security engine could convey false detection
decisions to its neighboring engines; therefore, the accuracy
detection of zero-day attacks is impacted, i.e., the increase and
decrease of the false positive and detection rates, respectively.
Thereby, to overcome this security issue, each hybrid learning
security engine should monitor the trustworthiness of the
detection decisions provided by its neighboring security
engines with whom it collaborates. The interaction between
security engines is modeled as a Stackelberg security game,
where the hybrid learning security engine is the leader player
and its neighboring security engines are the follower players. In
the security game, we assume that almost all follower players
are selfish and aim to impact the attack detection of the leader
player by providing false detection decisions. In this non-
cooperative game, the leader player aims to maximize its utility
with consideration of the best strategies undertaken by the
follower players and vice-versa. In the Stackelberg game, the
expected utility functions of the non-cooperative players
depend mainly on the number of malicious hybrid-learning
security engines that the leader player detects and the number
of false detections that the leader player generates against the
malicious follower players.

In the proposed Stackelberg security game, the leader player
launches its optimal strategy for detecting the malicious hybrid
learning security engine, by considering the best response of the
follower’s strategy. Furthermore, the malicious security engine
executes its optimal strategy for providing a false detection
decision, by considering the best response of the leader’s
strategy. Note that the best responses of the players’ strategies
are the total number of malicious hybrid-learning security
engines that are detected accurately by the leader player and
false detection decisions provided by the follower player
without being detected by the security engines. Therefore, the
optimal strategies of the non-cooperative players are
determined by estimating the optimal state of the players
defined as a Stackelberg Equilibrium (SE), which corresponds
to the state when the follower and leader players respectively
attack and monitor (by executing the hybrid learning security
framework) the same target, i.e., the MEC server where the
hybrid learning security engine is activated. We conclude that
when SE is reached, the follower player executes a malicious
behavior against the leader player by providing a false detection
decision. In this case, the leader player categorizes the follower
player as an attacker that injects a false detection during the
decision-making process.
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PERFORMANCE EVALUATION

Experimental setup and security metric

We use the dataset [15] to conduct the performance
evaluation of the proposed trusted hybrid learning framework.
This dataset has one type of normal traffic and 9 types of attack
traffics. 175,341 and 82,332 are respectively the numbers of
records in the training and testing/detection phases, where 49
features are defined. In our experiments, the deep learning
algorithm of the employed GAN is composed of 5 hidden layers
with 20 neurons in each hidden layer; the learning rate is equal
to 0.2 and the number of iterations is equal to 150. In our
training and detection phases, we use 4 types of attacks, namely,
fuzzing, DoS, reconnaissance and Worms. Note that, in the
testing/detection phase, the behaviors of these 4 types of attacks
are not the same as those used during the training process. In
our experiment, these 4 types of attacks in addition to the
attacks that generate false detection decisions (executed by
malicious hybrid learning security engines) correspond to the
attack model that is used by the cyber attackers for executing
distributed botnets and distributed DoS against the 10T edge
network. In the security analysis, the security defense metric is
computed to evaluate the number of cyber-attacks that are
detected by the trusted hybrid learning framework and the
number of false detections generated by the framework. The
security defense rate is computed as the attack detection rate
minus the false positive rate. To ensure the feasibility of the
proposed security learning framework, the attack detection rate
should be above 50%. The attack detection rate corresponds to
the ratio of the sum of the number of new attacks that the deep
learning algorithm has detected and the number of known
attacks that the rule-based detection has detected to the total
number of attacks launched against the edge network. The false
positive rate depends on the number of false detection that the
hybrid learning security framework generates, specifically
against the zero-day threats.

Experimental results

As shown in Figure 3, we analyze the detection and false
positive rates of the proposed hybrid learning framework with
respect to whether the Stackelberg trust game is activated or
not. Here, we vary the number of hybrid-learning security
engines that are activated at each edge server from 3 to 8, while
approximately 1/3 of these distributed security engines are
malicious, infected by the attackers. From Figure 3(a), it is
apparent that the hybrid learning framework exhibits a high
detection rate when the network attacks attempt to target the
edge severs and in the worst case (i.e., approximately 1/3 of the
eight edge servers are infected by the attackers) the detection
rate is almost equal to 96%. However, from Figure 3(b), the
false positive rate of the trusted hybrid learning framework is
low as compared to the security framework that does not
activate the Stackelberg trust game. This is attributed to the
distributed security game that aims to analyze the decisions
provided by the hybrid learning security engines and hence to
identify the security engines that provide fake decisions in order
to deceive the judgment of the cooperative trusted hybrid
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learning security engines, i.e., detecting the normal node as an
attacker and vice versa.
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Figure 3. Performance of the Stackelberg trust game: (a) detection rate, (b)
false positive rate, and (c)ROC curve.

As shown in Figure 4, we compare the performance of our
trusted hybrid learning framework with current security
framework [8] when applied to MEC networks. As explained
earlier, the IDSs in [8] run the deep belief neural network
algorithm to monitor and protect MEC from attacks. In this
analysis, we assume that our hybrid learning framework and the
security framework [8] are not infected. In the experimental
study, we vary the amount of malicious traffic instigated by the
attackers from 15% to 40% of the total traffic. As illustrated in
Figure 4, the security defense rate of the proposed hybrid
learning framework is high as compared to the current IDSs
based on the Al algorithm. This result is attributed to two main
reasons. First, the hybrid learning approach leverages the rule-
based detection (defined by the security expert) to feed the
learning algorithm with new and relevant training data, hence
improving the attack detection rate. To reduce the false positive
rate, specifically against zero-day threats, the cyber security
expert interacts with the decisions of machine learning with the
goal to correct the false detection and hence reduce over time
the number of false positives that the algorithm generates.
Second, the Stackelberg trust game reduces further the false
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detection rate generated by the hybrid learning framework. The
security approach based on Stackelberg games is used to
analyze the decisions against the detected attacks provided by
the machine learning and rule-based detection techniques.
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Figure 4. Security defense rate of the security frameworks

Security of trusted hybrid learning framework

The main purpose of our hybrid learning framework is to
protect the MEC network from attacks that target the edge
devices, such as 10T devices and edge servers. Among the
network attacks that our framework can prevent, we consider,
as examples, the distributed DoS and distributed botnet attacks
that aim, for instance, to drop the relevant data and send a huge
amount of unwanted data in order to degrade the edge quality
of service. Furthermore, a security game based on the
Stackelberg approach is proposed to prevent the malicious
hybrid learning security engine on generating false detection
decisions within its neighborhood. The main security objectives
of our framework are to ensure data integrity and to mitigate
external and internal attacks.

CONCLUSION

In this article, we have proposed a new hybrid learning
framework to secure the edge computing network from the most
advanced attacks, i.e.,, zero-day threats. The feature
determination and attack detection leverage merits of Al
techniques (e.g., rule-based on feature extraction and attack
detection, and the machine learning algorithms in
distinguishing features and detecting attacks). However,
security engines based on machine learning algorithms could be
hacked by attackers, e.g., Al-attacks, which aim to alter the
training vectors of the algorithms and hence lead the security
engines to yield false attack detections, thus increasing the false
detection rate. Therefore, to overcome this issue, we have
proposed, developed and demonstrated a trusted security game
approach to examine the detection decision provided by
distributed security engines.
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