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Abstract

Hybrid organic-inorganic perovskites (HOIPs) are the trending materials when discussing
solar cells. Their power conversion efficiency went from 3.8% to 25.5% in twelve years,
making them extremely promising, especially when combined with silicon in a tandem
configuration. This improvement has been achieved by finding the best candidates for
charge extraction and by interface engineering, compositional engineering and surface
passivation. However, the surface of the HOIPs is still not well understood, and the
role of grains boundaries for example is still highly debated. Determining the intrinsic
surface properties of HOIPs is therefore crucial to find the best passivation strategies or
fabrication designs to limit the surface and interfacial losses, and further improve solar
cell efficiencies. Currently, solution-based processes are the most used techniques for
fabrication, even though their upscalability towards commercialization is highly unlikely,
and the use of solvents, sometimes toxic, considerably alters the perovskite surface, which
makes the interpretation of their characterization challenging and sometimes misleading.

The aim of this thesis is to clarify the intrinsic surface properties of HOIPs, and mainly
CH3NH3Pbl3 (or MAPbDI3), by using surface-sensitive techniques such as scanning tun-
neling microscopy and spectroscopy (STM and STS) and Kelvin probe force microscopy
(KPFM). To that end, HOIP thin films are mainly fabricated by thermal co-evaporation
to achieve pristine surfaces, and inert-gas transfer is used to avoid contamination before
their characterization.

The lateral variations of the local density of states of MAPbI3 and mixed halide HOIPs
are investigated. The grain-to-grain and facet variations are linked to different density of
surface states that pin the Fermi level at the surface, and different workfunctions (WF),
which are both attributed for MAPDI3 to different surface terminations, and for the mixed
HOIPs to an additional degradation of the perovskites.

The effect of varying the methylammonium iodide (MAI) content, via the partial pres-
sure, in co-evaporated MAPDI;3 is studied and the excess of MAI proves to be detrimental,
as it introduces low-dimensional perovskites and stacked perovskite sheets that consider-
ably reduce its intrinsic stability. Therefore near-stoichiometric conditions are preferred
and yield films more stable to light and heat and without photostriction.

Nevertheless this intrinsic stability is still not optimal, and the continuous variations
of the WF measured by KPFM upon prolonged illumination is investigated. Combined
with X-ray photoelectron spectroscopy (XPS), the photo-induced degradation of MAPbDI3,
and evaporation of I, are revealed as the causes of these variations. Besides, by combining
KPFM and photoluminescence (PL) techniques for different thicknesses and substrates,
energy band diagrams can be drawn and unveil a bending of the bands in the bulk.

Lastly, the surface sensitivity of HOIPs is investigated when they are intentionally put
in contact with extrinsic factors such as oxygen and solvents, and the surface properties
are shown to be considerably altered. In addition, passivation strategies are used to
demonstrate how surfaces can be improved.






Introduction

The latest Intergovernmental Panel on Climate Change (IPCC) report was published in
August 2021 [1]. It showed that since 1850-1900, the emission of greenhouse gases from
human activities has led to a warming of approximately 1.1°C. Additionally, it estimates
this temperature to reach 1.5°C in the next 20 years, and warns that if no immediate and
rapid action is undertaken to cut down green houses gases at a global scale, there will be
no way to limit the warming below 2°C. This will result in more intense rainfall, flooding
and droughts as well as melting of glaciers, ice sheets, loss of seasonal snow cover and re-
duced oxygen levels [1]. This drastic and imminent reduction of greenhouse gases, such as
COa,, can already be performed through energy transition. More than 80% of the energy
produced in the world comes from fossil fuels, such as burning coal, oil and gas, which
release billions of tonnes of carbon dioxide and are the biggest driver of climate change
[2]. Using renewable energies such as wind and solar would help in getting closer to the
required 40% emission cuts needed to reach climate goals [3]. In 2020, only 3.7% of the
total energy consumed was generated by solar or photovoltaic (PV) energy [4], which was
around 845 TWh coming from a solar energy capacity of 707.5 GW (+34% between 2010
and 2020 [5]). PV is one of the fastest-growing renewable energy technologies and the cost
of manufacturing solar panels has drastically decreased in the last 10 years, which often
makes solar energy the cheapest energy in the market [6]. The solar PV power generation
is estimated to increase radically and reach around 3270 TWh in 2030 [7].

In 2020, silicon technology accounted for 95% of the total solar energy production
[5], with the remaining 5% coming from thin-film technologies such as cadmium telluride
(CdTe) and copper indium gallium di-selenide (CIGSe). Solar panels and cells made of
silicon have a record efficiency of 26.7% [8] but are compact and therefore hard to in-
tegrate into flexible electronic devices or for building integrated photovoltaics (BIPV)
applications. On the other hand, CdTe and CIGS can be made in a flexible configura-
tion but the highest solar cells efficiencies are 22.1% and 23.4% respectively [8]. More
recently, a new material, perovskite, has been intensively studied in the PV community.
Its physical and lightweight properties, flexibility, ease of fabrication at low cost and its
conversion efficiency make it a promising candidate for the PV industry. The efficiency
obtained from hybrid halide perovskite solar cells fabricated in laboratories has increased
from 3.81% in 2009 [9] to 25.5% in 2021 [8], making it the fastest improvement in efficiency
from all PV technologies. Combined with silicon, perovskite is one of the materials of
choice for the fabrication of tandem solar cells (two stacked solar cells), which yield even
higher efficiencies (29.5% [8]). Since then, many start-up companies have been created
for the manufacture and commercilization of perovskite or tandem solar panels, such as
OxfordPV, CubicPV, Saule Technologies, Evolar, Microquanta Semiconductor, Swift So-
lar... Companies and research groups all over the world are still trying to understand the
properties of this material system (perovskite) and how to further improve its efficiency.

9
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The surge in the performances of solar devices made from perovskites has several
origins. For a long time, the studies were mainly based on one type of composition,
CH3NH;3Pbl3, also called MAPbI3 or MAPI. This configuration is hybrid as it consists in
organic and inorganic elements. The fist improvement came from optimizing the fabrica-
tion processes and the layers surrounding this material and which are part of the solar cell
[10, 11]. However stability issues have quickly been encountered [12] and therefore new
material compositions were found, by multiplying the number of cations and anions in the
structure, which both improved the stability and the efficiency [13]. Another important
route to improve the two latter criteria is the control of the surfaces and interfaces of the
layers used in the solar cell. The surface is the termination of a film and therefore implies
the introduction of structural variations, such as dislocations, defects or grain boundaries
in the case of thin-film poly-crystalline perovskites. Therefore investigating the surface
properties is crucial in order to find ways to optimize them such that they produce min-
imum efficiency losses. Research works have been mainly focused on the improvement
of the solar cell efficiency, and much less on the surface properties of the perovskite it-
self. Atomic resolution has been achieved using scanning tunneling microscopy (STM) on
single-crystals to reveal different phases at different surface terminations [14], or to inves-
tigate the surface stability of perovskite when substituting elements [15, 16]. Similarly,
scanning tunneling spectroscopy (STS) was used on perovskite thin films and demon-
strated passivation effects and photo-induced transfer of charge [17]. Grain boundaries
were also analyzed by a few groups, and most of the time showed, using Kelvin probe
force microscopy (KPFM), electronic variations compared to the grains, which were linked
to either the improvement or deterioration of the solar cell efficiencies, which still make
them highly debated [18, 19, 20, 21].

It is therefore extremely important to understand whether grain boundaries, and to a
greater extent the surface of perovskites, are detrimental or beneficial in perovskite solar
cells. Besides, energetic variations from grain to grain are an important information to
retrieve in order to quantify the homogeneity of the surface and find routes for optimiza-
tion, such as passivation strategies [22]. However most, if not all, of the literature related
to the investigation of the perovskite surfaces consist in either perovskites fabricated using
solution-based processes, or the measurements of their surface properties after contami-
nation or in an ambient environment. The use of solvents in these fabrication methods,
and the oxygen and water contained in an ambient environment both alter the intrinsic
surface properties of perovskites. Therefore there is a clear need to understand the pris-
tine surface properties of perovskites. Only then should extrinsic factors be used to study
how perovskite films interact with them. That way, design rules and strategies could be
found in order to yield higher solar device efficiencies in a systematic and rigorous way.

This introduces the SUNSPOT (Surface and interface science on photovoltaic materi-
als) project and the idea behind this PhD thesis. The latter has two goals, with the first
one being the synthesis of MAPbI3 perovskite thin films for solar cells using a technique
that does not alter their surface: physical vapor deposition (PVD). The second goal of
this thesis is to investigate the intrinsic surface of these perovskites, which requires to
avoid contamination from extrinsic factors such as oxygen and exposure. To that end,
nitrogen-filled gloveboxes, inert-gas transfer suitcases and a scanning probe microscope
(SPM) in an ultra-high-vacuum (UHV) environment will be used. The SPM will enable
the use of STM/STS in conjunction with KPFM to acquire a full picture of the surface
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energetics of hybrid halide perovskites. In the following, the structure and content of the
thesis will be presented.

The thesis will start with an introduction of perovskites and more specifically hybrid
organic-inorganic perovskites that are used in solar cells. The semiconductor basics will be
given and the properties of MAPDbI;3, which has been synthesized and investigated during
this thesis, will be discussed, as well as the stability and degradation issues and the losses
occurring when it is used in a solar cell. This first chapter will end with a detailed review
of the surface properties of MAPbI3 films.

Chapter 2 will then introduce the main characterization techniques used, namely STM,
STS and KPFM. Their working principles, the SPM machine and the important parame-
ters will be thoroughly described, followed by a review of the SPM literature on perovskite
solar cells.

Chapter 3 will present the technique used to grow the samples, physical vapor depo-
sition, and how it differs when evaporating MAPbI3. The physics behind PVD and the
machine will be detailed as well as the characterization method that was used to deter-
mine the quality of the films made: photoluminescence (PL). A brief working principle of
PL will be given followed by the ways to determine the PL quantum yield (PLQY), the
effective lifetime and doping densities of MAPbDI;3 films using calibrated and correlative
PL and time-resolved PL (TRPL).

Chapter 4 will investigate the surface properties of solution-based MAPDbI3 using STM
and STS. More precisely, electronic variations at the surface, between grains and within
single grains, will be demonstrated at the nanometer scale, and computations will be
used to quantify the density of surface states. This chapter will discuss how these ob-
served variations translate into different densities of surface states but also different local
surface dipoles related to the workfunction. The origin of these surface variations will
be suggested. Chapter 4 will end with the investigation of solution-based mixed halide
perovskites by comparing them to solution-based MAPDI;.

Chapter 5 will dive into the co-evaporation of MAPbI3 and how the change of the
MALI partial pressure affects their properties. KPFM in conjunction with X-ray diffraction
(XRD), scanning electron microscopy (SEM), PL and TRPL will be used to understand
how a change in composition can drastically alter the surface as well as the structural
and optoelectronic properties of MAPbI3. More precisely, the excess of MAI inside the
MAPDI;3 crystal structure will be shown to introduce low-dimensional perovskites and
stacking faults, that are guilty of decreasing the solar cell performances, by reducing the
intrinsic stability of MAPDbI; against heat and light.

Chapter 6 will look in details into the observed fast and slow transients in the work-
function (WF) signal of MAPbI3 when measuring them in KPFM upon prolonged light
exposure. Combined with X-ray photoelectron spectroscopy (XPS), the KPFM measure-
ments will demonstrate that photo-induced degradation occurs, which contaminates the
SPM environment. The second part of the chapter will use KPFM, surface photovoltage
(SPV) measurements, calibrated PL and TRPL to draw energy band diagrams of MAPDbI;
for different substrates and show how the energy bands in a semiconductor differ from
flat band conditions.

Chapter 7 will present the sensibility of the MAPDbI;3 surface when exposed to extrinsic
factors such as oxygen exposure or solvents, before comparing them with mixed halide
perovskites, that proved to yield much higher efficiencies. Despite their much greater per-
formances, their surfaces will prove to be imperfect, and the use of passivation strategies
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will be carried out to show their effects on the surface of mixed halide perovskites, and
how they annihilate their imperfections.

The thesis will end with a summary of the main results and will offer outlooks as well
as a large appendix, in which supporting information are given as well as detailed studies
that are outside of the scope of this thesis but interesting for any reader working in a
perovskite field.



Chapter 1

Fundamentals and review

In the following review chapter, an introduction to perovskites, the basics of semiconduc-
tors, the use of perovskites in solar cells and the surface of perovskites will be given.

To that end, the chapter is split into three parts, with the first section 1.1 introducing
the concept of perovskites, and more precisely the structure and properties of hybrid
organic-inorganic perovskites used for solar cells.

The second section 1.2 first explains the basics of semiconductors, important to under-
stand the concept of a solar cell. The second part of this section discusses hybrid halide
perovskite solar cells and introduces the prototypical thin film CH3NH3Pbls (MAPbDI;),
which will be studied throughout this thesis. Its structure, properties and the related
efficiency losses and stability issues of the solar cells made of this material will be briefly
presented.

The last section 1.3 focuses on the surface properties of MAPDI3, as its surface char-
acterization is the main topic of this thesis.

1.1 General aspects of hybrid perovskites

1.1.1 Perovskite structure

In 1839, Gustav Rose, a German mineralogist discovered a new mineral consisting of
calcium titanium oxide, CaTiOj3 [23], which he named perovskite in honor of the Russian
mineralogist Lev Perovski. The first description of its crystal structure came then in
1926 by Victor Goldschmidt [24] and later on the term perovskite was used to classify all
compounds having the same type of crystal structure as CaTiOs. The latter structure
consists in corner-sharing TiOg octahedra in three dimensions and Ca in the cuboctahedral
cavity in each unit cell (Figure 1.1) [25].

Since the discovery of CaTiO3, many more compounds with the same crystal structure
were found, such as CaRbF3 and SrTiOs. For simplification, the denotation ABX3 was
used to identify the perovskite structure, with A and B two cations and X the anion bond-
ing the two latter cations. Even if originally the X anion used was an oxide, leading to a
multitude of insulating materials, several perovskite were found to form without oxygen,
such as fluoride perovskites (ABF3), metallic perovskites (ABMj), halide perovskites...
More recently, machine-learning has been used to discover and screen feasible perovskite
compounds, which produced hundreds or thousands of possibilities [26, 27, 28]. The sto-
ichiometry of ABX3 compounds is linked to the charge neutrality formula as represented
in equation (1.1):

13



14 Chapter 1. Fundamentals and review

Figure 1.1: CaTiO; cubic structure, generated using CrystalDiffract®: a powder diffrac-
tion program for Mac and Windows. CrystalMaker Software Ltd, Oxford, England
(www.crystalmaker.com).

A +qd®+3¢5 =0 (1.1)

q represents the charge, and A, B and X are representative of the elements of the ABX3
material. From this equation, the possibility of forming a variety of materials with the
same chemical structure can be imagined. In the case of metal oxide perovskite (ABO3),
combining elements with oxidation states of I, II, III, IV and V can be possible as follows:
I-V-Og, II-IV-O3 and III-I11-O3, because 3¢° = —6 for ¢ = —2. Besides the abundance
of elements that one can use to form a perovskite compound, the crystal structure can
also vary. The cubic structure is rarely encountered and the orthorhombic and tetragonal
phases are more common [25]. Several external effects can in addition tune the phase
of the perovskites, such as temperature, pressure, magnetic or electric fields, which are
attributed to the tilting and rotation of the BX3 polyhedra in the lattice [29]. Since the
discovery of the perovskite structure, researchers have been looking into ways of forming
it using different combinations of elements, which has led to the discovery of materials
for a wide range of applications: supercondutivity [30], magnetoresistance [31], dielectrics
[32], microelectronics [33], telecommunications [34], light-emitting diodes [35], solar cells
[36]...

1.1.2 Halide perovskites

When the X element of the ABX3 structure is chosen to be an halide element (halogen
with a negative charge) from the group 17 of the periodic table, then the charge balancing
equation becomes ¢4 + ¢® = —3¢¥ = 3 and the requirements to fulfill the latter limit
elements to the ones with oxidation states of I and II. For most halide perovskites (HPs),
the B cations being divalent and the A ones being larger monovalent cations, this trans-
lates into the following ternary compound I-I1I-X3, which can give for example CsSnlz or
CsPbl;, as Cs is the most common monovalent alkali metal [37]. The most commonly
used halides for perovskite compounds are F~, CI7, Br~ and I7. Considering solely inor-
ganic element, one fluoride perovskite, KMgF; exists in nature and has a cubic structure
(Pm3m) [38] but when using heavier halides, the crystal structure of these fully inorganic
HPs change due to a disordered lattice.
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Several other subgroups of halide perovskites exist such as the ones with an “A-site
vacant BX3” crystal structure, the ordered perovskites or “double perovskites” and the
vacancy-ordered perovskites [37]. They can exhibit different crystal structures, which
can also vary along the applied temperature. The three-dimension (3D) structure of the
perovskite itself can also be altered. The A site in the ABXj3 structure is in that matter
extremely important, as its size relates to the stability of the perovskite. If it is either
too small or too large, the framework of the HP collapses and so does the stability of
the crystal structure. The Goldschmidt tolerance factor is in that way an indication of
the stability of the perovskite structure with respect to the A cation size [39, 40], which
will be discussed further in this thesis. When an ABXj3 perovskite cannot form into a
stable structure, it deviates towards either a one-dimension (1D) or two-dimension (2D)
edge-sharing crystal lattice or 1D face-sharing crystal lattice. However, as mentioned
before, annealing at temperatures around 200-300 °C can lead to the transition of stable
perovskites. In that case, the term “post-perovskites” is used as the structure crystallizes
into a 3D lattice after thermal treatment (this is the case of CsPbly and FAPbI; which
will be introduced after) [41]. Zero-dimension (0D) perovskite can also exist as well as
layered halide perovskites (“Ruddlesden-Popper perovskites”) where 2D layers of halide
octahedra are separated by a layer of A atoms. However perovskites have seen a surge
in popularity due to one sub-group of the halide perovskites, namely the hybrid organic-
inorganic metal halide perovskites (HOIPs).

1.1.3 Hybrid organic-inorganic halide perovskites

In the HOIPs or hybrid perovskites, the A site of the ABXj structure is occupied by
an organic cation, which is coming most of the time from the alkyl ammonium group.
The choice of the latter is strongly linked to the aforementioned Goldschmidt tolerance
factor [40] and additionally the octahedral factor [39]. The latter introduces the concept
of stability of the BXg octahedron, where for instance small cations coordinating with
larger anions would prefer tetrahedral coordination. The Goldschmidt tolerance factor ¢
enables the prediction of the stability of a perovskite, based only on the chemical formula
and the ionic radii, r; of each ion of the ABXj3 structure, following the equation (1.2).

P rA+Tx (1.2)

\/§ (T’ B+ X)

This equation has direct consequences on the organic molecules that can be used to
form HOIPs. It explicitly limits the organic cations to small pseudo spherical cations
such as methylammonium (MA) and formamidinium (FA) and simultaneously induces
restriction on the B cation to Pb?T and Sn?* [42]. As an example, the APbl; structure
was taken and the Goldschmidt tolerance factor was calculated by varying the A site from
Na to guanidinium (GA) (Figure 1.2). The ionic radius given by Shannon et al. [43] and
Kieslich et al. [44] were used for the calculations. From these empirical calculations of
lattice distortion and crystal structure stability, the tolerance factor for stable and fully-
formed perovskites, also called black-phase perovskites, is found to lie between 0.8 and
1.08. Therefore only Cesium (Cs), MA and FA can be used and are known to be within the
established perovskites. Additionally, the APbl; structure at the edge of the tolerance
factor exhibit a slightly distorted lattice and can be distinguished by a non-perovskite
yellow-phase at room temperature [45], but can also be referred to “post-perovskites” as
they transition to a black-phase perovskite upon annealing (CsPbls and FAPbI;).
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Figure 1.2: Tolerance factor of the APbl3 perovskite structure. Sodium (Na), Potassium
(K), Rubidium (Rb) have a too small ionic radius to form a stable perovskite. Imidazolium
(IA), etyhlamine (EA) and guanidinium (GA) gave on the other hand a too large ionic
radius. Cesium (Cs), Methylammonium (MA) or Formamidinium (FA) can be used to
achieve a stable perovskite.

However, the Goldschmidt tolerance factor has its limits and recently Bartel et al.
have showed that it can correctly distinguish between perovskite and nonperovskite for
only 74% of materials, and with an even worse precision for halides (51% for chlorides,
56% for bromides and 33% for iodides) [40].

For the last decade, HOIPs have been the center of attention in one specific commu-
nity, the photovoltaics one. Most HOIPs are insulating but hybrid perovskites having
tin(IT) iodide or lead(IT) iodide framework are electrically conductive. Mitzi et al. have
been pionneers in studying the properties and use of the HOIPs. In 1995, they revealed
with Hall measurements a Hall mobility at room temperature of 50 cm?/V-s for a MASnI;
perovskite [46]. The first report of the use of a halide perovskite to fabricate a potential
solar cell appeared in 1980, with the KPbls structure [47], which presented an optical ab-
sorption range attributed to the direct energy bandgaps between 1.4 and 2.2 eV. HOIPs
have been therefore largely studied for a variety of applications. Density functional theory
(DFT) calculations predicted that they could have a narrow bandgap and good charge
carrier mobility, giving them a chance to compete in the sectors of light-emitting diodes
(LED) or thin film transistors [48], which were initially the domains in which they were
most studied. It was only in the spring of 2009 that organometal halide perovskites re-
appeared in the solar cell literature with Kojima et al. [9], who fabricated the first HOIP
solar cells using mesoporous TiOy photoanodes as the substrate of the device.

The combination of HOIPs’ ideal properties such as their bandgap range, optimum
for the absorber layer in a solar cell, high carrier mobility, long diffusion length and
low non-radiative recombination rates made them the center of attention in the solar
cell community and led to one of the highest photovoltaic conversion efficiencies of thin-
film technologies. The next section will therefore discuss the structure and the working
principle of a solar cell, before exploring the main differences for perovskite solar cells.
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1.2 Perovskite solar cells

This section will discuss the specific and basic working principle of a perovskite solar
cell, without going into the details of the working principle of the commonly-used solar
cell, made of a p-n junction. However, the reader is directed to section A.1 of appendix
Chapter 1 for a comprehensive discussion about the physics of a solar cell made from a
p-n junction. In addition, a textbook such as [49] is an appropriate reading material for
that matter. The last part of this section will further introduce the concept of defects
and stability issues in perovskites and will present the most used HOIP throughout this
thesis: the methylammonium lead iodide perovskite MAPDI;.

1.2.1 Semiconductor basics

Unless explicitly stated otherwise, the following explanations have been based from text-
books such as [49] and [50].

The solar panels that are often seen on top of buildings, houses or in fields are a combi-
nation of electronic components and a multitude of solar cells. The solar cell is the core
of the solar panel as it is the part that converts the incoming light from the sun into the
electricity that will be delivered from the solar panel. In order to convert photons to elec-
trons and holes, called charge carriers, and that generate the electrical power, the solar
cell requires a wide range of materials for different functions such as absorbing photons
efficiently, generating and transporting the charge carriers and collecting these charges at
external contacts. Semiconducting materials, or semiconductors, are the materials that
correspond best to the needs of a solar cell. Semiconductors lie between metals and insu-
lators and the transport of charge carrier (conduction) can occur upon excitation above
a certain energy due to their band structure (Figure 1.3a). A semiconductor exhibits a
forbidden energetic zone, called the bandgap, where no electronic states can exist. The
energy range below the gap is called the valence band (VB) and at zero Kelvin, it is en-
tirely occupied by electrons. On the other hand, the energy range above the gap is called
the conduction band (CB) and is unoccupied. The highest energy of the valence band,
Ey, is called the valence band maximum (VBM) and the lowest energy of the conduction
band, E¢, is called the conduction band minimum (CBM).

Upon excitation, which could be for example temperature-, light- or voltage-driven, an
electron can get excited from the VB to the CB and the resulting unoccupied state in the
VB is then called a hole and ultimately contributes to the transport of charges together
with the excited electron. Figure 1.3b depicts an excitation caused by an incoming photon
with an energy hw. If this energy is larger than the bandgap energy, then an electron
from the VB is excited into the CB at a certain energy state, leaving a hole in the VB at
another energy state. Then the electron relaxes towards the CBM, losing an energy ¢; to
the system, in a process called thermalization. The similar thermalization process occurs
for holes when they are excited in a lower energy state than the valence band maximum,
except that they relax towards higher energy states.

The density of electrons dn, with an energy E. distributed over an energy range dFE,
can be calculated within a certain cavity volume, by taking into account the density of
states in the CB D, (E.) and the way the electrons are distributed along these states,
defined by the Fermi-Dirac distribution function f,(E.) by the following equation 1.3:

dne<Ee) - De<Ee) fe(Ee> dE. (13)
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Figure 1.3: (a) Energy band diagram of a semiconductor with Ey the energy of the
valence band maximum, E¢ the energy of the conduction band minimum, E, the bandgap
energy. (b) Excitation of an electron from the valence band to the conduction band by
the absorption of a photon with an energy hw and the following loss of an energy by
thermalization ¢;.

where f, (E.) can be calculated by using equation (1.4):

1
exp(—Eel;TEF) +1

fe(Ee) =

(1.4)

Er is denoted as the Fermi energy level and is characteristic of the top boundary of
the collection of electron energy states at absolute zero Kelvin, suggesting that at this
temperature no electron should exist above this Fermi level. For the states E. extremely
lower than Fr, the distribution of electrons over these states approaches 1 as depicted
by Figure 1.4a. Contrarily, for E, much higher than Ep the distribution approaches 0.
The density of states (DOS) D, (E.) is defined as the proportion of states occupied by the
system at each energy. The density of states in the CB as a function of the number of
electron states dN, per volume V per energy interval dE, at the energy F, for a three-
dimensional crystal can be described by the equation (1.5).

1 dN., om?
D.(E,) = = 4 ( Te

3/2
= oo = - ) (B, — E)'? (1.5)

m; is the effective mass of the electrons and h the Planck constant. An example of a
DOS representation is given in Figure 1.4b using the semiconductor germanium. Using
the previous equations, it becomes possible to access the density of free electrons n, in
the CB by integrating equation (1.3) over the CB energy range, that is:

[e.e]

Ne = D.(E.)f.(E.)dE, (1.6)
Ec
In the case of a semiconductor where the Fermi energy level lies between the CBM and
the VBM, also called non-degenerate semiconductor, at thermal equilibrium, the Fermi-
Dirac integral can be approximated via Boltzmann statistics to an exponential function
and therefore the electron concentration, denoted ng becomes:

Ec—E 2emi kT
no = Ne exp (—%) with Ny = 2 (%) (1.7)
B
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Figure 1.4: (a) Fermi distribution function and (b) density of states for electrons in the
conduction and valence bands of the semiconductor germanium. Adapted with permission
from [49]. Copyright John Wiley and Sons 2005.

N¢ is the effective density of states of the conduction band. Similarly, the concentra-
tion of holes in the valence band p, is given by:

Ep—Ey\ 2rmi kT >/
Po = NV exp (_k‘B—T) with NC =2 (T) (18)

Ny is the effective density of states of the valence band and mj the effective mass of
the holes. The product of the electron and hole concentrations is independent of the Fermi
energy but depends solely on the effective densities of states of both type of carriers. In
a pure semiconductor, also referred to as intrinsic, electrons and holes densities are equal
to the intrinsic concentration n; and:

—-F
nopPo = nZQ = NCNV exp (ksz> (19)

As previously stated, £, is the bandgap energy and is also equal to E¢-Ey. From
the previous equations, the position of the Fermi energy can be deduced, and is situated
close to the middle of the bandgap energy but not exactly, due to the differences in
effective masses of the electrons and holes. Therefore Er can be expressed for an intrinsic
semiconductor following equation (1.10):

EFZ %(EV—FEc)—F%ID%—Z (1.10)

Since intrinsic semiconductors have relatively low conductivity and low concentrations

of charge carriers, introduction of impurity atoms within the semiconductor can be used
to modulate its electrical, optical and structural properties such as conductivity, charge
mobility... This phenomenon is called extrinsic doping and can be performed using both
atoms with an excess of valence electrons (donors) or with a deficiency of valence electrons
(acceptors) with respect to the semiconductor doped. As an example, for the silicon (Si)
semiconductor, atoms of phosphorus (P) can be used as donors and atoms of boron (B)
can be used as acceptors. This ultimately leads to a semiconductor doped with a higher
concentration of electrons compared to holes (referred to as an n-type semiconductor)
or reciprocally, a semiconductor doped with a higher concentration of holes compares to
electrons (p-type semiconductor). It stems out that in an n-type semiconductor, the elec-
trons are called majority charge carriers, and the holes minority charge carriers, whereas
in a p-type semiconductor, the opposite is true. As doping leads to the occurrence of a
majority carrier concentration within a semiconductor (either of electrons or holes), the
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Fermi energy level varies depending on the type of doping (donor or acceptor), the con-
centration (in cm™3), the impurity energy level and the lattice temperature. In order to
have a doped semiconductor, the introduced impurities need to be ionized, or electrically
active. Most of the time the ionization energy is such that at room temperature almost all

impurities (donors and acceptors) are already ionized. np and ny are the concentrations
2
of donors and accepors respectively. In an n-type semiconductor, ny ~ np and py = =&

ng
~ :; and in a p-type semiconductor py =~ n4 and ny = ;% R :: Therefore the Fermi
energy can be defined the following way:
EF = EC — k’T ln &
]”VD (1.11)
Ep=FEy +kTIn =~
na

It results that for an n-type semiconductor, the Fermi energy level is closer the CBM
and for a p-type semiconductor, the Fermi energy level gets closer to the VBM. Doping
of semiconductors is the starting point of the working principle in electronic and opto-
electronic devices, such as a solar cell.

1.2.2 The n-i-p case of perovskite solar cells

The first perovskite solar cell was differently structured compared to the classic p-n junc-
tion of solar cells (see section A.1 of appendix Chapter 1). In 2009, Myasaka and co-
workers used the organometal halide MAPbI; (MAPI) perovskite as a visible-light sensi-
tizer in a photovoltaic, more precisely photoelectrochemical, solar cell [9]. In their work,
they used their know-how of dye-sensitized solar cells (DSSC) and used MAPI to sensitize
a mesoporous layer of TiO,, which enabled efficient absorption of light by the perovskite
nanoscrystals and excitations of electrons in the conduction band of the TiO, layer. The
working principle and role of the transport layers are depicted in Figure 1.5 with a simpli-
fied version where the recombination mechanisms have been omitted on purpose as they
will be discussed later in this chapter. After illumination and generation of charge carri-
ers, the charge collection is made possible due to the low band offsets or energy differences
created between an electron transport layer (ETL) at the cathode and a hole transport
layer (HTL) at the anode, acting sort of like the n- and p-side of a generic p-n junction for
solar cells. The band diagram resembles the combination of two type II heterojunction
(staggered bandgap). The ETL has its CBM aligned such that electrons can flow easily
into it but also presents a large VBM offset with the perovskite layer so that the holes
are repelled and cannot access the ETL. The HTL on the other hand has its VBM, also
often called highest occupied molecular orbital (HOMO), aligned with the VBM of the
perovskite to efficiently extract holes and a large CBM, or lowest unoccupied molecular
orbital (LUMO), band offset with the perovskite to repel electrons. However charge col-
lection is also made possible due to an inherent property of perovskites as well as the
probability of charges not to recombine, which depends on the diffusion lengths of the
charge carriers, the perovskite thickness and others parameters, which will be discussed
after.

The first working perovskite solar cell was then created, with an efficiency of 3.81%
[9]. The nature of the HTL and ETL were different as an electrolyte was originally used
for the HTL. But later on, in 2012, Park et al. replaced the liquid electrolyte by a
solid HTL, namely 2,2’,7,7-tetrakis(N,N-di-p-methoxyphenylamine)-9,9’-spirobifluorene
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Figure 1.5: Working principle and role of the transport layers. CB represents the conduc-
tion band (minimum) and VB the valence band (maximum). HTL its the hole transport
layer while ETL is the electron transport layer. Eg is the bandgap of the perovskite
semiconductor.

(spiro-MeOTAD) (Figure 1.6a), and reported a perovskite solar cell of 9.7% [51]. The need
to use DSSC-like solar cells was based on the assumption that perovskite had a relatively
short diffusion length. However starting in 2013, reports came out stating that perovskite
had both diffusion length exceeding 1 nm [52, 53] as well as ambipolar transport properties
[53, 54]. This implied that the differences in the holes and electrons effective masses
were quite balanced compared to other semiconductors. What stemmed out from such
properties was that perovskites could transport both eletrons and holes in a much more
efficient ways than commonly-used semiconductors for solar cells, and additionally planar
perovskite of a few hundreds of nanometers could sustain charge generation and transport.
The concept of built-in potential created by the differences in energetic alignment between
the HTL and ETL was therefore questionable. Recently Sandberg et al. looked into this
phenomenon and concluded that even though charge carrier collection is mostly diffusion-
controlled due to the perovskite behavior, there is still need of a built-in potential arising
from the sandwich of the perovskite between the ETL and HTL, to avoid the formation
of reverse electric fields inside the perovskite layer, which induces hysteresis and loss of
stability [55].
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Figure 1.6: The evolution of perovskite solar cells. (a) n-i-p mesoporous structure, (b)
n-i-p planar structure, (c¢) p-i-n planar structure.

Due to the aptitude of the perovskite to be able to absorb photons and transport
charges by itself, the first planar perovskite solar cell was demonstrated in late 2012 by
Snaith and co-workers [56] with a PCE of 1.8% (Figure 1.6b), which they directly im-
proved the year after to achieve over 9% in efficiency with an internal quantum efficiency
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approaching 100%, implying an almost full conversion of the absorbed photons into col-
lected charge carriers. During the same year, Jeng et al. reported the first p-i-n perovskite
planar device with a PCE of 3.8% [57] (Figure 1.6¢). Up until then, the solar cells were
solution-based, but later in the year, Liu et al. demonstrated the fabrication of a n-i-p
perovskite solar cell using physical vapour deposition (PVD) with an efficiency of 15.3%
[58].

The first ever certified perovskite solar cell made its appearance in the NREL best-
research solar cell efficiency chart in 2014 [8] by EPFL with a PCE of 14.1%. Since then,
the efficiency of the devices kept on increasing year after year, as depicted in Figure 1.7
and the highest efficiency is now at a record 25.5% held by the Ulsan National Institute of
Science and Technology, in Korea. The improvement of the perovskite PCE throughout
these years has been made possible by working on different optimization of the full device.
The quality of a solar cell relies on first, a proper absorption of the photons by the
active layer, i.e, the perovskite, and with minimum absorption from the other layers.
Secondly, increasing the PCE is correlated with improving the generation of electrons -
hole pairs that will be extracted towards the electrodes, which results in two optimization
processes: improving the material intrinsic properties, which is basically defect-related,
and improving the transport of the charge carriers towards the electrodes, which is the
role of the charge transport layers.
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Figure 1.7: Power conversion efficiency of perovskite solar cells as function of the years.
EPFL is the acronym of Ecole Polytechnique de Lausanne, KRICT for Korean Re-
search Institute of Chemical Technology, ISCAS for Institute of Semiconductors, Chinese
Academy of Sciences, MIT for Massachusetts Institute of Technology and UNIST for Ul-
san National Institute of Science and Technology. The data presented come from the
NREL efficiency chart [8].

Therefore efforts have been put into place to find the perfect transport layers for the
perovskite absorber, as charge separation and collection require a suitable adaptation
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of the energy levels of these transport layers with respect to the perovskite one. In
addition, charge carrier selectivity should be taken in consideration when choosing these
layers, that is finding ETL with high conductivity for electrons and low conductivity
for holes, and vice versa for the HTL. Combining these properties, reports have come
out finding a multitude of suitable transport layers. For the ETL, metal oxides such as
TiO,, SnOs, ZnO and organic fullerene-based materials such as C60 and [6,6]-phenyl-C61-
butyric acid methyl ester (PCBM) have shown to be the best candidates [10]. For the
HTL, the main materials are organic-based like Spiro-MeOTAD or poly [bis (4-phenyl)
(2,4,6-trimethylphenyl) amine (PTAA), but metal oxides such as NiO have also proven
to work. A shortlist of the most used ETL and HTL is depicted in Figure 1.8 with the
electron affinities and ionization potentials used from [10, 59, 60, 61].
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Figure 1.8: Band diagram of the most used ETL and HTL for the perovskite solar cells.
Adapted from [62].

Other improvement routes consisted in growing better-quality material systems, more
stable by the substitution of the halogen X anion. Chlorine (Cl) and bromine (Br) have
similar properties and suitable atomic radius for the tolerance factor discussed previously
and have been reported to improve the overall stability of the device but with an increased
bandgap, limiting the device efficiency [63]. A solution came from inter-mixing the differ-
ent halogens and forming mixed halide hybrid perovskites such as CH3NH3Pbl;_,Cl,. In
addition to the variation of the anions, substitution of the A cation was also investigated.
As previously observed with the Goldschmidt tolerance factor, a few cations can be used
for the A site in order to form a stable perovskite that can be used for solar cells. The
goal of this substitution is to gain in stability by getting closer to a cubic phase and the
appropriate position of the conduction and valence bands, crucial for improving device
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efficiencies and stability [64]. To that end, organic formamidinium ions (FA™) and in-
organic cesium ions (CsT) have been used to replace the methylammonium ions (MA™T).
The incorporation of FA™ induced a lower bandgap compared to MAPbI; and a much
better overall stability of the devices [65, 66]. Cs™* ions have also been reported to im-
prove the stability of the perovskite solar cells [67, 68] and therefore partial substitutions
of multiple cations were reported to be more effective. Therefore inter-mixing of cations
has also been one of the solutions to improve device efficiencies and stability in solar cells,
and ultimately, mixed-anions mixed cations hybrid halide perovskites have been the most
studied material systems in PV these last few years. As an example, Figure 1.9 depicts
the composition of the different record certified solar cells through the years. As can be
observed, the latest devices are using mixtures of several anions and cations.
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Figure 1.9: Certified PCE throughout the years with the associated composition. Adapted
from [69] and completed using [70, 71].

Varying the composition and the transport layers are not the only effective ways to
increase a device efficiency. Proper selection and optimization of the electrodes to reduce
series resistance and light management are amongst other routes that are used for that
matter. However, this thesis will focus on one aspect of device optimization that is also
crucial, the surface of the absorber and the interfaces that are induced with such surfaces.
As most of the work of this thesis will focus on MAPbI3 perovskite, the next sections will
summarize the properties of this material and the mechanisms that introduce efficiency
losses in a solar cell made of such a perovskite.

1.2.3 The prototypical absorber: MAPI

CH3NH3Pbl3, MAPI or MAPbI3 was used in the first certified solar cell reported in the
NREL best-research solar cell efficiencies chart [8]. In addition, the thin films fabricated
during this thesis were based on this material as it still yields the highest efficiencies when
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using thermal evaporation. Its full name is methylammnonium lead iodide and its crystal
structure is composed of lead sites, iodine sites and MA sites as depicted in Figure 1.10.
The latter organic cations have been reported to rotate within their cages and give rise to a
higher lattice symmetry [72, 73]. Therefore, even if the ideal form for the crystal structure
would be the cubic one, MAPDbI3 has three temperature-dependent phases: orthorhombic
when the temperature is below 165 K, tetragonal when the temperarure lies between 165
and 327 K, and cubic when the temperature goes above 327 K [74]. Therefore at room
temperature, the crystal structure of MAPbDI3 is tetragonal and the lattice parameters
are a = b = 881 Aand ¢ = 12.71 A [75]. There, the molecular cations are no longer in
a fixed position and the molecular disorder increases [72]. As also represented in Figure
1.10, the iodine sites form the VBM and the lead sites form the CBM.
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Figure 1.10: Schematic representation of the CH3NH3Pbl3 crystal structure, reproduced
and adapted from [76] under a Creative Commons license.

In Figure 1.11, the electronic band structure of MAPDbDI;3 is represented by Umari et
al. [77] and used to calculate a direct bandgap of ~ 1.67 + 0.1 eV. In addition, both
the tetragonal and orthorhombic phases display a similar direct bandgap at the center
of the Brillouin zone. As already stated, the CBM is mostly composed of Pb p orbital
with some negligible coupling with I, whereas the VBM is composed of antibonding states
derived from hybridization of the I 5p- and Pb 6s states [78, 79]. There is therefore no
contribution of the organic cation in the band population close to the bandgap. This
material also presents a strong s-p antibonding coupling which induces comparable small
hole and electron effective masses, which gives its ambipolar transport properties that
suit the p-i-n or n-i-p device architecture.

In addition, MAPDbI3 presents a sharp absorption edge and a large absorption coeffi-
cient above its bandgap, for instance above 10° cm~! at ~ 500 nm or ~ 2.5 eV as measured
by Xing et al. and displayed in Figure 1.12 [53]. The steepness of the absorption edge is
used to determine the Urbach energy, which is representative of the structural disorder
and imperfection in stoichiometry amongst other phenomena [80]. This slope has been
measured to be around 15 meV [81], which ranges between the values of GaAs (12 meV)
[82] and amorphous silicon (a-Si, 50 meV) [83]. One of the additional factor that makes
MAPDI3 a suitable absorber for a photovoltaic device is its diffusion length, mobility and
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Figure 1.11: Electronic band structure of MAPbI; along the directions I'(0,0,0) — M
(0.5, 0.5,0); I' = Z (0,0,0.5); I' — X (0,0.5,0); I' — A (0.5,0.5,0.5); I' — R (0,0.5,0.5),
as calculated by SOC-GW. Reprinted from [77] under a Creative Commons Attribution-
NonCommercial-NoDerivs 3.0 Unported License. Copyright Springer Nature.

defects properties. Stranks et al. were one of the firsts to report diffusion length of ~
100 nm for MAPbI3 which was within the absorption depth of the absorber itself and
therefore not good enough with a typical absorber thickness of 300 - 500 nm [52]. Later
on however, Li et al. reported diffusion lengths which varied with the thickness of the
perovskite film. As an example, for a 95nm-thick MAPDbI; thin film, they calculated a
diffusion length of 270 nm for the electrons and 460 nm for the holes, whereas when they
used a thicker thin film of 390 nm, they calculated diffusion lengths of 1.7 pm and 6.3 pm
for the electrons and holes respectively [84]. These reported thickness-dependent diffusion
length in MAPbDI;3 still remained longer than the thickness of the absorber and made it
suitable for thin film solar cells.
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Figure 1.12: Room-temperature absorption coefficient of polycrystalline MAPDI; as a
function of wavelength by [53]. Reprinted with permission of the American Association
for the Advancement Science.

Another aspect of the MAPbDI3 absorber is that even though they present an ambipolar
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transport behavior, they still can have a predominant doping, p- or n-type. The tuning
of the weakly intrinsic doping can arise from the stoichiometry of the perovskite. Wang
et al. have for example reported that depending on the ratio lead iodide (Pbls) / methy-
lammnoium iodide (MAI) in the precursor solution, different doping could be obtained.
With a stoichiometric ratio, MAPbI3 would come as n-type whereas when reducing the
Pbly/MALI ratio, it would be possible to tune it to p-type. Annealing was also observed
to convert p-type doping into heavily n-type doping. Therefore Pbly-rich MAPI would be
more n-doped due to more iodine (I7) vacancies as elemental defects and Pbl, deficient
(or MAI-rich) MAPI would become more p-doped due to Pb*" vacancies [85].

1.2.4 Efficiency losses in M API solar cells

Many phenomena and mechanisms cause a solar cell to not fully convert light to energy.
The first major losses are discussed in every solar cell textbook and a brief summary
is given for the reader in section A.2 of appendix Chapter 1. They can be described as
Carnot, emission, thermalization losses and non-absorption of photons below the bandgap.
This gives a first theoretical efficiency limit, the Shockley-Queisser (SQ) limit (see section
A2 of appendix Chapter 1) which gives a theoretical efficiency of 30.14% for MAPbI; [86].
However the highest efficiencies obtained for this perovskite composition still lie within the
21-22% [87, 88], which shows that other phenomena are present that considerably reduce
the theoretical PCE. The first one is related to light-management. When photons come
in contact with a solar cell, there is absorption but also reflection. The photons reflected
are lost and therefore contribute to the reduction in the efficiency. Before a photon can
be absorbed by the active layer, it passes through different layers (including the first
one being the top contacts). Depending on the absorption coefficients of these layers,
additional photons can be lost in this process, by either parasitic absorption or reflection.
These losses already account for a certain amount but can also be minimized, by for
example using anti-reflection coatings, surface texturing, light trapping... Additionally,
when a photon is absorbed by the perovskite layer and generates an electron-hole pair,
these charge carriers need to be extracted by the different transport layers towards the
electrodes. Again here, collection losses can occur, further reducing the power conversion
efficiency (PCE) compared to the SQ limit.

However, not all electron-hole pairs generated by an absorbed photons recombine ra-
diatively (by emitting a photon). Non-radiative recombination also exist, namely defect-
assisted recombination or Shockley-Read-Hall (SRH) recombination and Auger recombi-
nation (excitation of a third electron). A schematic representation of all the different
recombination types is depicted in Figure 1.13. R,,; represents the radiation recom-
bination (rate), Rgry the SRH rate, R4y, the Auger recombination rate and Ry, the
surface/interface recombination (rate) at the HTL/MAPDI; interface, which is defect-
driven. Ry represents the front recombination at the ETL/MAPDI; interface. As these
recombination mechanisms are not the main focus of this thesis but intervene in one of
the characterization techniques used, they have been detailed in section A.3 of appendix
Chapter 1 to give an idea on what parameters they depend on.
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Figure 1.13: Different recombination mechanisms. R,,q represents the radiation
recombination (rate), Rggrm the Shockley-Read-Hall recombination (rate), Ra,, the
Auger recombination (rate), and Ry, the surface/interface recombination (rate) at the
HTL/MAPDI; interface, which is defect-driven. R; represents the front recombination at
the ETL/MAPDI; interface.

All these recombination mechanisms are linked to a lifetime, which is a characteristic
time before a specific recombination process occurs: 7,44 for radiative recombination, 74,4
for Auger recombination, 7sry for the SRH recombination. These three processes form
the bulk recombination lifetime 73, such that:

1 1 1 1
-+ + (1.12)
Toulk Trad TSRH TAuger

In addition to the bulk lifetime, a surface lifetime 7, also exists (see section A.3 of
appendix Chapter 1) and therefore the total lifetime, which takes into account both bulk
and surface lifetimes can be written as follows:

1 11
= + = (1.13)

Ttot Thulk Ts

To minimize efficiency losses in solar cells, recombination mechanisms should be re-
duced, which also means that lifetimes should be increased. Most of the time one of the
non-radiative recombination mechanisms is limiting the solar cell performances (SRH or
surface recombinations).

1.2.5 Stability issues and degradation of M API solar cells

Stability in solar devices is key as they are intended to be used for long times and in order
to be made into solar modules, they need to have a guaranteed lifetime and stability of 25
years required by the IEC 61646 testing standards [89]. Besides, these encapsulated solar
cells need to perform under different weather conditions like various humidity levels and
temperatures and therefore stability is one of the key parameters to monitor in perovskite.
However currently, MAPDI3 solar cells can only retain their efficiencies for a few months
and are strongly affected by external environmental stimuli such as moisture and water,
light and temperature but also by intrinsic properties such as structural changes and ionic
motion.
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Temperature and thermal annealing

One of the first stability issues comes from the structural changes. As previously ex-
plained, a phase transition occurs for MAPbI3 from a tetragonal phase to a cubic one at
~ 327 K (or 54 °C). This transition changes the ordering of the MA™ ions and further
displacements in the PbXg octahedron, which changes the structure volume and can alter
the recombination dynamics, the bandgap but also the band alignment. It can also induce
additional ferroelectricity [90, 91] and thermal stress leading to decomposition [92, 93].
This can be a problem as the solar cell itself can easily reach operating temperatures
above 54 °C depending on the combination of the outside temperature and the incoming
illumination. Annealing at temperatures above 80 °C for a long heating time has also been
shown to induce decomposition towards the Pbly complex [94], which is irreversible com-
pared to the tetragonal-cubic phase transition. X-ray photoelectron spectroscopy (XPS)
even measured the loss of the MA organic cation (or MAT complex) at temperature above
100 °C [95]. To counter the phase transition at operating temperatures, incorporation of
FA and Br in a (FAPbI;3)¢s5 (MAPbBr3)g.15 mixture has proven to be successful [96], and
in general, the use of mixed perovskites was identified as a way to improve stability [97, 98].

Water, moisture and humidity exposure

In addition, MAPDbI; has been reported to degrade upon prolonged exposure to water, hu-
midity or moisture by transitioning from a black to yellow color. This is indicative of a de-
composition towards Pbly, where the perovskite undergoes first intermediate phase decom-
position, in the hydrous form such as water-intercalated iodide perovskite MAPbI3_H,O
and monohydrated phase MAPbI3-H,O [99]. The polyhedral representation of these inter-
mediate phases is depicted in Figure A.6 of appendix Chapter 1A.5. This implicates the
formation of defects such as the partial Schottky Pbly vacancy complex (Vpyr,) and point
defects like V; and V4 which are linked with the decomposition of MAPDbI; into CH3N,
and HI. It has however been reported that growing in I-rich conditions can improve the
stability of this compound against humidity exposure [99]. It has to be noted that even
though prolonged water exposure decomposes MAPDI;3, a small amount of moisture has
been proven to improve the film quality due to larger grain sizes and consequently fewer
grain boundaries [100, 101, 102].

Light-induced degradation

As solar cells are bound to spend their life under cyclic illumination, it is important that
they stay stable upon prolonged light exposure and under various environments. However,
MAPDI3 has been reported to degrade differently depending on the environment and the
illumination time. Many studies have first demonstrated how light soaking could improve
the performance of solar cells, which could be linked to re-arrangement of ions in the
crystal lattice, inducing a spontaneous p-i-n homojunction within the absorber [103], or
by the neutralization of the bulk and interfacial defects by the photogenerated defects
[104]. Nevertheless the prolonged effect of the light on MAPbDI; is controversial and
different groups have reported its effects on the photophysical and electronic properties
of methylammonium lead triiodide, such as the motion of the methylammonium ions and
rotation of its CHs and/or NH3 groups around the C-N axis [105], or a light-enhanced
structural deformation [106]. But the degradation state depends on the environment
used. In ultra-high vacuum (UHV, pressure lower than 10~ mbar), a direct evidence of
the degradation comes from the change in colour from black to gray upon illumination
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as reported by Tang et al. [107], which is linked to the formation of metallic lead (Pb°)
and Pbly within 6 hours of white light illumination. Several reports based on XPS have
shown such decomposition pathways where MAPbI3 would first decompose into Pbl,
and other gaseous compounds and then Pbl, would futher get reduced to Pb® and I,
[108, 107, 109, 110]. The decrease of the N/Pb and I/Pb ratios also suggested that N and
I from the MAI complex are lost to the UHV, indicating also a decomposition of the MA
cation. The nature of the volatile products are however difficult to identify and could be
one of the following compounds: CH3NHy, HI, I, Hy or NH3 [111]. In inert atmosphere,
like in nitrogen (Ns), negligible changes were noticed by several reports [107, 112] where no
Pby formation or decomposition was noticed, which is promising for encapsulated devices.
However, degradation would occur on a much greater and faster scale under ambient
conditions where oxygen acts as a catalyst and induces the deprotonation of CH;NH;
resulting in the formation of the gaseous CH3NHy and Hy [113]. Other reports noted the
rapid change of color from black to either yellow or transparent when illuminated under
continuous illumination [107, 112, 114], indicating a decomposition towards Pbl, and
then into lead salts such as PbO, PbCOj3 or Pb(OH), [107]. The following decomposition
pathways can occur:

MAPbL; =52 MAPDI; (1.14)
MAPYI: + Oy — MAPbI + Oy (1.15)
MAPDIF + Oy — ACH;N Hy + 4PbIy + 21, + 2H,0 (1.16)

Equation 1.14 shows that MAPDI; is in an excited state after the photons excite car-
riers into the conduction band. Upon oxygen exposure, deprotonation of the MA cation
occurs as well as oxidation of iodine (equation 1.15). In the end, decomposition into mul-
tiple compounds (solid and gaseous) happens (equation 1.16) [115]. Lastly, other groups
have reported that the adsorption of H,0 on the MAPbDI3 surface and incorporation in
the bulk was made easier upon illumination due to a giant photostriction effect, that is
a light-induced expansion of the MAPDI;3 lattice. This structural change upon illumina-
tion would lead to a decrease in bandgap and therefore more absorption, resulting in a
self-accelerated photostriction process, that would speed up the decomposition process of
MAPDI; under moisture exposure and be detrimental for devices [116, 117].

Hysteresis and ion migration

One common issue concerning MAPDbIs-based solar cells is that upon current-voltage
characterization, a shift between the forward (negative to positive voltages) and reverse
(positive to negative voltages) sweeps would occur, which is called hysteresis and is de-
picted in Figure 1.14.

It has been initially reported that this hysteresis depended on the type of the contact
material (p- or n-type) and was strongly dependent on the scan rate, as a slow sweep
would increase the degree of hysteresis. Snaith et al. [118] gave three possible origins
from this effect: firstly, the defects within the perovskite absorber would act as traps
and depending on the sweep direction, detrapping would occur resulting into poorer per-
formance. Consequently using fast scan rate would speed up the trapping/detrapping
effect. Secondly, the ferroelectricity behavior of MAPbI3 could induce favorable collection
depending on the sweep. And lastly, the excess ions could migrate in the films, screening
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Figure 1.14: Sketch of the hysteresis effect observed during JV measurements.

the space charge buildup, giving rise to better charge collection depending on the sweep
direction [118]. Later on, it was demonstrated that the strong dependence on sweep rate
and time was related to the migration of ions that then accumulate at the interfaces of
the electrodes and screen the applied field, reducing the built-in potential and therefore
varying the efficiency to collect carriers [76, 119]. The variation of the hysteresis degree
with different device architecture was explained by a change of the defect density, for
instance by efficiently passivating trap states at the surface of the absorber, which can
also contribute to the hysteresis but is not the dominant factor [120]. However some
studies clearly state that both ion migration and interface recombination are required to
observe this hysteresis [121, 122]. There is therefore still a debate on the nature of the
ionic species that are responsible for the ion migration, causing hysteresis and which is
further discussed in section A.6 of appendix Chapter 1.

Lastly, other degradation routes exist in perovskite, due to an applied bias [123, 124],
X-rays exposure [125, 126], electron beam [127, 128], degradation of the charge transport
layers or interfaces [129, 130] and the degradation of the bare surface of perovskite, which
will be discussed thereafter.

This section clearly highlights how the stability of MAPbI; can be altered by internal
and extrinsic factors and where the losses are situated. In order to improve perovskite solar
devices, optimizing the bulk material is crucial. However, the optimization of the surface
of MAPbI3 and the direct interfaces that follow is equally important. In order to improve
a perovskite device efficiency and stability, non-radiative recombination, degradation and
ion migration have to be controlled. Surfaces and interfaces in solar cells can be in that
matter the limiting factors to achieve the highest efficiencies and therefore, they need to
be thoroughly investigated, which is the focus of the next section.

1.3 The surface of MAPI solar cells

It has been previously shown that surfaces and interfaces were the key parameters to
control in order to improve device efficiencies and get closer to the SQ limit. Even though
a perfect perovskite absorber layer with the minimum defect density could be grown,
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interfaces could still limit in the end the PCE. Therefore, characterizing the surface of
MAPDI3 under different environment and stimuli is the first step to understand how to
optimize the interfaces that will be formed later, which will also need careful scrutiny.

1.3.1 Surface terminations

The surface is the termination or interruption of the atomic periodicity of the crystal
lattice. All surfaces are therefore energetically unfavorable as the bonds are broken and
they have a positive surface free energy (surface tension) of formation. In order to reduce
this unfavorable contribution, and access the most favorable surface configuration, one can
reduce the amount of surface exposed, expose surface planes with low surface free energy
or alter the unfavorable planes such that it results in a reduction of their surface free
energy. A surface with low surface free energy is the most energetically favorable as it will
enable the creation of bonds with layers deposited on top, creating energetically favorable
interfaces with less defects, less recombination and therefore less device performance losses
[131].

The interruption of the atomic periodicity induces either specific intrinsic or extrinsic
surface states that are different from the ones present in the bulk. Depending on the nature
of these surface states or terminations, the quality of the material will vary due to the
changes in band structure and electron behaviour. The surface terminations of MAPbI;
can therefore either be the Pbl; units or the organic cations. Taking into account the
most energetically favourable surface of MAPDI3 (001) [132], three surface terminations
can be kept, which are depicted in Figure 1.15 and are MAI, Pbly-flat and Pbls-vacant.
Surface terminations are also more or less energetically favourable depending on the lattice
orientation. But in tetragonal MAPbDI3, (110) and (001) surfaces are assumed to be more
stable than (100) and (101) for example. Also X-ray diffraction measurements present
them as the predominant surfaces in MAPbI;3 [132].

Flat Vacant

O mA* QPb2+§ Or
Figure 1.15: Crystallographic side views of three representative surface terminations in

MAPbDI;: MAI, Pbly-flat and Pbly-vacant. Adapted from [132] by permission of ACS,
further permissions relating to the material excerpted should be directed to the ACS.

These terminations are strongly dependent on the synthesis method and composition
used, as for instance Pbly-rich conditions would induce a higher probability of obtaining
Pbl,-flat terminations [133], but still some terminations are more energetically favourable
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compared to others. A Pbls-vacant termination has for example been reported to be
more stable than a Pbly-flat termination [133, 134] whereas other reports showed MAI-
rich terminations to be more thermodynamically stable than Pbls flat-terminated surfaces
[135]. In addition, one type of termination can sometimes be more desirable depending
on the layer deposited on top of the perovskite, in order to have a more favourable energy
level alignment [135]. Knowing the terminations at the surface is of great use to further
elucidate the type of surface defects that can be encountered. However MAPDI3 presents
additional surface disorder owing to the dynamic rotations of the MA™ cations and the
weak binding of the ionic lattice. This translates into a varying surface composition and
structure, resulting in changes at the surface and possible reconstruction, for example
upon external stimulation [136].

1.3.2 Surface defects

Similar to the bulk, interstitial, antisite defects and vacancies can exist at the surface
of MAPbI; and have been represented by Xue et al. [136] in Figure 1.16. The domi-
nating point defects in MAPbDI3 are shallow defects and the deep defects have high for-
mation energies. However, due to the different environment between the bulk and the
surface, the energetic properties of the surface defects can vary from the bulk ones. The
chemical surrounding stemming from the different terminations also plays a role in the
deviations between bulk and surface defects. Surface states arising from the different
surface terminations can only result in small variations in bandgap, where perovskites
with a Pbl,-terminated surface show slightly smaller bandgap than with MAI-terminated
surfaces [133, 134].
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Figure 1.16: The 12 types of native point defects found in metal halide perovskites. Vy
denotes a Y vacancy, Y; denotes an interstitial Y-site and Y, denotes a Z-site substituted
by Y, where Y and Z represent an ion of APbX3 (where AT is a monovalent cation and
X~ a halide). Reprinted by permission from Springer Nature, [136], Copyright (2020)

Uratani et al. have calculated the formation energies of surface defects when taking
into consideration different fabrication conditions: I-rich, moderate and Pb-rich where
the chemical potentials of I, Pb and MA were varied accordingly in the calculations [132].
The types of surface defects with their respective formation energies depending on the
fabrication conditions are listed in Table 1.1.

From these calculations, they observed for instance that on an MAI-terminated sur-
face, only V4 has a low formation energy but no deep defect states, whereas both Pbl-
flat and vacant have several surface defects with low formation energies and close midgap
defect states. If I-rich conditions (excessive I atoms) are taken, only I; combines both
a low formation energy and deep defect states. Under Pb-rich condition (excessive Pb
atoms and I atom vacancies), Pb; generates deep defect states and has low formation
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H Termination Defect I-rich [eV] Moderate [¢V] Pb-rich [eV] H

MAI Vi 2.38 1.77 1.15
MAI Vira 0.32 0.91 1.54
MAI Pb; 4.69 3.45 2.24
MAI Pbya 2.35 1.70 1.13
MAI Pb; 5.97 4.14 2.31
Pbl,-flat I; -0.03 0.57 1.19
Pbl,-flat Vi 4.55 3.94 3.32
Pbl,-flat Pb; 2.94 1.71 0.50
Pbl,-flat Vpy -0.13 1.10 2.31
Pbl,-vacant I; -0.12 0.48 1.10
Pbl,-vacant Vi 1.76 1.15 0.54
Pbls-vacant Pb;, 2.71 1.48 0.26
Pbl,-vacant Vpp -1.40 -0.17 1.04

Table 1.1: Considered types of surface defects and their formation energy (in eV) under
different conditions. Reprinted from [132] with the permission of ACS. Further permis-
sions relating to the material excerpted should be directed to the ACS.

energies, making it the most favourable surface defects, in complement with V; on Pbl-
vacant surfaces. Therefore both I-rich and Pb-rich conditions induce carrier-trapping
surface defects but Pb-rich conditions are more desirable due to higher formation energies
compared to I-rich conditions. Therefore fabrication with an excess of Pbl, (an excess of
Pb compared to the iodine in MAPbI3) would in that sense be beneficial, and has been
reported to increase PCE in MAPbDI3 solar cells [137, 138, 139]. However, the fabrica-
tion of MAPbI3 under moderate conditions (stoichiometric composition) does not induce
carrier-trapping surface defects and therefore, combined with the most favourable MAI-
terminations, would minimize carrier trapping and non-radiative recombination, leading
to higher efficiencies [132].

1.3.3 Surface and extrinsic factors

MAPDI; is known to have a metastable surface, which therefore can change upon external
stimuli in order to attain a more favourable energetic state. The complexity of perovskite
therefore arises from external factors that induce extrinsic surface disorders. Xue et
al. [136] and Schultz et al. [140] discussed these phenomena in more details in their
respective review papers. Multiple extrinsic factors can lead to changes at the surface,
such as passivating layers, diffusion of elements from metallic electrodes, transport layers
that alter the surface of the perovskite or again environmental factors such as O, and
H50O exposure.

Some adsorbates for instance only interact (and adsorb) onto specific surfaces. Torres
et al. have studied the impact of anisole on the (001) surface of MAPbI3 to better under-
stand the interaction with the spiro-MeOTAD HTM, and they observed that adsorption
would only occur on MAI-terminated surfaces [141]. Water and moisture can be detri-
mental to the performance of MAPbI3 and even more when light comes into play. It is
therefore essential to look at the interaction of species such as H,O and O, with different
surfaces. Koocher et al. have demonstrated that water adsorption by the (001) surface of
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MAPDI; was happening differently depending on the polarization of the MA™ cation. For
an MAI-terminated surface, water adsorption would be more favourable when -NHJ was
pointing towards the surface compared to -CHj3 pointing towards the surface, whereas
opposite dependence would occur for a Pbls-terminated (flat) surface. Mosconi et al.
have demonstrated using DFT calculations that MAI-terminated surfaces are more prone
to interact with and adsorb HyO molecules at the Pb sites, giving rise to a dissolution of
the MAI unit. The Pbl,-terminated surfaces on the other hand have been reported to be
more stable as the water molecules infiltrate the perovskite lattice leading to a perovskite
hydrated phase, which does not show electronic or structural disorder [142]. Water in-
corporation through the surface does not alter significantly the structural or electronic
properties of the MAPbI3 thin-film, but the addition of light will induce the degradation
towards Pbl, as already discussed. Apart from the environmental factors, additional lay-
ers such as HTM and ETL, that need to be deposited on top of the perovskite to make
a solar cell, are extrinsic factors that can have either negative or positive effect on the
MAPDI; surface. Depending on the deposition process, some layers can damage it or can
induce diffusion of elements at the interface or within the bulk. However, other layers
can help passivate the dangling bonds or the non-favourable terminations and therefore
reduce or suppress the recombination centers. In any case, it is crucial to know the sur-
face energetics and morphology of MAPbI; before depositing a layer on top in order to
properly understand the effects of the latter.

1.3.4 Surface grains and grain boundaries

As previously discussed, surface terminations and defect states depend on the orientation
of the lattice and therefore can be different on the (001) and (110) surfaces. Polycrystalline
perovskites are made of thousands of grains with different crystallographic orientations.
This ultimately results in different properties between different grains of the same absorber
as deQuilletes et al. have demonstrated using photoluminescence mapping, where some
grains display worse non-radiative recombination rates than others [143]. Bischak et al.
have also used cathodoluminescence to resolve spatially an heterogeneous surface in terms
of charge carrier recombination [144]. But the discrepancy in surface terminations has
not only been observed at grains but also within one grain. Grains are actually made of
a multitude of facets that have different orientations. Leblebici et al. have demonstrated
through the use of scanning probe microscopy techniques a striking intra-grain hetero-
geneity, which they attributed to variations of trap state density at different crystal facets
within a single grain [145]. The large difference of short-circuit current coming from the
different facets or grains are problematic and ultimately limits the overall efficiency of the
device. Therefore it is suggested to try to control the growth direction of MAPbI3 grains
as well as the orientations of the facets in order to facilitate and improve the interface with
either the hole or electron transport layer. For example, one can choose correct Lewis
base solvents and annealing times for modulating the nucleation mechanism of MAPDbI;
[146], or transform the (100) and (112) facets into (110) and (002) facets by means of
solution-mediated secondary growth [147]. It has however to be noted that recent reports
have also demonstrated that grain orientations had no influence on device performances
[148].

Another type of interface important to investigate in polycrystalline solar cells is the
one separating two adjactent grains, which is called a grain boundary. The previously
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displayed disparity of grains introduce regions with atomic mismatch and disorder in the
lattice, which are called grain boundaries (GBs) and are depicted Figure 1.17. These
GBs, which are typically two-dimensional structures [149], have high energy and strongly
influence the mechanical and electronic properties of a material.
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Figure 1.17: Schematic of grain boundaries dividing three grains of different orientations.

The GBs in MAPbDI; and their influence on device efficiencies are still highly debated.
Early studies and calculations by Yin et al. showed that grain boundaries were, contrarily
to their thin-film counterparts (see section A.7 of appendix chapter 1 for a brief discus-
sion), benign [150, 151]. In their work, they computed the density of states at the grain
boundaries, taking the structure of the SrTiOj3 perovskite and the 33 (310) GB which
has typical features such as dangling bonds. The DOS analysis led to the conclusion that
the GB did not generate states in the bandgap of MAPbI3 but rather shallow point de-
fects created by dangling bonds such as I-I and Pb-Pb bonds. They however later found
out that the defect level close to the VBM could still act as a shallow hole trap state.
Yang et al. have examined the differences in photoluminescence between grains and grain
boundaries and concluded that even if the GBs displayed lower luminescence, which they
attributed to the reduced area of the grain boundary compared to the grain interiors, the
carrier lifetimes were similar at the grain interiors (GIs) and at the GBs, suggesting that
GBs were not the dominant non-radiative recombination centers [152]. Chu et al. have
also observed that GBs exhibit photo-responses comparable to the GIs and that they were
not nucleation centers in the degradation process of MAPbI;, even though they initially
reported that growing larger grains perovskite induced better efficiencies, suggesting that
GBs were detrimental [153]. Yun et al. went even further and demonstrated using dif-
ferent scanning probe techniques that the GBs were beneficial in MAPbDI;3, by efficiently
separating and collecting the charge carriers [18].

On the other hand, a large amount of reports have found that GBs had a negative
and detrimental role in getting high-efficiency perovskite solar cells. First of all, many
studies have reported that increasing grain size led to an improvement in PCE [154, 155,
156] with the explanation that the number of GBs, possible recombination centers, is
reduced, leading to a direct increase in performances. deQuilettes et al. have reported,
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using confocal fluoresence microscopy, that carrier lifetimes were different from one grain
to another and much worse within the GBs, suggesting a much higher non-radiative
recombination rate [143]. Long et al. have used calculations to show that GBs could
accelerate the non-radiative recombination in MAPDI;, by reducing the bandgap and
increasing the electron-phonon coupling [157] before later demonstrating in 2019 that GBs
can actually have a positive effect by seperating charge carriers and were not necessarily
accelerators of charge recombination [158].

Sherkar et al. drew a slightly more moderate vision of the GBs, linking them to the
compactness of the film. According to them, MAPDbI; solar cells act differently from
inorganic solar cells where trap states lying at the GBs are neutral and then become
negatively charged when filled by photogenerated carrier, inducing a barrier for electron
transport, which reduces the efficiency (Figure 1.18a). For MAPbDI;, traps are very well
present at the GBs but they are positively charged due to accumulated iodine vacancies
and then become neutral when photogenerated charge carriers fill these trap states, which

ultimately results in high-efficiency solar cells, as the electron transport is not influenced
(Figure 1.18b).
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Figure 1.18: (a) Representation of grain boundaries in an inorganic solar cell: traps
are neutral when empty and charged when filled with photogenerated carriers, inducing
a barrier that reduces efficiency. (b) Representation of grain boundaries in MAPbI;
solar cells: traps are positively charged due to accumulated iodine vacancies and neutral
when photogenerated carriers fill the trap states, leading to unaffected electron transport.
Adapted with permission of [159] under CC-BY-NC-ND 4.0 license. Copyright 2017,
American Chemical Society.

However, depending on the compactness of the film and nature of the GBs, the sign
of the traps (charged or neutral) and the trap density will have different effect on the
performances. They have demonstrated that non-compact films with open GBs and high
trap density (Figure 1.19a) are quite sensitive to the sign of filled traps, leading to faster
SRH recombination, whereas compact films with fused GBs and low trap density (Figure
1.19b) do not seem to be sensible [159]. Their conclusions could be linked to the work
of Shao et al., who showed that compact films were much less sensitive to light-soaking
effect due to lower trap-assisted recombination, compared to non-compact films [160].
Several review papers and essays with additional information concerning grain boundaries
and their impact on different aspects of perovskite solar cell efficiencies can be found in
the literature [161, 162].

The main takeaway message from this subsection is that the role of grain boundaries
in MAPDI;3 solar cells performances is still highly debated but it is strongly linked to the
fabrication process used and composition of the MAPDbI; films (either Pb-rich or I-rich
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Figure 1.19: Representation of (a) open grain boundaries in a non-compact perovskite film
and (b) fused grain boundaries in a compact perovskite film. Reprinted, with permission,
from [160]. Copyright 2014 John Wiley and Sons

for instance), leading to different surface terminations, trap densities, and defect states.

1.3.5 Surface energetics, interfaces and surface passivation

As the surface of MAPDbI; can introduce local variations in surface terminations, surface
states at the grain facets and at the GBs, it will induce different recombination mecha-
nisms when an interface comes into play, whether it is a hole or an electron extraction
layer. Interfaces are therefore one of the limiting factors when discussing solar cell per-
formances and research has been going on to look into layers that would be suitable
energetically with MAPDI3 but also that could passivate the different surface states, syn-
onym of unwanted recombination.

It is however essential to define beforehand the relevant energetic quantities that can
help position electronic levels of two solids in contact. The Fermi level (Eg), which was
already defined in this thesis, is one of them and can be seen as the levels separating filled
from empty electronic states. Another important surface-related quantity is the vacuum
level Eyac, which is defined as the minimum energy needed for an electron to escape
from the solid into vacuum. The value of the vacuum level is set locally as the surface
is composed of local electrostatic dipoles that will induce different vacuum levels [163].
It then becomes clear that the composition at the surface, as well as extrinsic factors
altering the latter, for example the adsorption of molecules, will condition the position of
Evac. As these two quantities have been defined, the energy difference between them can
be introduced as follows:

® = Eyac — Ep (1.17)

Equation 1.17 introduces the workfunction (WF) ® which gives the position of the
Fermi level of a solid with respect to the vacuum level (Figure 1.20). It can additionally
be defined as the energy required to remove an electron situated at the Fermi level and
place it outside of the surface. As Eyac is positioned at rest within a few nanometers to
micrometers outside the solid [164], the closest available electrons at rest lie in the VBM
as doping and thermal stimuli are neglected (which would enable electrons to be excited in
the CBM). The few nanometers to micrometers distance is a vague definition that refers to
the distance sufficient for the electron to experience the full impact of the surface dipole,
which will be defined after. In order to escape from the solid, electrons in the VBM require
beforehand an energy to be removed from the system, which is called ionization energy
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(IE) (Figure 1.20). On the other hand, when an electron gets inside the system, it drops
onto the lowest unoccupied state, which is the CBM and the energy gained from that
action is called the electron affinity (EA). The electron affinity in solid state physics and
semiconductors is defined differently than in chemistry and atomic physics. Commonly-
used semiconductors have IE and EA between 4.5 to 6.5 eV and 2 to 4 eV, respectively.
It stems from these definitions that the difference between the IE and the EA is defined
as the bandgap Eg. The quantities depicted in Figure 1.20 are therefore the essential
ones in order to define the electronic structure of an interface, between the surface of a
material and an environment, but also an interface between different materials. These
energetic positions are the core parameters to understand and picture the processes of
charge transport within a solar cell. However, it has to be noted that Eyac, WF, IE
and EA are solely defined at the surface of the material, as removing electrons from a
semiconductor, or gaining one from the outside can only happen via the surface of this
semiconductor.
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Figure 1.20: Energy diagram of a semiconductor representing the relevant electronic levels
position: bandgap (Eg), electron affinity (EA), ionization energy (IE), and workfunction
(WF, ®)), with respect to the vacuum level Eyac.

It is now interesting to look at what affects these different quantities. The WF depends
on two parameters: the position of the Fermi level and the vacuum level. Er is defined
using the density of states, temperature, carrier density and doping concentration in a
semiconductor as discussed in the equations 1.7 to 1.11 of sub-section 1.2.1. The WF can
be seen as an energy barrier which electrons need to overcome in order to escape the solid.
It consists in a bulk and a surface component and measuring the WF means measuring the
convolution of both [140]. The bulk component is linked to the chemical potential derived
from the density of states and density of charge carriers and is therefore strongly influenced
by fabrication processes and composition of the bulk material. The surface component
on the other hand depends on the charges at the surface of the semiconductor, as well as
physical effects present at the surface, and can also be referred to as the surface dipole
component. The dipole arises from surface termination. In an ideal semiconductor, the
electron density in the bulk along the z direction (z being from the rear to the surface) is
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the same but as the lattice terminates at the surface, a negative “layer” will be formed
outside of the solid due to evanescent electrons. This will directly result in the formation
of positive ions at the surface. This double layer creates a potential a few nanometers away
from the surface, altering Evac and thereby the WF [164]. It then becomes clear that
depending on the surface terminations and surface states, the WF will vary considerably.
Strayer et al. have for example demonstrated a WF of 4.47 eV for an atomically clean
(111) single crystal tungsten compared to a WF of 5.25 eV for the (110) surface [165]. It
also stems from the dependence of the surface on the dipole, that the environment as well
as extrinsic factors such as adsorbates and molecular orientations will alter Eyvac and the
WF. However, compared to metal surfaces, the surface dipole in semiconductors is less
prominent in the contribution of the WF as the electron density is lower there but the
environment will definitely change the EA, IE, and WF. Deposition of a layer on top of
the surface will affect differently these quantities, depending on the nature of the latter.
A layer with acceptor-like species will result in an increase of the Eyac, WF, IE and EA,
whereas one with donor-like species will do the opposite [164]. Therefore surfaces of a
semiconductor will vary depending on the layer on top and it is evident that knowing the
energetics of both layers can help in the determination of the interface and thereby the
charge transfer.

Figure 1.20 however only displays flat bands, which is the ideal case of a semiconductor
with a perfectly clean surface. In reality, bending of the bands (vacuum level, CBM and
VBM) can occur, either with the bands going down from the bulk to the surface, called
downward band bending, or with the bands going up from the bulk to the surface, called
upward band bending (Figure 1.21). Band bending can be induced via an interface with
another material (metal, semiconductor, oxide), by an internal or external electric field
but also due to the surface states present at the surface [166]. The surface terminations
and the resulting dangling bonds form electronic states at the surface, which lead to a
continuum of localized energy states, that can either be occupied by electrons or empty.
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Figure 1.21: Schematics of (a) upward band bending and (b) downward band bending.
®pp = qVpp where Vgp refers to the band bending potential.

This introduces the concept of charge neutrality level (CNL) which lies between the
VBM and CBM and induces charge neutrality in the near-surface region if the states below
the CNL are filled and the states above the CNL are empty. Reciprocally, if the states
above the CNL are filled or the states below the CNL are empty, then the surface states are
negatively charged or positively charged respectively. The charging or neutrality of these
states depend therefore on the position of the CNL with respect to the bulk Ex. Surface
states are therefore divided into two classes: donor-like or acceptor-like surface states.
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Donor-like are neutral when filled and positively charged when empty, while acceptor-like
are neutral when empty or negatively charged when filled [131, 167]. The CNL is therefore
used to separate acceptor-like from donor-like states.

Let’s now consider an n-type MAPbI3 with both donor and acceptor surface states,
separated by the CNL and with a Gaussian distribution, as depicted in Figure 1.22a.
Ideally, all the donor states below the CNL should be filled and all the acceptor states
above should be empty in order to have charge neutrality. However with the current flat
bands and since the CNL is below Eg, all the states are filled which therefore induces a
net negative charge Q,.; at the surface, which is against the principle of charge neutrality.
Therefore, in that specific situation, the bands have to bend upward (Figure 1.22), which
creates a depleted (of electrons) space charge region at the vicinity of the semiconductor
surface, also called depletion region. This depletion region has a positive charge Qsc and
the bending of the bands will move the CNL closer to Ep, resulting in the partial neutrality
of the acceptor-like states (empty, above the CNL). This band bending will adjust such
that the positively charged space charge region compensates the new net negative surface
states charge Qgs. The charge neutrality at the surface is therefore fulfilled as Qgs +
Qsc = 0. The surface upward band bending in that situation solely originate from the
acceptor states as the donors are neutral.
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Figure 1.22: Band energy diagram of an n-type semiconductor with surface states in (a)
non-equilibrium and (b) thermal equilibrium, where upward band bending occurs and
acceptor-like surface states are formed.

In the specific situation of an n-type semiconductor with only acceptor-like states,
downward band bending would not have been possible as an accumulation of electrons
(instead of depletion) could not have been obtained. Indeed, this would have led to a
negatively-charged space charge region resulting in a total net negative charge, not fulfill-
ing the charge neutrality equation. However downward band bending could be possible
with a weak n-type doping (close to intrinsic) and with a certain energy position of the
donor-like surface states. For the case of a p-type semiconductor, where the majority
carriers are the holes in the valence band, and with a CNL above Er, downward band
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bending would occur at the surface, with the formation of surface donors. These surface
donors are positively charged and compensated by a negatively charged depletion layer
(depleted of holes in the VBM). If both acceptor- and donor-like surface states are present
at the surface, surface band bending will occur and this irrespective of the doping (n or
p) and the induced space-charge region will always be depleted.

Coming back to the Figure 1.22, one can observe that the net charge of the surface
state had to be compensated by the upward band bending to have charge neutrality.
One of the consequences is that Er had to cross the surface state distribution and was
positioned slightly above the CNL. If the surface state density at the CNL is high enough,
about 10*? cm~2 eV~ for a commonly-used semiconductor, Ep will stay close to the CNL
and this irrespective of the bulk doping, temperature change and potentially applied
bias. This phenomenon is called Fermi level pinning because the Fermi level is pinned
at a specific position [168]. From the discussion about surface states and band bending,
several conclusions can be drawn:

e The net charge of the surface states contributes to the position of the Fermi level
at the surface, i.e., the workfunction (WF).

e Therefore the surface Er can be completely different from the bulk Er, and an
inversion can happen at the surface (n-type bulk doping and p-type at the surface).

e The surface states are defined by the atomic structure and terminations of the
semiconductor surface, and therefore, different surface terminations on the same
semiconductor will yield different band bending magnitude and different WF (and
potentially different IE / EA see Figure 1.22).

e The WF will therefore have a contribution from the band bending, in addition to
contributions from surface dipoles and chemical potential [163].

e The density of surface states defines if there is Fermi-level pinning at the surface.

e Adsorption of molecules on the semiconductor surface may induce a change of the
band bending magnitude.

For MAPDI;, two critical interfaces can obviously be defined: the one at the rear sur-

face of the perovskite, which is sometimes just with the substrate, and the one with a
layer deposited on top of the surface of the perovskite.
The bottom interface plays an essential role in the growth of the perovskite as the termina-
tions and orientations of the grains of the substrate (or transport layer) at the rear of the
perovskite will structure the perovskite lattice and growth conditions (grain orientation
and size, roughness. .. ). The selection of the bottom layer undergoes strict criteria, as it
should be compact, with limited-to-no absorption, highly conductive and finally should
be such that they align energetically with the MAPbDI3 absorber. Due to the different
device structures, the bottom layer can either be the ETL or the HTL, with a n-i-p or
a p-i-n structure respectively. Evidently, improvements were achieved by filling out the
aforementioned conditions but some ETL and HTL introduced an additional passivation
due to the chemistry of their surface (see section A.8 of appendix Chapter 1 for more
details).

Apart from its influence on the charge extraction efficiency and the non-radiative losses
at the interface, the bottom layer also plays a role in the formation of the perovskite as
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well as its properties. Olthof et al. have reported a clear change in the chemical reactions
at the interface bottom layer/MAPbI; where metal oxides such as MoO3 and ITO would
initially lead to formation of volatile product before the start of the growth, which led
to different effective absorber thicknesses as well. Besides, the stoichiometry can also be
altered, as different intermediate compounds can be formed [169]. In addition, changing
the bottom layer can vary the doping of the MAPbI3 absorber, where WF variations of
500 meV were reported by solely changing the substrate from ITO to PEDOT:PSS for
instance [169]. Miller et al. and Schulz et al. have also both demonstrated a shift of
the Fermi energy level Er depending on the substrate type, which followed the doping
properties of the latter [170, 171]. By using spin-coating and XPS, Miller et al. have
calculated VBM and vacuum energy values for MAPDbI3 on different substrates and have
reported large changes in the energy band diagrams, as depicted in Figure 1.23 [170].
Likewise, Schulz et al. demonstrated that on a TiOy substrate, MAPbI3 would be n-
doped but slightly p-doped on a NiO substrate [171]. The origin of such a change in the
doping of the perovskite could arise from several origins, such as [140]:

e The different initial formation of the perovskite, resulting sometimes in non stoi-
chiometric phases acting as self-dopants, as previously described.

e Forced alignment of the energy levels due to the substrate workfunction.

e Pinning of the Fermi level due to a highly-doped substrate, such as TiOs,.
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Figure 1.23: CBM, VBM and vacuum energy values for MAPbI3 grown on different
substrates. Both the VBM and the vacuum energy values were determined via XPS and
the CBM value was derived using the calculated bandgap of 1.7 eV. Reproduced with
permission from [170]. Copyright 2014 Royal Society of Chemistry.
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The top layer, either ETL or HTL depending on the device structure, also undergoes
strict criteria, but mainly related to suitable energy alignment, good conductivity and
also processability of the deposition, as the top layer should not damage the underlying
perovskite absorber, which are sensible to temperature and high-energy electrons. It then
becomes evident that the surface energetics of the bare MAPDbI; perovskite absorber,
which are already different from the bulk ones, will be potentially altered depending on
the layers and fabrication processes used, as they can undergo structural and chemical
changes. Besides, the large ionic mobility in MAPbI3 can additionally change the top
interface as layers that accept ions, like polymers, will cause either halide depletion or
enrichment [172, 173, 174]. Transparent conductive oxides are therefore often less used for
ETL top layers as deposition techniques such as sputtering can be quite destructive to the
perovskite layer. Therefore the already discussed Cgy and PCBM fullerene-based layers
are the most used and suitable for an ETL top layer both in terms of energy alignment
and ease of deposition, with an additional passivation effect [175]. As for HTL, top and
bottom layers are most of the time interchangeable as spin-coating is the commonly used
technique, and therefore the aforementioned layers work for a top HTL as well.

Besides the interlayer engineering, the potential defective surface of the perovskite
can also be passivated by a multitude of other techniques. Review papers on that matter
are numerous and give extensive but non-exhaustive lists [176, 177, 178, 179, 180]. Some
example of surface passivation techniques are listed below:

e during the growth via incorporation of alkali elements [181, 182, 183],

e via a self-induced passivation due to a surface enriched with Pbly or MAI for instance
(137, 184],

e via post-deposition treatments such as annealing [185], treatments with additives
[186, 187], Lewis bases and acids [188, 189, 190], organic and inorganic molecules
[191, 192] or salts [70, 193],

e via the deposition or formation of one- (1D) or two-dimensional (2D) perovskites
on top of the three-dimensional (3D) perovskites [194, 195, 196],

e via capping the surface with a wide band-gap material [197, 198, 199].

The aforementioned non-exhaustive list can however affect the surface of the perovskite
differently. Some techniques were therefore reported to passivate the surface defect states,
others to passivate the grain boundaries and another category would induce a better inter-
face alignment, acting more as an intermediate energetic layer rather than a passivation
effect.

1.3.6 Surface photovoltage

The previously discussed surface properties were assuming dark conditions, but the sur-
face energetic quantities are affected by illumination, due to the effect of photo-generated
carriers on the surface states. Let’s consider an n-type semiconductor with surface states
in the dark. As previously explained, acceptor-like surface states will have a net nega-
tive charge and in order to reach charge neutrality, surface band bending (upward) will
occur, which will define the workfunction WFy,,. (Figure 1.24a). If this semiconductor
is illuminated with supra-bandgap photons, charge carriers will be photogenerated near
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the surface and holes will get trapped in these negatively charged surface states while
electrons will go towards the conduction band. The holes will therefore reduce the net
negative charge of these surface states, like a screening process. This will ultimately result
in a reduction of the surface band bending in order to reach charge neutrality, inducing
a reduction of the workfunction WFy;45:,. This process is known as surface photovoltage
(SPV) and SPV = WF ;5 — WF 44,%. The magnitude of the SPV, and therefore the flat-
tening of the bands, depends on the illumination intensity. If upon a certain illumination,
the bands become completely flat, the illumination will be called saturation illumination
and result in a SPV,,;. The SPV will be positive in case of initial downward surface
BB and negative in case of initial upward BB. The sign of the SPV can therefore be
helpful in determining the type (n- or p-) of simple semiconductors but it can be more
challenging to draw a conclusion for more complex ones, such as perovskites [200]. SPV
can be measured using photoluminescence, capacitive pick-up techniques, X-ray photo-
electron spectroscopy or Kelvin probe force microscopy (KPFM) as demonstrated later
in this thesis [166]. When the illumination is switched off, the carriers will recombine and
the SPV will therefore relax. The relaxation of the SPV signal can be studied by tran-
sient SPV measurements which can give information about the carrier dynamics: charge
separation, recombination, drift, diffusion, de-trapping... [201].

(a) in the dark (b) with supra-bandgap
Evac illumination
AR A I SPV (decrease of WF) Evac
A Evac ----mmmmmeamneee ‘ A e A A
EA EA
WF WF
: dark light
> qVBB I -{y QSC > + QSC
% CBM : acceptory % CEM ] acceptor
c EBp - =-==----- == c EBp ---=-----i-~ Qss
w CNL—£ Qs w CNL
: donor donor
VBM / VBM .
: | >
Depletion region Depletion region
- i - i
Distance to surface 0 Distance to surface 0

Figure 1.24: (a) Energy band diagram of a semiconductor with surface states in the
dark: donor-like are neutral, acceptor-like have a net negative charge, compensated by
the surface band bending. (b) Same semiconductor with supra-bandgap illumination.
The charge carriers photo-generated close to the surface (holes) partially screen the net
negative charge of the acceptor-like surface states, which induces a reduction of the surface
band bending and therefore a reduction of the workfunction. This effect is called surface
photovoltage.

When using KPFM on perovskites, the photo-induced changes in the measured SPV
do not solely reflect the reduction of the band bending but can be related to effects
such as heating and charging, variations of the measurement environment, photochemi-
cal processes or the occupation of defect states [200]. These can result in reversible or
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non-reversible variations of the WF upon illumination in timescales varying from seconds
to hours [202, 203, 204, 205, 206, 207]. Reshchikov et al. have studied the effect of il-
lumination on n-type GaN and showed that depending on the light intensity, the SPV
could increase relatively fast or slowly, and that the magnitude was intensity-dependent.
Additionally, they demonstrated that the SPV was dependent on the environment used
(air and vacuum), due to the difference in surface states which induce the surface band
bending. The different fast and slow rise or decay of the SPV before and after illumination
were explained by three mechanisms: the accumulation of photogenerated carriers, the
fast redistribution of charge and the slow photo-adsorption and desorption processes after
illumination [204]. On the same material, Winnerl et al. have reported that the slow
response of the SPV and its slow recovery were caused by localized shallow trap states
[207]. In MAPDI; this phenomenon was also observed and correlated to a combination
of interfacial trap states and ionic migration [202, 203, 208, 209, 210]. Almadori et al.
have reported the occurrence of fast and slow transients when light was shone on the
sample, which they attributed to the SPV effect followed by ionic migration [202], which
were however on a small timescale (less than a minute). Garrett et al. also claimed to
have encountered light-induced reversible ion migration, which was responsible for a long
transient and an equilibrium reached only after a few minutes [203]. Toth et al. have
also observed different components in the SVP signal of perovskite upon illumination
(fast and slow) which they associated to different physical phenomena such as generation
of charge carriers at the surface, ion transport or migration and charge accumulation [211].

The previous discussions on the surface properties, energetics and alteration of the
perovskite surface indicate how important the understanding of the surface is in order
to achieve record-efficiency solar cells. Determining the surface structure (terminations,
surface states, defects, dipoles...) and energetics (WF, EA, IE,...) is crucial in order
to understand where potential losses come from. A multitude of instruments and tech-
niques can be used for that matter, such as scanning electron microscopy (SEM), X-ray
and ultraviolet photoelectron spectroscopy (XPS/UPS), secondary ion mass spectroscopy
(SIMS)... A summary of most of the techniques used to study the surface of semicon-
ductors, their resolution and some limitations is available in section A.9 of the appendix
Chapter 1. From these techniques, scanning probe microscopy (SPM) stood out as a
useful way to access different important aspects of the surface of perovskites, such as the
local density of states, the surface bandgap, the density of surface states, the WF and the
grain boundary band bending. The techniques related to scanning probe microscopy will
be discussed in the next chapter, as most of them were used during this thesis.
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Scanning Probe Microscopy

Scanning probe microscopy (SPM) refers to a broad range of techniques which use a
probe, or a tip, to scan the surface of a sample in order to image different properties of
this surface. Insulating, conductive and semi-conducting materials can be measured using
these techniques and in different environments, such as in air, in inert gas, in vacuum (high
and ultra-high as well) but also in liquid environments [212, 213, 214]. The first SPM
technique was invented in 1981 by Rohrer, Binnig and Gerber at IBM Ziirich [215] where
they used an atomically sharp metallic tip to locally measure the current from a metallic
surface. This technique was called scanning tunneling microscopy (STM) and will be
detailed in the first section as it is one of the characterization methods used throughout
this thesis. Section 2.2 will then describe the working principle of AFM and KPFM while
section 2.3 will introduce the SPM machine and the important parameters used during
STS and KPFM measurements. Finally, section 2.4 will review some of the SPM work
on perovksite available in the literature.

2.1 Scanning Tunneling Microscopy/Spectroscopy

Scanning tunneling microscopy (STM) is based, as its name indicates, on the principle
of tunnel effect. Figure 2.1 represents a particle wave function 1. In classical mechanics,
if such a particle encounters a potential barrier U, and does not have sufficient energy
to surmount it, the particle will not be able to reach the other side of the potential
barrier. However, due to electrons (and holes) being known to have a wave-particle
duality, quantum mechanics demonstrated an alternative to this problem where, if the
barrier is sufficiently small, i.e. within a few nanometers, the probability for a particle to
exist on the other side of the potential barrier is non-zero. The stationary Schrodinger
equation was used firstly by Friedrich Hund to describe how the wave function changed
when passing through and after the potential barrier. As represented in Figure 2.1, when
both the width (L) and the height (U,) of the barrier are finite, there is a probability that
the wave penetrates, or tunnels through, the barrier where it will be gradually attenuated
(almost exponentially). Depending on the width L and height U,, there will a probability
for the wave to emerge on the other side of the barrier in a form of a transmitted wave.
After tunneling through the barrier, the wave function of the particle will therefore be
changed and will depend on the transmission probability, which is based on the initial
energy of the incident particle and the width and height of the potential barrier.

STM uses an atomically sharp and metallic tip which is brought within a few nanome-
ters of a sample’s surface. Using the same analogy as the one explained for the tunnel
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Figure 2.1: Sketch of the tunnel effect where a wave function of a particle exponentially
decays when tunneling through a potential barrier, of width L and height U,.

effect, the density of electrons (or holes), which have wave-particle duality, does not drop
to zero at the surface of a material, but it will decay exponentially on the outside (ambi-
ent, inert atmosphere or vacuum), which can be seen as the potential barrier. When the
metallic tip is approached within a few angstroms or nanometers of a conductive material
(Figure 2.2a), the electron clouds that surround the atoms at the surface of this material
will overlap with the electron clouds surrounding the atoms of the tip, as depicted in
Figure 2.2b. Therefore, applying a voltage between the tip and the sample will induce
the tunneling of electrons, from the sample’s surface to the metallic tip, or the other way
around, creating a tunneling current, which will be a measure of the wave function overlap
of sample and tip and which will depend on different parameters.

In quantum mechanics, an electron with an energy E > U can be described by a wave
function 1, which satisfies the one-dimensional Schrodinger equation. In the allowed
regions, the solutions of this equation are given by [216]:

0(2) = p(0)e= k= [ 2= F)

k is called the wave vector. In addition, as previously discussed, quantum mechanics
demonstrate that electrons can penetrate the energy barrier U, even with an energy E
< U, but in that case the wave function will decay exponentially with the width of the
barrier.

Therefore in this forbidden region (region 2 of Figure 2.1), the solution of Schrédinger
equation will be:

(2.1)

Lk 2m. (U, — F)
0(z) = () = [T = 2.2
k is called the decay constant and describes the penetration of electrons through the
potential barrier. Equation 2.2 only represents the tunneling from region 1 to region 3
(Figure 2.2), but there is also a probability for electrons to tunnel from region 3 to 1.

Therefore the total wave function 1(z) has for solution [218]:

1(z) = Ae?** + Be™**  for 7z < z;
P(z) = Po(z) = Ce " 4+ De"* forz; <z |zs (2.3)
P3(z) = Fe** for z > z;
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(@)

Figure 2.2: (a) Sketch of the STM tip scanning the surface of a conductive sample. (b)
Zoom of the red circle of (a) where atoms are depicted as circles and which represents the
overlap of the electron cloud surrounding the tip and the surface of the sample. Adapted
from [217], Copyright (1985), with permission from Elsevier.

A, B, C, D and F are all complex numbers. A represents the amplitude of the incoming
wave, B is linked to the amount of reflected wave, C refers to the coefficient linked to the
wave function that tunnels through the barrier, D a reflection of the latter at the position z;
and F is linked to the amount of transmitted wave. The probability density of an electron
being at a certain z position is proportional to [¢)(0)[%. The ratio of the probability density
of the transmitted (¢;(z)) wave over the incident wave (1;(z)) can therefore be deduced
by solving the equation with a computer algebra system and is written as follows [218]:

Wi(2)]* _ FP? 4Kk
()2 AR (K? + K2)2sinh2(kzy) + 4k2K2

T represents the probability for an electron to be transmitted from the region 1 to
region 3, or to tunnel through the barrier, and can be called the transmission factor. T is
also equal to ratio of transmitted current (I;) over incident current (I;). Several theories
can be used to model the current but the most widely used is based on Bardeen’s first
order perturbation theory [219], which was later extended by Tersoff and Hamann [220]
and Chen [221].

From now on, region 1 will be considered to be the surface of the conductive sample,
region 2 vacuum and region 3 the tip. Taking this into consideration, the barrier that
electrons, at the surface of a conductive sample, face in order to be removed from the
solid into a vacuum is the WF ¢, which was defined before as Eyac - Er, and where
Evac is the vacuum energy level and Er the Fermi energy level. Considering that the
WEF of the sample and the WF of the tip are different, the Bardeen model considers
first a separability of the system sample-vacuum-tip in the case of the tip being far away
from the sample and where both wave functions (tip and sample) will vanish in vacuum.
However, when brought close together, a one-dimensional tunnel junction can be used
and is represented in Figure 2.3.

Us and U, are the potential functions of the sample and the tip respectively. Ep, and
Ep; are the Fermi energy level of the sample and the tip respectively when isolated. p;
and p; represent the density of states at an energy E at the surface of the sample and at
the surface of the tip. When the tip and sample are in close vicinity and when a positive
voltage V is applied to the tip (or negative to the sample), there is an increase of the
density of filled energy states in the sample that can tunnel through vacuum towards

T (2.4)
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Sample Vacuum Tip

Energy

0 d Distance

Figure 2.3: Energy band diagram representing the model of a one dimensional tunnel
junction. U, and U, are the potential functions of the sample and the tip respectively.
Eps and Ep, are the Fermi energy level of the sample and the tip respectively when
isolated. ps and p; represent the density of states at an energy E at the surface of the
sample and at the surface of the tip.

the empty states of the same energy of the tip, which is called elastic tunneling. The
tunneling current, which depends on the applied voltage, can therefore be determined. In
the first version of the Bardeen approach, the time-dependent perturbation theory and
the Hamiltonian model are used. The tunneling current can be calculated as a sum of
different components: a tunneling matrix element M, which depends on the WF's of the
tip and of the sample, and the Dirac delta function [218].

Bardeen’s model then includes an energy dependent approximation which introduces
the density of states of the tip and the sample (p; and p, in Figure 2.3), which are linked
to the Dirac delta functions. Therefore, considering an energy state € between 0 and eV
(V being the potential applied), the tunneling current can be written as follows:

dre [V
I=— [ ple—eV)ps()|M(e)]" de (2.5)
0
where M is the matrix element discussed above, which depends on the WFs of the tip
and the sample amongst other things [218]. Considering a one-dimensional barrier, the
matrix element can be simplified and the tunneling current becomes:

4 eV
I'= % pi(e —eV)ps(e)T(e, V., d) de (2:6)
0

This brings back the transmission factor which can be written as follows:

T(e,V,d) x exp [—Qd\/i_? (¢t —|2- s + % — e)] (2.7)

Equation 2.6 is the Bardeen equation for a one-dimensional barrier in the low temper-
ature case, which considers that all levels below the Fermi level are filled and all levels
above are empty, which is also called the Fermi step function. However, the actual distri-
bution of the Fermi distribution is not a step function and therefore other equations exist
for a better approximation of the tunneling current [218]. Compared to equation 2.6, an
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additional term, linked to the Fermi-Dirac function would be added in the integral, and
the limit of the integral would be from minus infinity to infinity.

In addition to Bardeen’s equation of the tunneling current, the Tersoff-Hamann’s ap-
proximation is generally used to simplify the equation. The latter stipulates that the
applied voltage used for tunneling is considered so small that both the energy dependence
of the matrix element and the energy dependence of the densities of states can be ne-
glected, and that the tip wave function is approximated to be a spherical s-shape (or that
the tip states in tunneling are mostly s-orbitals) with a radius of curvature R centered
at r;. In addition, they described the wave function of the sample’s surface with a plane
wave Fourier expansion. This led to the following simplification at small voltages:

I x ps(Ep,m) (2.8)

They therefore demonstrated that the tunneling current was proportional to the local
density of states (LDOS), which is just the density of states at a specific local position,
for example around a specific atom. Lastly, they compared their approximation at small
voltages to a large voltage approximation by considering the limit of very small voltages.
This brings the following equation, with zy the distance between the center r; and the
sample’s surface [218]:

pres—Ham (B 20) = LDOS(Erp, 2p) = preevelt-appr (¢ = 0) x T(e = 0,V = 0,d = z)
(2.9)
However the Tersoff-Hamann’s model only considers s-wave tip, which is not essen-
tially the case for the apex of the STM tip and depends on the type of materials used
(d-p orbitals for transition metals for examples) [218]. Therefore Chen [221] expanded
the Tersoff-Hamann’s approximation for different types of orbitals, which will not be dis-
cussed further in this thesis. As expressions of the tunneling current and ways to calculate
them have been displayed, the principle of STM can be discussed.

STM consists in a conductive tip which is brought within a few nm or angstroms of a
conductive surface. As previously described, a voltage is applied, to the tip or the sample,
and electrons from the filled states of one side tunnel through vacuum to the empty states
of another side, which forms the tunneling current. Therefore, STM can access the local
density of states at the surface of a sample, either the filled or empty states depending
on the voltage applied. In order to move the tip in the three directions (x, y and z), and
image the properties of the surface of a conductive sample, the tip, often made of tungsten
(W) or platinum-iridium (Pt-Ir) alloy, is attached to a piezodrive that consists in three
perpendicular piezoelectric transducers (Figure 2.4). Therefore, voltages are applied on
the x, y piezo transducers to move around the surface and coarse controller will be used
for the z piezo to bring the tip and the sample within a distance of a few nanometers or
a fraction of a nanometer. This will generate a tunneling conductance and by applying a
voltage between tip and sample, a tunneling current will be created [216].

STM can operate in two modes: constant-height or constant-current mode. In the
constant-height mode, the tip is maintained at a certain height and is scanned over the
surface while the tunneling current is monitored. This method can be used to measure
the LDOS of an atomically flat conductive surface as the Tersoff-Hamann’s approximation
demonstrated that the tunneling current was proportional to the LDOS at Er. However
thermal drift and piezo creep are predominant in constant height-mode at room temper-
ature and above, which results in difficulties to acquire LDOS with a precise resolution.
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Thermal drift refers to the distortion of images due to the heating of the components
of the microscope, and therefore is not only linked to the heating of the piezo elements.
Piezo creep is the delay time it takes the piezo transducer to respond from a sudden jump
in voltage from the electronics linked to a fast change of the electric field. For example,
at the end of a line scanned in the +x direction, a piezo extension still remains while the
voltage has changed to scan in the -x direction, which induces a slight displacement as a
function of time. In addition, rougher samples with atomic steps or deeper grain bound-
aries will result in either a change of tip-sample distance, which will change the tunneling
current by several orders of magnitude, or undesirable tip-sample interaction, which can
alter, damage or break the tip. Therefore this mode is mostly used for measuring atomic
flat samples at low temperatures.

l l l Control voltages for
piezoelectric transducers i
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Figure 2.4: Sketch and working principle of a scanning tunneling microscope.

The constant-current mode, which will be used for this thesis, consists in maintaining
a constant tunneling current between tip and sample to image a sample. The constant
current will result in a continuous adjustment of the tip height (z piezo) while the tip-
sample distance will remain constant, as it is proportional to the tunneling current. The
working principle is depicted in Figure 2.4. In order to keep a constant current, a value for
the current is first set by the user through the computer interface, which the electronics will
translate in a certain voltage applied to the z piezo electrode. The electronics, via an auto-
approach loop, will gradually reduce the tip-sample distance until the measured current
(via an ammeter) matches the set value. Then the scan will start in the x and y direction.
At each (x,y) position, the tunneling current will be measured (I,,,¢4s) and compared to the
set current (I:). Using a proportional-integral-derivative (PID) controller (see section
B.1 of appendix Chapter 2 for a short description), the electronics will adjust the tip-
sample distance, by applying a voltage on the z piezo, to nullify the difference L,,,cq5-Ises-
This is also referred to as the feedback loop.

Therefore STM using the constant-current mode is more suitable with polycristalline
thin films such as perovskite films where the surface roughness is relatively large (tens
to hundreds of nanometers for example) and where steep height steps exist, for instance
grain boundaries. Due to these conditions and the low bandwidth of the feedback loop,
scanning rough films is much slower than the fast scan of atomically flat surfaces using
constant-height mode. Using these techniques, the contour of the topography and the
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atoms at the surface of a sample can be acquired in the three dimensions (x,y,z), which
is however a simplified vision of the interpretation of an image acquired using STM. As
discussed previously, the tunneling current is calculated using the density of states of
the sample (and the tip). Therefore if a perovskite sample is considered, atoms that are
supposedly at the same height in a specific grain but have different chemical elements
will induce different density of states, which will result in different tunneling current and
therefore different apparent height in the constant-current mode. In addition, depend-
ing on the applied voltage, the acquired image will represent either the filled states or
the empty states at the surface of the samples, which will also change the apparent height.

STM is not only a useful technique to image the surface of a conductive sample with
atomic resolution, it can also be used to spatially resolve the electronic properties of the
latter using scanning tunneling spectroscopy (STS). In STM, acquiring an image with
the constant-current mode is performed at a specific voltage, which also means a finite
density of states of the sample. A small increase of the voltage (dV') will shift some of
states down and lead to a change of the tunneling current by dI. The principle of STS
is therefore to measure the tunneling current as a function of a range of voltages at a
specific position, which will result in the acquisition of an I-V curve as depicted in Figure
2.5 for the case of MAPbDI;.
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Figure 2.5: Tunneling current of a MAPbI3 sample as a function of the applied voltage,
acquired using STS. The voltage is applied to the sample.

As previously discussed, the tunneling current is a convolution of the DOS of the tip
and the DOS of the sample (2.6). Using this equation 2.6 and assuming a constant density
of states for the tip (which is usually unknown), the differential conductance, dI/dV, is
calculated as follows [218]:

dl  4me (e, V,d)

eV aT
T €ptps(€V)T(€V, V7 d) + Pt ps<€> oV
0

ar 2.1
v - h de (2.10)

By further assuming that the transmission factor T is constant, equation 2.10 becomes:

dl Are?

-~
~

av h

peps(eV)T(eV, V., d) (2.11)
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A last assumption that the transmission factor is voltage-independent leads to the
conclusion that the differential conductance, in its simplest approximation, becomes pro-
portional to the LDOS of the sample, dI/dV « ps(eV) = LDOS(eV'). This approxima-
tion is often used in STS as it enables to access the LDOS of a sample by only measuring
dI/dV at different voltages. However, the transmission factor strongly depends on the
applied voltage as presented in equation 2.4 and cannot be taken as constant. T actually
induces an exponentially increasing background signal in the dI/dV spectra, which can
be neglected when normalizing dI/dV by I/V as shown by Feenstra et al. [222]. Using
their calculations, they obtained the following equation:

d%—d‘/y x ps(eV)T(e =€eV,V,d) x LDOS (2.12)

The normalized conductance (d1/dV)/(I/V) therefore brings a closer approximation
of the LDOS and does not diverge for large voltages compared to the conductance dI/dV.
However for the case of semiconducting materials with a bandgap and forbidden states,
the normalized conductance diverges near zero voltage when the current is supposedly
zero. Feenstra et al. however demonstrated that by broadening the 1/V, a broadened
and normalized (dI/dV)/I/V would be best to approximate the LDOS and the surface
band gap [223], but this broadening will be discussed in Chapter 4. For all the previous
approximations, the DOS of the tip were assumed to be constant, but this is usually
not always the case. As STS and the dI/dV originally contained a dependence on the
tip DOS, STS measurements should ideally be measured with different tips in order to
observe the influence of the tip DOS on the dI/dV [218].

Besides the single point spectroscopy of the STS which is useful to have an approx-
imation of the LDOS at a specific point or atom, the scan stage of the STM can be
used together with the spectroscopy to acquire an image of the LDOS at the surface of
the sample. The method is called current-imaging tunneling-spectroscopy (CITS) or grid
spectroscopy and consists in creating a grid where each point or pixel will be used for
a STS. This process results in an image of the LDOS at the surface of the conductive
sample.

2.2 Atomic and Kelvin Probe Force Microscopy

STM however only works for (semi-)conducting samples and as explained in the previous
section, the contour of the topography that STM depicts is rather a map of either the
local filled or empty states at the surface of the material. In 1986 Binnig, Quate and
Gerber invented the atomic force microscope (AFM) [224], which consisted in measuring
the inter-atomic forces between a tip and a sample, which could be insulating, compared
to measuring the tunneling current in STM. Several forces exist between a tip and a
sample, which can be classified as long-range and short-range forces. The van der Waals
force contributes to the long-range forces, and is a force acting between neutral atoms or
molecules without a permanent dipole moment [218]. Even though atoms are electrically
neutral, their electron density can temporarily shift greatly to one side of the nucleus,
inducing a spontaneous dipole which can either attract or repel other atoms. Therefore
van der Waals forces include both attraction and repulsion force between atoms, molecules
and surfaces. These forces are the weakest of the weak chemical forces with very low energy
per bond and therefore vanish rapidly when the tip is far away from a sample [218]. If the
shape of a tip is approximated with a sphere of radius R and the sample by a semi-infinite
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solid, which is at a distance D of the tip, the van der Waals interaction energy can be
described as follows [225]:

HR
UdvW = —6—D, H = WszA,oB (213)

H is the Hamaker constant which is a property of a material that represents the
strength of the van der Waals force, C is a coefficient resulting from the calculation of
the atom-atom pair potential and p4, pp are the atom densities of the tip and the sample
respectively [218]. From equation 2.13, the van der Waals force between tip and sample
can be calculated and is:

HR

v = =y (2.14)

For tip-sample distance up to 1 nm, the van der Waals force is the predominant force
but below this limit, short-range forces, either repulsive or attractive, exist due to the
overlap of the electron wave functions of the sample and the tip, as already discussed in the
previous STM section. When the tip and the sample are approached such that the overlap
of the electron wave functions of their outer shell (chemical bonds) reduces the total
energy, then the short-range force is attractive. However, when the tip-sample distance
becomes too small, there will be a repulsion force caused by the repulsive interaction
between the electron wave functions of the inner shells of the tip and the sample. This
repulsive interaction is also composed of the Pauli exclusion principle that states that two
electrons cannot occupy the same energy state. The long-range van der Waals interaction
and the short-range interactions between a tip and a sample can be expressed by the

Lennard-Jones potential [218]:
R 2 RA®
- (2)

Uy is the depth of the potential well, corresponding to the area where the total force
changes from a predominance of the attractive force to a predominance of the repulsive
force. 1 is the distance between the atoms and R, the distance at which U;; = 0.
The term in —1/75 corresponds to the attractive contribution while the term in 1/712
to the repulsive contribution. The corresponding total force between tip and sample as
a function of the tip distance can be accessed with the partial derivative F' = %—g and
can be visualized in Figure 2.6. In addition to the previously described forces, another
long-range force exists, which is the electrostatic interaction. If a conductive sample with
a certain WF or a sample with trapped electric charges at the surface are approached to a
conductive tip with another WF, the system tip-sample can be considered as a capacitor
where the capacitance depends on the tip-sample distance. The electrostatic force that

results from this distance-dependent capacitance C(z) can be defined as follows:

ULJ(?”) :4*U0 (215)

1
Fu(z,AV) = —§Z—SAV2 (2.16)

AV is the potential difference between tip and sample that will change the energy of
the capacitor and can be expressed by:

A
AV = %ias - T (217)



56 Chapter 2. Scanning Probe Microscopy

Viias is the bias applied between the tip and the sample and A® is the WF difference
between tip and sample. If no voltage is applied, Vs = 0, then AV is only equal to
the WF difference between the tip and sample, divided by the elementary charge, which
is called the contact potential difference (CPD), and the electrostatic force only results
from this CPD.
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Figure 2.6: Derivative of the Lennard-Jones potential as a function of the tip-sample
distance. Force response curve between tip and sample in AFM, with the regions of the
different modes (contact, non-contact and tapping modes).

After discussing the different forces that occur between the tip and the sample, the
concept of atomic force microscopy will be explained. Contrarily to the STM which
requires a conductive tip mounted on a tip holder, AFM requires the use of a cantilever
with a tip at its end. The cantilever holder is, similarly as to STM, mounted on a
piezodrive with three piezo transducers (x, y and z). As the tip, attached to the cantilever,
approaches the surface of the sample, it senses the long-range force and the tip will be
attracted, which bends the cantilever towards the sample, until the tip touches the sample
(called snap-to-contact). If the distance is further increased, the tip still touches the
surface of the sample but this time the repulsive forces make the cantilever bend towards
the opposite direction of the sample. While in constant-current STM, the electronic, with
the help of the feedback loop circuit, monitors and compares the tunneling current to a
certain set value, AFM on the other hand monitors the deflection of the cantilever and
uses it as the feedback signal. To that end, a beam-deflection detection method (Figure
2.7) is used where a laser beam is focused on the end of the back side of the cantilever,
which will be reflected into a split photodiode (two photodiodes separated by a small slit).
Therefore, a change in height on the sample’s surface will lead to a variation of the forces
between tip and sample, resulting in the deflection of the cantilever and a variation of the
signal intensity measured by the photodetector.

Due to the different forces occurring between the tip and the sample, different scanning
methods exist for AFM. Contact mode is used when the tip touches the sample’s surface
and when only repulsive forces deflect the cantilever. The cantilever is not excited and
therefore does not oscillate, as the force applied due to the direct interaction between
the sample and the tip is enough to deflect the cantilever. This mode is often used for
robust samples that can handle high applied forces from the tip or for samples in liquid.
It is also the basis of conductive AFM (c-AFM) to measure the current between the
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Figure 2.7: Sketch of the beam-deflection detection method used in AFM.

tip and the sample. In the second mode, intermediate or tapping mode, the cantilever
is externally oscillated at a driving frequency near its resonance frequency. This is the
most used mode when performing AFM in ambient conditions and it consists in using
large oscillation amplitude such that the tip comes into intermittent contact with the
sample’s surface and therefore the short-range interactions prevail in that mode. For
each oscillation cycle, the large oscillation will make the tip touch then detach from the
sample. Lastly, contrarily to the two previous modes, the non contact (NC) mode uses the
attractive force between the tip and sample and enables the tip to not purposely touch
the surface of the sample, which could potentially damage it. These AFM modes are
also tightly linked to the feedback signal used to image the topography of a sample. The
cantilever deflection leads to a change of its oscillation frequency and/or its oscillation
amplitude. Therefore the AFM electronics can either use the change in frequency or
amplitude in its feedback loop to regulate the tip-sample distance, therefore the detection
modes are called amplitude modulation (AM) and frequency modulation (FM).

In AM-AFM (Figure 2.8a), the driving frequency (wWarive) is fixed, near the resonance
frequency (wp), and a fixed driving amplitude (Ag.;pe) is set. The measured value for the
feedback is the oscillation amplitude (A), which is different from the driving amplitude
due to the environment damping. Due to the dependence of the force gradient on the tip
sample distance and the resonance frequency [218], any change in the topography height
(increase or decrease in tip-sample distance) will change the force gradient, inducing a
change of wp, which in turn will change the oscillation amplitude A (and the phase). The
feedback loop circuit measures the variation (error) A and the AFM electronics changes
the tip-sample distance such that A comes back to its original value. The dependence
of the amplitude is generally accepted to be dependent on the force while the resonance
frequency depends on the gradient of the force [226]. In FM-AFM (Figure 2.8b) on the
other hand, the cantilever oscillates at its resonance frequency and the amplitude is kept
at a constant value. A change in the topography height will induce a shift of the resonance
frequency, and ultimately a shift of the oscillation frequency. The feedback loop circuit
will measure this frequency shift (error) and the electronics will change the tip-sample
distance in order to come back to the initial frequency [218].

Several other parameters are important in AFM beside the driving and oscillation
frequencies and amplitude. The force constant k of the cantilever gives an indication of its
stiffness and whether it is suitable to use this cantilever for certain samples. The quality
factor Q of the cantilever depends on the cantilever as well but also on the operating
environment (ambient or vacuum) and is a measure of the energy loss of the oscillation
due to damping, by calculating the ratio wo/Aw. Ambient conditions therefore reduce
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considerably the Q factor, which can be of a few hundreds, while it is of a few tens of
thousands in ultra-high-vacuum (pressure lower than 1072 mbar) [226].
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Figure 2.8: Representation of the (a) AM-mode AFM and (b) FM-mode AFM. Reprinted
from [226], Copyright (2011), with permission from Elsevier.

While tapping (intermittent) mode always uses the AM feedback loop, the non-contact
mode can either use the AM in ambient pressure or FM feedback loop in vacuum envi-
ronment. This is mainly due to the damping in ambient conditions which inhibits the
use of FM (low Q factor and therefore broad resonance frequency) and due to the lack of
damping in vacuum environment which results in very slow change in the oscillation am-
plitude upon tip-sample interaction (high Q factor). As the aim of this thesis is to study
the pristine surface of perovskite absorbers, which are relatively rough and made of both
organic and inorganic compounds, the method of choice is FM-AFM in ultra-high-vacuum
(UHV) where the contamination of the sample can be kept to the minimum. The end
of this section will focus on the FM-AFM setup and FM Kelvin probe force microscopy
(FM-KPFM) which is depicted in the schematic diagram of Figure 2.9.

In FM-AFM (left part (with blue lines) of Figure 2.9), the cantilever is mechanically
oscillated at its resonance frequency f, with a set-amplitude Ay. Any change in height
due to the topography will induce a deflection of the cantilever oscillation frequency and
amplitude which will induce a variation of the reflection of the laser beam on the posi-
tion sensitive detector (PSD). The signal is then amplified and the measured oscillation
amplitude A,,..s is compared to the set value Ay and the amplitude regulation system
(composed of a positive feedback amplifier, band-pass filter and phase shifter) keeps the
amplitude oscillation constant. In addition, a phase-locked-loop (PLL, or FM demodu-
lator) measures the frequency f,,.s and compares it with fy with Ay = f — f,. Initially
a certain Ay is set by the user through the computer, which corresponds to a certain
tip-sample distance, and the frequency feedback loop varies the Z piezo in order to keep
that set Ay value constant, which will give the topographic signal.

As previously explained, there is an existing electrostatic force between tip and sam-
ple defined by equation 2.16, which is generated by the differences in WF between tip
and sample (Figure 2.10a). Therefore there is a need of a method to measure this WF
difference separately from the topography mapping which relies on the regulation of the
7, piezo using the feedback loop of the frequency shift. To that end, FM-KPFM uses, in
addition to the mechanical oscillation of the tip at its resonance frequency, an applied AC
bias (Va¢) to create an electrical contact between tip and sample and which induces a
modulation of the electrostatic force [226]. This electrical contact will cause the sample
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Figure 2.9: Schematic diagram of FM-KPFM. The left blue part represents the FM-AFM
for acquiring the topography and the right green part the FM-KPFM for acquiring the
CPD map. PSD refers to position sensitive detector.

and tip to be charged, inducing an equilibrium through the alignment of the Fermi energy
levels (Figure 2.10b). This will result in a creation of a contact potential difference (CPD)
between the vacuum levels of the tip and the sample, that can be defined by equation
2.18 if the bias is applied to the sample:

cpp— L= (2.18)

e

The modulated electrical force induced by the applied V 4¢ and the resulting CPD can
be nullified by using an external DC bias (Vp¢) applied between the tip and the sample
with the same magnitude as the CPD (Vopp) but in the opposite direction (Figure 2.10c).
Therefore by monitoring the change of Ve at the surface, a mapping of the CPD can be
acquired.

Furthermore, if the WF of the tip is known, a map of the WF of the sample can
be retrieved. The additional equipment required for FM-KPFM is represented in Figure
2.9. First an AC bias is applied between the tip and sample. As already discussed, the
frequency feedback loop measures Ay, which is used for the topography regulation, but
the Ay signal can be fed into the lock-in amplifier which will then go into the KPFM
controller. The KPFM controller acts as a feedback loop by applying continuously a V¢
that will nullify the lock-in output signal. The Vpe will be monitored in order to map
out the CPD of the sample.

In addition to avoiding oxygen contamination by using KPFM in UHV, FM-mode has a
higher spatial resolution than AM-KPFM and is less prone to topography-induced artifact
because in FM-KPFM, the gradient of the electrostatic force is detected which means that
the electrostatic interaction mainly occurs between the tip apex and the sample surface,
while in AM-KPFM the force is detected, resulting in a greater contribution from the
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Figure 2.10: Sketch of the energy band diagrams between tip and sample for three cases:
(a) the tip and sample are at a distance d of each other and no electrical contact is made,
typically the case of FM-AFM. The Fermi energy levels are not aligned. (b) The tip is
brought close to the sample and an AC voltage (V) is applied between them, which
make them in electrical contact. The Fermi energy level are aligned, which creates a
contact potential difference (CPD) between the vacuum energy levels. (c¢) a DC voltage
(Vpe) is applied to nullify the CPD and therefore the previous AC voltage, which enables
the measure of the CPD.

cantilever [226, 227]. However, the energy resolution in AM-KPFM is generally better
than in FM-KPFM [226]. Besides, the resolution of both the topography and CPD signals
depends on the quality of the tip, such as its Q factor, its shape, its coating...

Besides the previous quantities that STS and KPFM can measure, these two techniques
can enable further characterization of the surface’s properties. For example, instead
of measuring the tunneling current for a range of voltages, which gives the LDOS, the
tunneling current can be measured while the tip-sample distance is varied, which can
result in the extraction of the local WF [218]. The capacitance of the sample’s surface
can also be monitored by using the electrostatic force already used by KPFM, a technique
commonly called as scanning capacitance microscopy (SCM). Besides STM, STS, AFM
or KPFM, SPM regroups a multitude of other techniques. Conductive-AFM (c-AFM) is
used to map out local I-V curves using contact AFM and conductive samples. Magnetic
force microscopy (MFM) can retrieve the magnetic structure of a sample surface while
piezoresponse force microscopy (PFM) can identify the different ferroelectronic domains
at the surface of a sample. Many other techniques exist and are used to determined
different properties of perovskite’s surface [213].
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2.3 Measurement setup

As previously discussed, scanning probe microscopy is the method of choice to character-
ize the surface properties of the perovskite absorbers in this thesis. Sections 2.1 and 2.2
focused on the working principle and state of the art of SPM, and more precisely STM,
STS, AFM and KPFM, so this section will go into the details of the machine and the im-
portant parameters when carrying out STS and KPFM. The scanning probe microscope is
a Variable Temperature-AFM (VT-AFM) from Scienta Omicron and is depicted in Figure
2.11. The machine runs in an ultra-high-vacuum (UHV) environment with pressures that
range from 107! to 107!° mbar. In order to get down to such low pressures, a turbo
pump (connected to a rotary vane pump), an ion getter pump (analysis chamber) and a
titanium sublimation pump (TSP) are used. In order to keep a very good UHV despite
the introduction and annealing of new samples, the titanium filaments of the TSP have
to be heated (high current) periodically, which reduces the gas pressure in the chamber.
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Figure 2.11: Picture of the VT-AFM from Scienta Omicron and description of some parts
and components.

The mechanical noise is reduced using a high-quality vibration decoupling system (soft
springs + damping mechanism). The samples were introduced inside the SPM using a
vacuum suitcase (Figure 2.12a).

The latter was previously connected to the back of the nitrogen glovebox and the sam-
ples were taken inside this suitcase using a wobble stick in a nitrogen environment. The
vacuum suitcase was then pumped and connected to the load-lock antichamber (Figure
2.11), which was then also pumped. When reaching a low enough pressure, the gate valve
of the vacuum suitcase was opened and the samples were transferred on the carousel of
the load-lock. The antichamber was left pumping until reaching pressures of 10~7 mbar
and the gate valve between the antichamber and the tranfer /heating chamber was opened.
Using the transfer rod and the manipulator (Figure 2.11), the samples were brought close
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Figure 2.12: Pictures of (a) the vacuum suitcase, (b) the analysis stage from [228], (c)
STM tip, (d) KPFM tip from [229], (e) load lock carousel with two samples on their
sample holder and one KPFM tip on its holder, courtesy of Evandro Lanzoni.

enough such that the wobble stick could take a sample and place it on the analysis stage
(Figure 2.12b). The samples (maximum 10x10 cm?) were placed and fixed on a sample
holder (Figure 2.12¢) using conductive clamps. The tip of the STM were made in-house
using a tip preparation tool (Scienta Omicron) and introduced in the STM tip holder (
Figure 2.12¢), while the KPFM cantilevers and tips were bought (Nanoworld) and glued
on a cantilever holder (Figure 2.12d) using a UHV-friendly glue (Epoxy Technology).

2.3.1 Scanning Tunneling Spectroscopy

In order to carry out STM and STS measurements, a tungsten (W) wire was etched to
form a sharp metallic tip which was mounted on an STM tip holder (Figure 2.12¢). The
tip was then approached close to the sample using a remote control and by monitoring the
tip-sample distance through the reflection of the tip on the sample. As soon as approaching
the tip to the sample became challenging due to uncertainties of touching the sample’s
surface, the tip approach became automatic and driven by the electronics of the SPM.
As the STM mode used was constant-current (see section 2.1), a positive or negative gap
voltage was applied between the tip and sample and a value for the tunneling current
(in the order of pA to nA) was set. Two modes could be used for the tunneling current,
either low- or high-current mode. For the low-current mode, the electronics would limit
the measured current to 3.33 nA while it would be 333 nA for the high-current mode.
For this thesis, only the low-current mode yielded satisfactory results. The gap voltage
depended on the sample, but for semiconductors it is necessary to have voltages above
the bandgap in order to sense a tunneling current from the empty or filled states of the
samples.

Once the auto-approach was finished (see section B.2 of appendix Chapter 2 for a brief
description), the scan size was then set, which could vary from a few square nanometers
to maximum 8x8 ym?. The scan speed was also set by adjusting the raster time (time
between each pixel) and was usually between 80 to 300 nm/s, which was relatively low.
Lastly the loop gains (P and I) were set but adjusted during imaging. During this PhD
thesis, STM on perovskites found itself to be rather challenging and required the samples
to have very good conductivity. As an example, imaging co-evaporated MAPDbI; was
not possible while it was the case for solution-based MAPbI;. Therefore the varying
intrinsic properties, such as doping, between samples from different fabrication methods
are important. In addition, large negative voltages (applied to the sample, synonym of
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filled valence states of the sample) were in general the best conditions in order to measure
a sufficient and stable tunneling current which resulted in stable images, as also reported
by Ohmann et al. [230].

For current imaging tunneling spectroscopy (CITS), more parameters were required
and explained in section B.3 of appendix Chapter 2. CITS enables the acquisition of
tunneling current maps at different voltages, which can then be extracted pixel by pixel,
area by area on in average in order to access the I-V curve and thereafter the LDOS.

2.3.2 Kelvin Probe Force Microscopy

As previously discussed in section 2.2, the mode used for this thesis is frequency mod-
ulation KPFM (FM-KPFM). To that end, Si cantilevers with a tip coated with Pt/Ir
(PPM-EFM tip from Nanosensor) were used. They have a high mechanical Q-factor
which is important to get higher sensitivity in UHV and a resonance frequency between
60 kHz and 90 kHz. Similarly to STM, the cantilever was approached manually with a
remote control until the human eye was not sufficient enough to avoid interaction be-
tween the tip and the sample. Then a continuous-wave laser with a wavelength of 830
nm and a maximum output power of less than 7 mW was switched on and positioned
(using a remote control) at the center of the cantilever and close to its edge in order to
get the maximum intensity on the PSD and the highest tip sensitivity but still not lose
optical contact due to the sample’s roughness. Then by adjusting a mirror, the position
of the secondary beam on the PSD can be centered. A normal force moves the reflected
beam vertically while a lateral force moves it horizontally across the PSD. An excitation
amplitude was then set and the measured amplitude from the position sensitive detector
(PSD) was measured as a function of the frequency (amplitude-frequency curve) in order
to find the first resonance frequency of the tip and determine its QQ factor. The phase was
then adjusted to be close to zero and the phase-locked-loop (PLL, see 2.2) was turned on,
which brought the Af value to be zero. As FM-AFM runs on monitoring the change in
Af, a value of Af was then set, synonym of a certain required tip-sample distance. An
auto-approach similar to the one in STM could be started, except than instead of the
tunneling current, the system tried to reach the set Af value by expanding and moving
the z-piezo step by step. Once the set Af value was reached, the laser beam position and
the first resonance frequency could be re-adjusted and the loop gains, scan speed and
number of pixels (resolution) were set to values matching the surface corrugation. The
AFM topography was then measured as explained in 2.2.

As explained in section 2.2, in order to get the CPD signal, FM-KPFM had to use
a lock-in amplifier (Signal Recovery, Figure 2.13). The latter had an internal oscillator
that generated an AC voltage with a frequency of 1.250 kHz, which was within the PLL
bandwidth but far away from the resonance frequency of the tip to avoid topography
crosstalk. The amplitude of the AC signal could be adjusted depending on the sample,
but was most of the time set to 0.4 V. The modulated force from the applied AC voltage
was then detected by the PSD and the detected error signal (Af) was used as an input
for the lock-in amplifier. The output of the lock-in amplifier was used as feedback signal
for the Kelvin controller, which had for output the compensation DC voltage, which was
recorded by the electronics and the computer and used for the CPD map of the sample.
The important parameters of the lock-in amplifiers were the time constant, which went
from 10ms to lower values, and the sensitivity, which went from 20 mV to lower values
when measuring the perovskite samples (usually 1 ms and 10 mV). Setting up the lock-
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in amplifier and KPFM regulator was performed after making sure that the topography
signal was stable.
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Figure 2.13: Picture of the lock-in amplifier and the sketch of the FM-KFPM part.

The KPFM tip was slightly retracted by solely using the Z-piezo and the AC voltage
was then applied. Thereafter, a gap voltage of +1 V was applied to the sample and the
phase of the lock-in amplifier was adjusted automatically to maximize the signal. The
gap voltage was set back to 0 V and the KPFM regulator was switched on while the I
and P gains of the latter were adjusted accordingly to the sample’s corrugation. A CPD
map was then acquired and the CPD signal was equal to:

¢S_¢t

e

CPD = (2.19)

¢s and ¢; are the WF of the sample and tip respectively while e is the elementary
charge. In order to access the WF of the sample, the WF of the tip had to be known,
which was done by measuring a highly-oriented pyrolytic graphite (HOPG) sample before
and after the perovskite sample. The WF of the HOPG was 4.6 &+ 0.1 eV and therefore
the WF of the perovskite samples could be estimated with a certain error originating
from the HOPG itself, the variations of the tip WF due to tip-sample interactions and
the potential degradation of the perovskite.

2.4 SPM on perovskite for solar cells

The following section will review some of the SPM literature related to perovskite solar
cells.

Obtaining atomic-scale morphology of polycrystalline perovskite thin films is very
challenging due to the roughness of the surface, but also due to the contamination by
solvents and air exposure. Therefore, the atomic structure of MAPbBr3 has been exper-
imentally resolved for the first time in 2015 by Ohmann et al. using low-temperature
STM on UHV-cleaved single-crystals [230]. Besides the observation of the reconstructed
(010) plane of the orthorhombic structure, they also imaged the MA cation, revealed its
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strong interplay with the Br anion, identified ferroelectric and anti-ferroelectric domains
and imaged dislocations lines and defects (Figure 2.14).

(010) &

Figure 2.14: (a) Atomic resolution of MAPbBr; using low-temperature STM where the
(010) plane can be observed. (b) Simulated STM image of the same plane with surface
reconstruction while the Br and MA ions are overlaid. (c) Calculated STM image with
the MA molecules. (d) Disolation rows indicated by the white arrows. Reproduced with
permission [230]. Copyright 2015, American Chemical Society.

Similarly, the atomic structure of smooth MAPbI3 on Au(111) was imaged with STM
by She et al. where the dimmer phase and the zigzag phases were found on MAI-
terminated (001) surfaces (Figure 2.15). In addition, they performed STS on both phases
and determined dI/dV spectra and extracted the surface bandgap for different regions. In
correlation with DF'T calculations they also studied the rotation of the MA cations and
its interaction with iodine [14].
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Figure 2.15: (a) Large-scale STM image of MAPbI3 on Au(111). (b) STM images of
the two co-existing dimmer and zigzag phases. (c,d) dI/dV spectra for (c) the zigzag
structure and (d) the dimmer structure. Reprinted with permission from [14]. Copyright
2016 American Chemical Society.

Other STM studies on single-crystals or flat surfaces were carried out on the same ma-
terials. Hieulle et al. have for example investigated, using STM, the atomic structure and
stability of MAPbBr;_,I, by varying the amount of iodine and also by replacing it with
chloride [15] or MA by Cs [16], while Liu et al. have used STM measurements combined
with STM simulations and DFT calculations to determine the type of surface defects of
MAPbDBrj single crystals, which are the Br and the Br-MA double vacancies [231]. Hsu
et al. on the other hand have mapped out the dipole orientation of cross-sections of
MAPDBr; single crystals as well as the electrostatic potential in the dark and under illu-
mination using STM, STS and simulations [232] while Murali et al. have demonstrated
the restructuring of aged MAPbBr3 single crystals which led to compositional changes
compared to pristine cleaved single crystals [233].
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For thin films, Shih et al. were some of the first ones to perform STM on solution-
based polycristalline MAPbI3 films, where grains of several hundreds of nanometers could
be discerned (Figure 2.16a). In addition, they carried out ST'S mapping in the dark and
observed a Pbl, passivation layer with a larger surface bandgap surrounding MAPDI;
grains (Figure 2.16(b to e)). They also used light to study the photo-induced transfer of
charges, band bending and carrier generation and concentration or carrier types [17].
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Figure 2.16: (a) STM topography of a MAPDI; thin film. (b) Corresponding normalized
dI/dV image with a sample bias of +2.45 V. (¢,d) Normalized dI/dV curves of perovskite
and Pbl,. (e) Sketch of the surface bandgap at the interface perovskite/Pbly. Reprinted
with permission from [17]. Copyright 2017 American Chemical Society.

Azulay et al. have on the other hand focused their study on solution-based mixed
(both cations and anions) perovskite thin films using a combination of STM, STS, pho-
toconductiviy and steady state photocarrier grating measurements. In their work, they
found a correlation between the energy distribution of in-gap states and their manifes-
tation in the photo-transport properties of the perovskite, and determined the role of
shallow defects in the bandgap as recombination centers [234]. More recently Wieghold et
al. have explored the effects of electric fields on mixed cation Pb-based perovskites using
STM and STS, among other techniques, and have found that the valence and conduction
bands at the surface would shift depending on the sweep direction of the applied bias,
inducing a reduced extracted surface bandgap. In addition, the iodine environment was
altered depending on the polarity of the bias [235].

Besides the review papers on STM and STS related to perovskite solar cells [236,
237, 238], several review papers discussed the works related to perovskites using KPFM
[237, 239, 240, 241, 242]. Studies based on only AFM will not be discussed in this review
section as they essentially concern topography, grain size, film homogeneity, roughness
and secondary phases, which can also be measured for most of them by scanning electron
microscopy for example, which can however damage the perovskite film. One of the first
works using KPFM was by Bergmann et al., where the WF along a cross-section of a
MAPDI; solar cell was measured in the dark and under illumination in order to map
the CPD response (Figure 2.17) at different positions. This enabled the observation of
an accumulation of holes and a presence of traps in the perovskite layer reducing the
short-circuit current, and it permitted to also draw an energy band diagram [243].

Similarly, Dymshits et al. have measured the CPD of a cross section of MAPbI;3 using
different stacks (nc-TiOs and nc-Al,O3 for ETL) to estimate the energy band diagrams
and measure the depletion width between the extraction layers and the perovskite. They
also measured a 25 meV upward band bending between grains and grain boundaries,
which led them to say that GBs played a minor role in the solar cell performances (Figure
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Figure 2.17: (a) Topography of the MAPDbI; device cross-section. (b) Corresponding CPD
map in the dark, upon illumination and in the dark after illumination. (c¢) Extracted line
profiles of (b) for the different conditions. (d) Energy band diagram of the device stack.
Reprinted by permission from [243], Copyright 2014 Springer Nature.

2.18) [244]. Several other cross-sectional studies of perovskite solar cells using KPFM
exist in the literature [21, 245, 246, 247, 248, 249]. Li et al. have used it to observed
the effects of the migration of Li™ ions on the device performance [245], while Cai et al.
investigated the different potential drops occurring in the device stack in order to control
the position of the diode junction and improve the device performances [246].
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Figure 2.18: (a) KPFM images of the Si/nc-TiOy/MAPDI; stack. (b) CPD profile and
corresponding electric field for the same stack. (¢) Calculated energy band diagram using
the KPFM measurements. (d) Grain boundary band bending depicting an upward band
bending from grains to grain boundaries. Reprinted from [244] under a Creative Commons
Attribution BY license. Copyright 2015 Springer Nature.

The first KPFM studies were also focusing on the effects of grain boundaries as they
are often the cause of efficiency losses, even if in perovskites their role is highly debated
(see section 1.3.4 of Chapter 1). Yun et al. have for example used KPFM as well as c-AFM
to prove that GBs can be beneficial for solution-based MAPbDI3 solar cells as they form
a potential barrier and more short-circuit current can be collected via them compared to
grains, which resulted in a better separation and collection of charges at the GBs (Figure
2.19) [18].

A year later, Yun et al. performed KPFM, in both contact and non-contact modes, this
time on solution-based mixed perovskite (cations and anions), by applying positive and
negative voltages and they additionally studied the influence of illumination (Figure 2.20)
on the surface properties. They observed a large accumulation of ions at negative voltages,
with a long CPD recovery when the voltage was turned off, which was in coherence with
ion migration, found to be faster at the GBs than at the grains. In addition, they reported
a larger surface band bending at the GBs than at the grains, favoring the carrier collection
at the GBs [19]. Later on, they studied the impact of humidity on the perovskite surface
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Figure 2.19: (a) AFM Topography of TiOs/MAPDI3. (b) CPD map in the dark. (c)
CPD dark under a 0.5 kW/m? illumination at a wavelength of 500 nm. (d) Current (from
c-AFM) and height profile at the grains and grain boundaries. Reprinted with permission
from [18]. Copyright American Chemical Society.

and observed a degradation via the GBs where non-perovskite phases formed and where
ion migration was greatly enhanced compared to grain interiors [250].
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Figure 2.20: (a) Grain boundary band bending as a function of different positive and
negative voltages. (b) CPD map and extraction of line profiles in the dark and upon
illumination. (c) Energy band diagram taking into account the grains and the GBs.

Reproduced with permission from [19]. Copyright 2016 Wiley-VCH Verlag GmbH & Co.
KGaA.

On the other hand Li et al. have reported, using KPFM, that downward band bending
existed between grains and grain boundaries for a MAPbI3 absorber spin-coated on a
PEDOT:PSS extraction layer. They furthermore combined these measurements with c-
AFM to show the predominant flow of current happening at the grains and not at the
grain boundaries when no voltage was applied but which was reversed when the voltage
applied overcame the GBs barrier. Similarly to Yun et al., they said that GBs were
efficiently separating the charge carriers as well as they were preferred pathways for these
carriers (Figure 2.21) [20].

The combination of KPFM and c-AFM was also used to investigate the ion migration
at the grain boundaries for solution-based MAPbI3. Shao et al. have for example reported
a faster ion migration at the GBs than within the grain interiors leading to a stronger
visible hysteresis at the GBs [251]. A multitude of other work focused on using KPFM
and other SPM techniques to study the differences between grains and grain boundaries
and determine whether the GBs were really detrimental or beneficial [21, 211, 252, 253,
254, 255].

Besides grain boundaries, KPFM was used to examine the homogeneity of the sur-
face energetics, as well as the existence of secondary phases or other materials at the
surface. Gratia et al. have for example linked higher WF (lower CPD) grains in a
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Figure 2.21: (a) AFM topography of MAPbI3 on PEDOT:PSS. (b,c) Corresponding CPD
maps in the dark and under illumination. (d) Extracted line profiles (white line on
previous maps) to represent the grain boundary band bending. (e) Sketch of the downward
band bending from grains to GBs. (f) cc:AFM topography of the sample with (g) and (h)
the current maps at 0V and -0.3 V respectively presenting a greater current at the GBs
when the voltage is around the GB potential barrier. Reprinted with permission from
[20]. Copyright 2015 American Chemical Society.

(FAPDI;3)0.85(MAPbBr3)g.15 absorber with FA,MA, Pbl; rich domains by combining the
KPFM measurements with Helium ion microscope coupled with a secondary ion mass
spectrometer (HIM-SIMS) (Figure 2.22a) [256]. Shao et al. have measured large WF in-
homogeneities between different grains which they revealed had different crystallographic
orientations using transmission electron microscopy (Figure 2.22b) [251]. Collins et al.
have reported that the heterogeneous variations of the CPD of their fabricated MAPbBr;
film was most likely due to different effects including local doping, chemical segregation
or defect states (Figure 2.22¢) [206]. Intra-grains variations could also be discerned in the
solution-based mixed perovskite of Lin et al. (Figure 2.22d) [257].
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Figure 2.22: (a) KPFM measurements in the dark of (FAPbI3)gs5(MAPbBr3)g 5.
Reprinted with permission from [256]. Copyright 2016 American Chemical Society. (b)
KPFM image of MAPDbI3. Reprinted from [251] with permission from Royal Society of
Chemistry. (¢) CPD map of a MAPbBrj3 thin film. Reprinted from [206] with permission
from TIOP Science. (d) KPFM of Csgo5(FAgssMAg.15)0.05Pb(Broislps. Reprinted from
[257] with permission from the Royal Society of Chemistry.

KPFM is therefore a great tool to investigate how these variations change when post-
treating the sample with either surface-treatment techniques or doping strategies. Lin
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et al. have for example observed that the previous grain inhomogeneities in the CPD
map of Figure 2.22d reduced drastically after using a bulk recrystallization process by
applying FACI on the preovskite to remove the excess Pbly [257]. Xiao et al. have
studied the impact of lithium (Li) dopants in the perovskite absorber through diffusion
from the hole extraction layer. They observed an increase of the surface potential with
an inhomogeneous distribution between grains and grain boundaries [258] while Tennyson
et al. have used KPFM to shine light on the effects of introducing additives such as KI
during the sample synthesis [259]. Many other work have used KPFM for that matter
[260, 261, 262].

Lastly, KPFM can be used to measure the surface photovoltage (see sub-section 1.3.6)
of perovskite samples. Almadori et al. have used KPFM for MAPbBrj single crystals to
investigate the response of the CPD upon illumination. They observed different compo-
nents arising from the illumination, occurring at different times, with first a fast increase
of the CPD, linked to the surface photovoltage, and screening of surface states by photo-
generated carriers, followed by charge separation and redistribution and ion migration. As
soon as the light would be switched off, the carriers would recombine and ion migration
would occur again until equilibrium [202]. Similarly, Toth et al. have investigated the re-
sponse of the open-loop signal of the KPFM to a single light pulse. They observed different
components in the signal, which they associated to different physical phenomena such as
generation of charge carriers at the surface (SPV), ion transport or migration and charge
accumulation and they attributed them to extracted time constants. In the dark, the ions
and trapped charges would relax and recombine [211]. A large amount of publications
studied the response of the CPD upon illumination [18, 203, 206, 208, 263, 264, 265, 266].

As can be observed by the literature review of section 2.4, a large amount of SPM
studies on halide perovskites is already available. However, most of these reports either in-
vestigated solution-based halide perovskites, single crystals or halide perovskites in which
the surface had already been altered with by solvents, air exposure, thermal annealing or
post-deposition treatments. Therefore there is a clear need to understand the intrinsic
properties of pristine halide perovskite thin-films, which are the most commonly-used for
solar cells (compared to single-crystals). Only then, exposure to extrinsic factors can be
used to determine their effects on the surface of halide perovskites. To that end, physical
vapor deposition (PVD) is the fabrication technique of choice as it only uses precursors
from the chemical composition, in a high-vacuum environment and can be embedded in
a nitrogen-glovebox to avoid air exposure. The following chapters will mostly investi-
gate, via SPM, the surface properties of pristine MAPbI3 grown using PVD as this halide
perovskite is the most simple configuration and still yield the highest efficiencies when
using PVD compared to mixed halide perovskites (see section 3.1). The next chapter will
therefore focus on the working principle of PVD and more specifically co-evaporation of
MAPDI3, the machine used and the main characterization technique used to determine
the film quality: photoluminescence.



Chapter 3

Growth and quality control

A large number of techniques exist to fabricate lab-scale perovskite solar devices, the most
common one and the one that yields the highest efficiencies being based on solution pro-
cesses such as spin-coating. However such techniques require the use of solvents, that alter
the surface, and commercialization of these methods is highly unlikely due to the difficulty
of obtaining homogeneous layers on a large-scale (see section C.1 of appendix Chapter
3). Perovskite solar panels require homogeneous absorber layers, as pin-holes could result
in short-circuit current losses and inhomogeneous grains could yield different electronic
properties, inducing local variations of the device performances. Physical vapor deposition
(PVD) is a technique that is carried out in vacuum, only uses the compounds from the
chemical formula of perovskite and can be up-scaled for large-area fabrication. Therefore
the study of perovskite absorbers fabricated with that technique is of great importance
for the rapid commercialization of perovskite solar panels. This chapter will describe the
main fabrication technique used in this thesis, namely thermal co-evaporation, as well as
the characterization methods and instruments used for investigating the quality of the
MAPDI; films fabricated. Section 3.1 will give a brief summary of physical vapor depo-
sition and thermal evaporation before discussing in details the thermal co-evaporation
of MAPDbI;. It will be shown that due to the organic compound MAI in MAPDI;3, the
MALI partial pressure will replace the evaporation temperature of MAI as a control pa-
rameter. The last section 3.2 will give a basic introduction to photoluminescence (PL)
characterization, the set-up used, as well as ways to determine doping densities using PL
and time-resolved PL.

3.1 Fabrication of perovskite solar cells

3.1.1 Solution-based fabrication

The most common methods to fabricate perovskite thin films are the so-called one-step,
two-step solution-based methods (Figure 3.1). For the one-step technique, perovskite pre-
cursors, for example lead iodide (Pbls) and methylammonium iodide (MAI) for MAPDI;,
are mixed in a single solution and deposited by spin-coating on the substrate. There-
fore, they often required a post-annealing treatment [267]. For the two-step deposition,
a first solution with one precursor is spin-coated on a substrate, followed by a second
solution with a different precursor, which can be spin-coated [268] or used as a dipping
solution [269]. This requires a post-annealing treatment for the total formation of the per-
ovskite phase [270]. These two techniques are simple to implement in a laboratory and
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can rapidly yield high-efficiency solar cells but have however been replaced by a solvent-
engineering approach (Figure 3.1). The latter is an optimization of the one-step process,
where an antisolvent treatment is used between the spin-coating and the annealing steps
to facilitate the removal of the host solvent and enable a better crystallization of the per-
ovskite film [271, 272]. This technique is so far the most commonly used one to fabricate
high-efficiency perovskite solar cells [273].

Perovskite Deposition by Solution Processing

One-Step Deposition
Spin-coating of perovskite precursors Annealing

Two-Step Deposition

Spin-coating of first precursor  Spin-coating of second precursor Annealing

Solvent-Engineerin

Spin-coating of perovskite precursors Annealing
Antisolvent application

Figure 3.1: Sketch of the different solution-based techniques to fabricate perovskite thin
films. Reprinted from [273] under a Creative Commons CC BY license. Copyright 2020
John Wiley and Sons.

In comparison to these primary fabrication methods, a variety of techniques exist,
which have been reviewed by Swartwout et al. [274] and mainly consists in inkjet printing
[275], spray-coating [276], flash evaporation [277], slot-die coating [278], blade coating
[279], chemical vapor deposition (CVD) [280], physical vapor deposition (PVD) [58] and
a combination of solution-based techniques and vapor deposition [281]. The use of PVD
over solution-based processes and most of the other techniques has several advantages.
First, toxic solvents, which can alter the perovskite structure, are not used and the per-
ovskite films can be preserved from air exposure if the PVD is implemented in an inert
environment (glovebox). Secondly, no post-annealing is required which is useful for flexible
devices. The evaporation of perovskite can also be incorporated in a fully-evaporated solar
device, suitable for industry-scale fabrication. Additionally, as no annealing is required,
there is no risk of damaging the bottom cell of a tandem solar cell when the perovskite
is used as the top cell. Lastly, large-area deposition (for solar panels) is possible and is
known to yield much more homogeneous films compared to spin-coating (see section C.1
of appendix Chapter 3) [273]. In addition to these advantages over the solution-based
processes, at the time of the beginning of this thesis, few to no studies had been car-
ried out to investigate the surface properties of evaporated MAPbI;, whose morphology
and properties are very different from solution-based MAPbI; [273]. Therefore combining
PVD to fabricate MAPbI3 and SPM to study their nanoscale intrinsic surface properties
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was of great interest and importance for the future optimization and commercialization
of perovskite solar panels.

3.1.2 Physical vapor deposition

Physical vapor deposition (PVD) is one of the most used techniques to deposit thin films
on a substrate. It can be divided into different parts: sputtering, ion plating, pulsed laser
deposition and thermal evaporation, the latter being the one used in this thesis. The
concept of thermal evaporation is rather simple and is depicted in Figure 3.2a. In a high-
vacuum (1073 to 10~7 mbar) chamber, the desired precursor material (powder or crystals
for example) of the final film composition is inserted into a ceramic crucible, which can
be heated to very high temperatures by a DC power supply (1). A temperature will be
set on the crucible such that the material goes from its initial condensed phase to a vapor
phase either by sublimation or evaporation [282] (2). This solid-vapor phase transition
depends on the triple point of the vapor pressure curve of the material which is derived
from the Clausius-Clapeyron equation [283], and therefore the evaporation temperature
used is material-dependent. The vapor, made of the material’s molecules, will expand
into the chamber towards the substrate due to thermodynamic equilibrium (3). Due to
the lower temperature of the substrate, the vapor will condense back onto the substrate
to form the film (4).

(a)
|
substrate7 . (4) condensation o o dQ
thin-film
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(b) dA,
o o ~
o
> (3) molecular = }'\.
transport
molecule — >
P
> _
crucible
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precursor sublimation
(powder/crystals)
N
VIR Power supply| (1)

Figure 3.2: (a) Schematic presentation of physical vapor deposition. (b) Representation
of a Knudsen cell or effusion cell.

The pressure inside the chamber depends on the vapor pressure of the elements used
in the material that will be evaporated or sublimated, as well as the temperature applied
to the evaporation source [282]. Diagrams of the vapor pressures of chemical elements as
a function of their temperature can be found in [284]. Following this, the net evaporation
flux directly at the evaporation source can be described by the Hertz-Knudsen equation
3.1:
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Puap 18 the equilibrium vapor pressure of the evaporant at the temperature T derived
from the Clausius-Clapeyrib equation, p is the ambient chamber pressure which acts
upon the evaporant in a condensed phase and m is the mass of the particle. Additionally,
Knudsen discovered that the evaporation flux at the solid/vapor interface was different
from the one at the surface of the substrate and particles could be reflected back. This
introduces « the sticking coefficient (collision probability) of the gas molecules onto a
surface. Therefore the evaporation flux on the surface can be defined as follows:

(3.1)
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=
I = BrmksT

It stems from equation 3.2 that the lower the chamber (base) pressure at rest, the
higher the evaporation rate, which justifies the need of a deposition under a high vac-
uum. As presented in Figure 3.2a, the material precursor is set in a crucible and ideally
the evaporation should be oriented and maximized only towards the substrate to avoid
losses of material and increase the evaporation rate there. However, in vacuum, the free
evaporation from the surface of the evaporant is isotropic. Therefore in 1909 Knudsen
invented the Knudsen cell, which is depicted in Figure 3.2b. Using the Knudsen cell, the
evaporation through an orifice of size dA. is referred to as effusion and is directional fol-
lowing a cosine law [283]. The use of an orifice suppresses the reflection of incident vapor
molecules, resulting in a &« = 1. The flow of N molecules in dt time emitted through this
orifice into a solid angle of d§2 with an exit angle 6 (Figure 3.2b) can be expressed by:

(3.2)
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The cosine dependence using an effusion cell induces a thickness inhomogeneity of the
film deposited on the substrate. If a substrate, which is considered a wafer of radius r,,
has its center at a distance ry of the effusion cell, the edges will be at a distance r. defined
by the angle 6 (Figure 3.3). The ratio of the thickness at the edge deqq4e to the thickness
at the center of the wafer can be defined by:

(3.3)

ded e T’(Q) 1
o= Gnter ~ T 73000050 = b .
t(2)

f. is the reduction factor and gives an indication on the differences in thicknesses at
different positions of the wafer. As the evaporation sources or cells are often not centered
with respect to the substrate, inhomogeneities between center and edges can be important
and therefore the use of a rotating substrate is of great use to reduce this issue.

The substrate-source distance is not the only determining factor of the evaporation
rate in a PVD chamber. The molecular interactions between the base pressure and the
vapor phase introduced by the evaporant sources, play an important role. Molecules can
collide elastically and be either re-directed or bind chemically with other species. This
introduces the mean free path quantity A (equation 3.5) that reflects the distance before
which a particle will change its direction due to collisions [283].
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Figure 3.3: Sketch of the direction of the evaporation using an effusion cell, and the
difference in thickness at the center and at the edge.
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where p is the pressure induced by the evaporating material and d is the diameter of
the particle. As the diameter of different molecules vary, A\ can be expressed with multi
diameter [283]. The mean free path should be the highest possible and also depends on
both the base pressure and the vapor pressure of the evaporants. This again proves why
very high-vacuum is necessary in order to maximize the amount of molecules reaching
the substrate. Additionally, the mean free path gives a limit on the source-substrate
distance that should be respected. All of the previous effects make the prediction of the
evaporation rate and deposited thickness on the substrate challenging. Therefore PVD
uses quart crystal microbalance (QCM) sensors, which consist in quartz piezoelectric
material which oscillate at a certain frequency when an AC bias is applied. The whole
sensor is placed in the way of the vapor phase, which results in a deposition of the source
material on the QCM, altering the oscillation frequency of the quartz material, that can
be linked to the mass of the deposited material and later by its thickness depending on
the material properties. Therefore QCMs give an indication of the evaporation rate as
well as the thickness but at the distance of the QCM, which can however be adjusted by
a tooling factor to obtain the evaporation rate and deposited thickness on the substrate.

(3.5)

Once the molecules condense on the substrate due to its lower temperature, several
phenomena can occur. First, the molecule can be reflected towards another direction, or
adsorption can occur followed by direct desorption or the molecules are adsorbed at the
surface and stay there. Therefore the rate of the condensed particles on the substrate
is different from the incident rate such that jeondensation = QstickingJincident- The sticking
coefficient avicking depends on the physisorption and chemisorption mechanisms occurring
between the molecules and the surface of the substrate [285]. The adsorbed molecules will
then merge into clusters and further into crystal nuclei which will nucleate and form grains
separated by grain boundaries, which will result in the formation of a film. However the
film growth is slightly more complicated and depends on a multitude of parameters such



76 Chapter 3. Growth and quality control

as the type of the substrate (crystal structure, adhesion), its temperature, the evaporation
rate and the ambient pressure during the thermal evaporation [286]. Three main growth
mechanisms exist: island growth (Volmer Weber), layer-by-layer growth (Frank-van der
Merwe) and mixed growth (Stranski-Krastanov) (Figure 3.4) [286] and are explained as
follows:

e Volmer Weber: when the binding energy of the evaporated atoms is stronger
than the one between the atom and the substrate’s surface, there is a formation
of localized clusters, which can be referred to as island growth. Each island will
continue to nucleate until the substrate is covered by a layer of the evaporated
material, and then the islands will merge with each other to form a continuous film.

e Frank-van der Merwe: on the contrary, if the binding energy between the sur-
face and the atoms is stronger than the inter-atomic binding energy, a sequential
formation of layers will occur.

e Stranski-Krastanov: for this mixed mode, the growth is initially started by a
layer-by-layer mechanism which will be transformed by an island growth at a later
stage.

Therefore the binding energy between the surface and the molecules from the vapor
phase is very important to understand the growth mode.

Volmer-Weber Stranski-Krastanov Frank-van der Merwe
(@@
000 ® P\ S é
0000 000 [0 00.0.0.0.00.00.0]
OOOO0 0.0.0 OOOOOOOOOO0

Substrate

Figure 3.4: The different growth mechanisms of thermal evaporation.

3.1.3 PVD of MAPI

In order to deposit a perovskite thin film using thermal evaporation, several routes can be
used, such as single-source evaporation, where a perovskite precursor or crushed perovskite
crystals are placed into a single crucible [287, 288]. Another way is to sequentially evapo-
rate the different precursors one after the other but this technique requires post-annealing
treatments in order to fully form a perovskite film [289]. The most commonly-used tech-
nique, and the one carried out during this thesis, is called co-evaporation and relies on
filling up the different precursors in multiple crucibles and co-evaporating them all at
the same time. The advantage of this technique is that it usually does not need thermal
treatments after the evaporation.

For the co-evaporation of MAPbDI3, the precursors used are powders of small crystals
of lead iodide (Pbly) and methylammonium iodide (MAI). The first thermal evaporation
of perovskite thin films was performed by Mitzi et al. in 1999 [290] while the first re-
port of vacuum-deposited MAPDbI3 using co-evaporation was in 2013 by Liu et al. [58]
where a 15.4% planar perovskite heterojunction solar cell was fabricated. Later in 2016
Momblona et al. managed to reach efficiencies of 16.5% and 20.3% by using p-i-n and
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n-i-p configurations respectively [291]. Since then the power conversion of co-evaporated
MAPDI; has not increase much, staying around 20-21% [292, 293, 294]. Co-evaporation or
multi-source evaporation were also used for other types of materials with similar success.
Rof et al. demonstrated the co-evaporation of 20.4% FAPDI3 [295] while Chiang et al.
fabricated a 18.2% FA.7Cs3Pb(Ig9Bro.1)s solar cell [296]. Even if co-evaporated MAPbI;
lead to similar power conversion efficiencies (PCE) than other techniques for polycrys-
talline MAPDI3 [297, 298, 299] or MAPbIj; single-crystals [300], the PCE for co-evaporated
mixed perovskite are far behind the now commonly achievable 22-24% for solution-based
perovskites and the record PCE of 25.5% [301]. Interestingly thermal evaporation focuses
mainly on single-cation perovskite and more preceisely on MA-based perovskites such as
MAPDI3, MAPDI;_,Cl, while solution-based processes have moved towards mixed cation
mixed anions perovskites [273]. Vaynzof et al. have described these large differences
between evaporated and solution-based perovskites with several hypothesis. First, evap-
orated films lead to much smaller grains resulting in more grain boundaries which are
potential defective regions and recombination centers. Secondly compared to solution
processes, thermal evaporation cannot introduce additives that have proved to improve
device efficiencies [273]. In terms of large-area evaporated perovskites, mini-modules with
a 21 cm? active area of MAPDI3 reached a 18.13% efficiency [292], while 14.2% efficiencies
were demonstrated for FAPbI;, with an active area of 64cm?. The PCE for the evaporated
mini-modules are relatively close to the 20.1% record PCE for perovskite mini-modules
[301], which proves that thermal evaporation is a promising technique for commercializa-
tion and needs to be further investigated.

Despite the ease of use and good controllability of thermal evaporation, co-evaporation
of MAPDbI; was reported to be challenging and to lead to non-reproducible processes when
using the standard control parameters which are the temperatures of the evaporation
sources (crucible), due to the instability and difficulty of controlling the evaporation rate
of MAT [302, 303, 304, 305, 306]. Contrarily to the evaporation of Pbly which can be
described as effusion [307] and therefore a directional evaporation, the vapor pressure
of the organic MAI [274, 308] is high, which induces not only an effusion process but
a second non-directional process. Several groups have reported MAI to have both an
effusive component and a chemical vapor deposition (CVD) component as depicted in
Figure 3.5 [307, 309, 310, 311] which resulted in complications when calibrating and using
the QCM to monitor the MAI evaporation rate. Besides, as explained by Abzieher et al.,
the combination of effusive process from the Pbl, source and the CVD-like process from
the MAI source induces more molecular reactions in the chamber than the one that should
occur only at the surface of the substrate. The Pbly and MAI molecules can for example
react to form perovskite on their way to the substrate, or form perovskite and be deposited
onto the QCM (Figure 3.5), which can lead to difficulties in monitoring the evaporation
rate of Pbl, during co-evaporation as well. Besides, even if a substrate shutter is used
to end the deposition of a perovskite film, the CVD-like component of MAI can further
introduce MAI molecules sticking at the surface of the grown perovskite films, which can
result in the introduction of secondary phases at the surface. In addition to these issue,
Borchet et al. also reported that the concentration of impurities in the MAI precursor
was critical in order to potentially control the evaporation rate and have reproducible
processes [303] and MAI has been demonstrated to have a low sticking coefficient and to
deprotonate into CH3NHs and HI upon evaporation [312] or decompose into CH3l and
NH; [313].
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Figure 3.5: Schematic representation of a PVD for the co-evaporation of MAPbI; using
MALI and Pbl; as material sources. QCM refers to the quartz crystal monitor sensors.

Therefore the temperature of the MAI source cannot be trusted as a control parameter
for reproducible deposition, even if some groups have managed to work with it, either by
changing the type of crucible used [314, 315], determining the correct acoustic impedance
ratio and density of MAI [316] or by modelling the film growth and correcting the evap-
oration of MAI with its complex adsorption properties [317]. As the evaporating MAI
induces a CVD-like component, several groups have instead controlled the deposition of
MAPDI; by using the MAI partial pressure, which is measured by a pressure gauge (as the
Pbl, partial pressure has almost no influence on the total pressure) [307, 309, 310, 311].
This technique is the one used in this thesis to fabricate MAPbI; absorbers and the growth
process will be discussed in the next sub-section together with the experimental set-up.

3.1.4 PVD set-up and growth control of MAPI

In order to not expose the grown samples directly to air, a PVD embedded in a nitrogen
glovebox from MBraun was used as depicted in Figure 3.6a. The oxygen and water
levels inside the glovebox were below 0.5 ppm almost all the time (around 0.4 ppm of
H50 and <0.1 ppm of Oy). The PVD (Figure 3.6b) consisted in two evaporation sources
(Knudsen cells) in which ceramic crucibles of MAI and Pbly powders were introduced.
These sources had shutters such that thermal evaporation could be stopped rapidly by
closing the shutter. Two quartz crystal microbalance (QCM) sensors were installed in
the evaporation pathway of the sources, between the sources and the substrate, and
were shielded by a metallic cylinder to avoid cross-contamination from the neighboring
evaporation source. A custom-made substrate holder (Figure 3.7) was built with screws
in order to have a variety of substrate sizes. A shutter was positioned in front of the
substrate holder such that it could quickly stop the deposition on the substrate, to a
certain extent due to the previously-discussed CVD-like component of MAI.

The high-vacuum inside the PVD chamber was obtained by the use of a Leybold
turbo pump (Figure 3.7¢), which was not in direct contact with the output of the PVD
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Figure 3.6: Pictures of (a) the PVD embedded in the glovebox and (b) the inside of the
PVD.

chamber. In between, a protective baffle from HSR was installed (Figure C.1 of appendix
Chapter 3C.2) to protect the turbo pump from the deposition of MAI or species such
as HI, CHsl or NHs due to the decomposition of MAI, which could lead to corrosion
inside the turbo pump and its malfunction. The protective baffle was cooled down to
temperatures ranging from -10 to -20°C by means of a refrigerating machine in order for
the molecules to condense on the protective walls. This protection increased the durability
of the turbo pump. In addition, a rotary vane pump was installed behind the turbo pump
and connected to an exhaust. This set-up enabled to reach a base pressure of 2-3x 1077
mbar.

An Inficon SQC-310 controller (Figure 3.7b) was used to save deposition recipes, start
and stop the deposition processes with the saved parameters and monitor the evaporation
rates and thicknesses calculated by the QCMs. For the Pbl, QCM to give a good indica-
tion of the evaporation rate of Pbl,, the density, acoustic impedance and other material
properties were set using already-existing values from the literature.

0.82 0.078 0.0

1.18 0.110 0.0
n0.00 0.000 0.0
0.00 0.000 0.0

Figure 3.7: Pictures of (a) the sample holder and (b) the Inficon controller to control the
deposition.

A pressure gauge was used to measure the variations of the pressure inside the PVD
chamber, but in order to get a precise value of the pressure (and not the round values
given from the glovebox screen), the voltage from the pressure gauge was extracted with
a multi-meter apparatus and a voltage-pressure calibration curve was determined. Using
this technique, variations of pressure down to 10~8 mbar could be detected.
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The procedure to grow MAPbDI; absorber was as follows: first, the substrates were
cleaned using a standard cleaning procedure [318]:

e the substrates were placed in a 2% Helmanex III (Ossila) solution, which was intro-
duced in an ultrasonic bath (UB) for 10 minutes at 50°C.

e the substrates were rinsed in 2 beakers of deionized water and placed in an iso-
propanol (IPA) solution in a UB for 15 minutes at 50°C and were then placed in an
acetone solution in a UB for 15 minutes at 50°C.

e the substrates were then individually rinsed with acetone and then IPA and blow-
dried with nitrogen.

e The substrates were then ozone-treated for 15 minutes in a UV ozone cleaner (Os-
sila).

Then the substrates were placed in the substrate holder. The crucibles were filled with
a set mass (always the same) of MAI and Pbl, powders to improve reproducibility and
the PVD was pumped until it reached its lowest base pressure of 2-3x10~" mbar. The
refrigerating machine was switched on and a temperature range of [-20,-10°C] inside the

protective baffle was obtained. The growth process was then started as depicted in Figure
3.8.
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Figure 3.8: Evolution of different growth parameters. (a) Increase of the temperature
of the Pbly evaporation source until it reaches its required value. (b) Increase of the
temperature of the MAI evaporation source until the required pressure is reached. (c)
Evaporation of MAI and Pbl; on the substrate to form MAPDI3 for a certain time.

First (Figure 3.8a), the temperature of the Pbl, evaporation source was set to a
certain value, synonym of an attributed evaporation rate, with a set temperature slope.
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The temperature of the MAI source was not changed and the shutter of the MAI source
was closed. An increase of the chamber pressure was observed, due to the degassing of
the Pbl, powder and the increase of the temperature inside the chamber, that induced
the already present MAI molecules in the chamber (walls, PVD parts...) to desorb from
where they had previously condensed. This was also visible with the non-zero MAI
evaporation rate, which was however non-reliable. Once the set Pbl, temperature was
reached, all parameters were kept at their values for a few minutes to wait for a constant
Pbly evaporation rate (Figure 3.8a). A usual temperature was of 330°C which led to an
evaporation rate of ~ 0.4 A/s.

Upon reaching a constant and stable Pbly evaporation rate, the temperature of the
MAI evaporation source was increased and its shutter was opened until the desired pres-
sure was reached, as the pressure is the control parameter and not the MAI evaporation
rate (Figure 3.8b). When closing out on the required pressure, the temperature of the
MAI was manually increased or decreased in order to reach the needed pressure (sort of
a manual feedback loop). The Pbly evaporation rate increased due to the interaction of
MATI molecules and Pbly molecules at the Pbly; QCM due to CVD-component of MAI.

Once the desired pressure was reached, the substrate shutter was opened and the
evaporation on the substrate started for the desired time, synonym of thickness. In order
to maintain a constant chamber pressure, or MAI partial pressure, during the whole
evaporation time, the temperature of the MAI evaporation source had to be manually
adjusted, i.e. decreased. If this was not done, the chamber pressure would continue to
increase due to the constant production of a set MAI partial pressure brought in addition
to the already existing MAI molecules everywhere in the chamber, but also due to the
desorption of MAI from the substrate’s surface or PVD walls and parts. Typical pressures
during deposition were between 1x10~% mbar to 1x 10~ mbar, depending on the required
MAPDI; composition (see chapter 5). Near the end of the PhD thesis, the MAI powder
was renewed from a new container of the exact same manufacturer. This exchanged led
to a complete change of the pressure used. A pressure of 1x10~° mbar with the previous
powder would lead to an MAI-rich MAPbI3, while with the new powder it would lead to a
Pbls-rich MAPbI;. Therefore both the Pbl, evaporation temperature and the MAI partial
pressure had to be re-adjusted and care must be taken when exchanging the powders.

At the end of the time set for evaporating on the substrate, the substrate’s shutter
and the MAI shutter were closed, the temperature of the MAI evaporation source was
set to zero and the Pbly was monitored to see if it reflected the initial value. Then the
temperature of the Pbl, evaporation source was set to zero and the system was left to
cool down and reach a lower pressure.

3.2 Photoluminescence

In addition to the characterization of the perovskite surface using scanning probe mi-
croscopy, other techniques were used to determine the absorber quality, such as X-ray
diffraction (XRD), scanning electron microscopy (SEM), energy-dispersive X-ray spec-
troscopy (EDX), X-ray photoelectron spectroscopy (XPS), photoluminescence (PL) and
time-resolved photoluminescence (TRPL). However, the last two techniques were used
systematically for all samples and throughout this thesis. Therefore, their working prin-
ciple will be briefly presented before introducing the measurement setup and explaining
how data such as the PL yield, the lifetime or the doping, were extracted using these two
techniques.
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3.2.1 Brief working principle

Luminescence is the emission of light from any form of matter. Photoluminescence is
the emission of light after the absorption of photons from any form of matter. For a per-
ovskite semiconductor, defined by a bandgap E, and deposited on a simple glass substrate,
photons with energy larger than E, will be absorbed in the perovskite and hole-electron
pairs will be generated. As explained in 1.2.4 of chapter 1, these photo-generated charge
carriers will then thermalize such that they reach the CBM, for electrons and VBM, for
holes, and then recombine either radiatively or non-radiatively. In photoluminescence
spectroscopy at room temperature, which is what was used in this thesis, only the radia-
tive recombination processes are detectable, if the generated photon is not re-absorbed in
the perovskite absorber. When the absorber is excited by a photon flux @y, usually by
a continuous-wave laser at a specific wavelength, it derives from its thermal equilibrium
where the generation G, of electron-hole pairs is equal to their radiative recombination
rate R,qq0. If the surface is considered to be at a position = 0, then the photon flux
density that penetrates the perovskite absorber is defined by Lambert-Beer’s law:

®(z) = Do(1 — R(E)) ) (3.6)

R(E) is the surface reflectivity and «(F) is the absorption coefficient, which are energy-
dependent and characteristic of the perovskite properties (bulk and surface). The gener-
ation rate of the carriers is then propotional to the change of the flux density through the
film and can be described as follows:

od

Gear(7) = =5 = alE)Po(1 — R(E))e ) (3.7)

Under illumination, and if the re-absorption probability is taken as zero, the net
spontaneous radiative recombination rate will be given by (see section A.3 of appendix
Chapter 1):

A
RIS = byuanp — 1) = Ky 12 (exp (k?‘;) - 1) (35)

k,qq is the radiative recombination coefficient, and Ay the quasi Fermi level splitting.
The emitted photon flux density from the material ®.,, is linked to the previous radiative
recombination rate, and can be derived from Planck’s generalized law and can be described
as follows [49]:

1 a(E)E?
4m2h3 exp <E Au) 1

Equation 3.9 describes the spectral dependence of the photoluminescence from the
perovskite material under illumination, which can be experimentally measured and is
depicted in Figure 3.9. The acquisition and fitting of this curve can enable the extraction
of the optical bandgap, as well as the quasi Fermi level splitting but is also necessary to
determine the external PL quantum yield (PLQY, 7est or Qesr) of a material, which is
defined as the number of photons emitted Y,,, as a fraction of the number of photons
absorbed Y 45 [319]:

Do (E) =

(3.9)

PLQY = Next = Qe:r:t =

Yem _ { (3.10)
e

Yabs B DPlaser (1 - e:r;p( Oéd))
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Dlaser 18 the power density of the laser used for measuring the PL, ) is its wavelength,
« is again the absorption coefficient of the perovskite absorber at the wavelength A\ and
d is the thickness of the perovskite film. The PLQY is an important metric to determine
the quality of a perovskite film as it directly gives an indication of the photoluminescence
efficiency of a sample. When measuring perovskite samples deposited on glass substrates,
a higher PLQY will mean that a higher quasi-Fermi level splitting and therefore Voo can
be reached when making a solar cell [320], which will usually be translated into higher solar
cell efficiencies. However, comparing PLQY of perovskite films deposited on extraction
layer can sometimes be misleading due to the multiple transport mechanism occurring at
the interface [321].
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Figure 3.9: PL spectrum of MAPDbI; co-evaporated on an FTO substrate.

In addition to room-temperature PL (steady-state) and the possibility of extracting
the bandgap, the PLQY and other data from this technique, time-resolved photolumines-
cence (TRPL) is a useful technique to additionally quantify and compare the quality of
perovskite thin films through the determination of the lifetime (see section 1.2.4). It can
further be used to identify the different radiative and non-radiative components of the life-
time when mathematical models are used, combined with power-dependent measurements
for example [321]. In TRPL, a pulsed-laser with a specific wavelength is used to excite
a perovskite absorber periodically which depends on the frequency used from the pulsed-
laser (kHz to MHz). A detector, with single-photon sensitivity like a photo-multiplier tube
or a charge-couple-device camera, monitors the emitted photoluminescence at a time T,
which is before the next laser pulse. Depending on the type of setup used, different work-
ing principles exist. When using a single-photon detector and the time-correlated single
photon counting (TCSPC), the laser pulse will correspond to a start signal and the detec-
tion of an emitted photon from the perovskite thin film to a stop signal. The measurement
will then be stopped and the electronics of the TCSPC will record the time between the
start and stop signals. The same procedure will be repeated several thousand or millions
of time, depending on the frequency used, and the recorded times will be plotted in an
histogram where the time bin corresponds to a defined time difference between the start
and stop signal (Figure 3.10). In the case of an imaging setup, as it is for this thesis, a
laser pulse is directed on the sample, and the number of emitted photons are detected
by the camera at different times after the pulse. By an increment of that detection time,



84 Chapter 3. Growth and quality control

which should not exceed the inverse of the frequency of the laser pulses, and by averaging
over sampling, the decay curve of the photoluminescence can be constructed.
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Figure 3.10: Schematic representation of the TCSPC principle for TRPL. ty is the start
signal corresponding to the laser pulse while t; is either set by the user or should not
exceed the inverse of the frequency used for the laser pulses.

If a laser pulse excites a perovskite absorber, it will generate Any = Apg electrons and
holes such that the density of electrons and holes at t=tq of the pulse will be n = ng+ Anyg
and p = pg + Apg respectively. Following the pulse, the density of electrons and holes will
decrease with time such that:

n(t) = ng + An(t)
p(t) = po + Ap(t)
As previously discussed, TRPL measures the PL emitted (radiative recombination)

from the perovskite absorber as a function of time, which depends on the product np as
follows [322]:

(3.11)

PL(t) = kraa(1 = pr)(n(t)p(t) — n7) (3.12)

pr is the re-absorption probability. Therefore in order to understand the physical
mechanism that govern the PL decay over time, expression of the density of electrons and
holes have to be found through the continuity equations [321]:

dn(t d*n(x,t dn(z,t

n< ) = Gext(xat) + Gint(xat7n7p) - R(ilf,t, nap) + Dn n<l; ) + F“’n n(x’ )
it o) ey O
p pz, P\,

dt = Gext(x7t) + Gint(xa tv nvP) - R($at>n>p) + Dp dx2 + F“p dx

= is the position normal to the sample’s surface, D, , = u,,kT/q are the diffusion
constants for electrons and holes with p, , their respective mobility, I is the electric
field, R the recombination rate, G.;; the generation of electron-hole pairs and Gj,; the
generation of electrons due to photon-recycling (re-absorption). If the drift and diffusion
terms (last two terms in both equations) are neglected and the density of electrons is
uniform along the thickness of the perovskite absorber (no gradient so no dependence on
x), simplifications can be made and analytical solutions can be obtained for two regimes
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called low and high injection. If a p-type perovskite is assumed with a doping pg, a high
injection corresponds to an injection or injected carrier density (from the laser pulse)
higher than the doping py of the material such that A, > py and therefore n = p. The
simplification of the continuity equations in high injection, when Auger recombination
(see section 1.2.4) is neglected, can be expressed as follow [321]:

dn n

— — = |kraa(l = p)0° + ———— 3.14

dt |i d( p )n + (Tp+Tn>1 ( )

7, and 7, are the Shockey-Read-Hall lifetimes for electrons and holes respectively,

which were already defined in section 1.2.4. Therefore in high injection, a solution for the
density of electrons and a simplification of PL decay over time are [321]:

PL(t) = kyag(1 — p,)(n(t)* — n?)

no eTp (ijrtm> (3.15)

- Tp+Tn —t
1+ —ﬁmd [1 —exp (TF+Tn)]

with 7,4 = 1/(kraa(1— pr)ng the radiative lifetime. On the other hand, a low injection
regime corresponds, in the case of a p-type perovskite absorber, to an injected density
of carriers lower than the doping py, such that p(t) = py with n < p. In that case, the
continuity equation becomes (Auger recombination neglected) [321]:

n(t)

- Z—TZ = [krmd(l — pr)npo + %} (3.16)

Following equation 3.16, a solution for the density of electrons and a simplification of
PL decay over time in low injection are [321]:

PL(t) = kraa(1 — p.)(n(t)po — n?)
n(t) = ng ezp (—t (nlad + Tiﬂ)) (3.17)

For this thesis, low injection conditions were always assumed due to the low injected
carriers (from 1.2x10" em™ to 3.5x10% ¢cm™2) and later demonstrated to be true with
the determination of the doping density. Therefore the TRPL transients measured were
fitted with exponential decay curves and the effective lifetime measured 7.5y was such
that:

1 11
=—+— (3.18)

Teff Trad Tn

The previous equation should also take into consideration the surface recombination
velocity and the associated surface lifetime 7, but will not be further discussed in this thesis
as determining the latter requires specific thickness-dependent and power-dependent stud-
ies, which was however part of the Master thesis work of Joé Seil [323]. Throughout this
thesis, effective lifetime values will be given and were extracted from a mono-exponential
fitting of the curves. Depending on the appearance of the curve, the fitting was more or
less challenging and even in low injection, a first fast decay would sometimes occur, which
was neglected for the fitting as can be depicted in Figure 3.11b. Kirchartz et al. have
reported this initial fast decay to be caused by radiative recombination, which is domi-
nant at early times, whereas SRH recombination dominates at later times. In addition,
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increasing the carrier injection will induce a stronger initial fast decay [321]. However,
as the measurements were essentially carried out at low injection, the fast initial decay
might well be due to a different phenomenon, such as a slow in-depth diffusion of the
carriers [324] or electrons filling the trap states, which can happen in a medium injection
regime (between high and low) [325], or due to a built-in field at the electrode junction
when an electrode is used instead of glass [326].
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Figure 3.11: TRPL measurements and mono-exponential fit for (a) a clear mono-
exponential decay and (b) a multiple-exponential decay with a fast first decay.

The fitting of the curves always induces an error in the estimation of the effective
lifetime, which depends on the fitted range, background removal, but also on other pa-
rameters set by the user to fit the curve. This error will increase with the lifetime, ranging
from a few nanoseconds when lifetimes of a few tens of nanoseconds are obtained and error
of a few tens of nanoseconds when lifetimes of a few hundreds of nanoseconds are reached.

3.2.2 Measurement setup

The PL and TRPL measurements were carried out in a custom-made set-up depicted
in Figure 3.12 and embedded in a black box. The laser used was not continuous-wave
but a pulsed laser from PicoQuant, and its frequency (repetition rate) could be varied
from tens of kHz to tens of MHz (maximum 80 MHz). An optical fiber was connecting
the laser source to a beam homogenizer (Bayerisches Laserzentrum GmbH) to yield more
uniform beam profiles. Additionally, focusing lenses were sometimes used in front of the
homogenizer to reduce or increase the laser spot and therefore reduce or increase the
power density. The sample was placed in a nitrogen-filled box with a transparent top
glass, which induced some illumination losses due to reflection and diffraction but did
not alter the PL profile. The PL yield dropped by about 12% when using the nitrogen-
filled box compared to when the samples were exposed to air without a glass window.
However, as perovskites are oxygen-sensitive and degradation is known to happen fast
when air exposure is combined with illumination (see section 1.2.5), theses boxes were
necessary to determine the intrinsic optoelectronic properties of the perovskite absorbers.
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The samples with or without the box were then placed in an x-y stage that could be
moved in order to measure different areas of the sample.

The emitted luminescence of the sample was captured by an intensified charged-
coupled device (ICCD), which is a camera from Princeton Instruments (PI-MAX4:1024i).
The latter could detect wavelengths from 200 to 900 nm and the working principle is
explained in the Master thesis of Ricardo Poeira [327]. Each emitted photon will charge
and accumulate at the pixels of the camera, which will be translated into a voltage by
an on-chip amplifier and converted into grey values in the x and y direction. Therefore
an image of the luminescence of the perovskite sample with an intensity of arbitrary unit
is generated on the software. The setup in that configuration can enable to observe the
homogeneity of the sample’s luminescence and can be used to quickly compare samples
between each other using the same illumination parameters.
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Figure 3.12: (a) Picture and (b) schematic representation of the PL and TRPL set-up

To acquire a PL spectrum of the perovskite thin film, a tunable liquid crystal (LC)
band-pass filter (KURIOS-XE2 from Thorlabs) is used to filter the emitted luminescence
at a desired wavelength from 650 to 1100 nm. Using the trigger parameters of both the
camera and the filter, the camera acquired an image at a specific wavelength then triggered
the LC filter to change its wavelength (minimum step size of 1nm), which triggered the
camera to acquire a new image. This procedure was automated such that the camera
would acquire images at each wavelength for a certain wavelength range and with a set
wavelength step size. This iterative measurement was performed in the dark and upon
illumination of the pulsed laser to later remove the background originating from the dark
conditions. Usually the wavelength range would be [650-900 nm] due to the limit of the
camera and the step size of 3 nm, which led to the acquisition of 84 consecutive images.
A python program was then used to subtract the background images to the illuminated
images and choose the region of interest among the whole map. From this technique, a
rudimentary PL spectrum can be obtained by averaging the intensity of the chosen region
for each image, but the shape of the spectrum is then odd, due to the unequal response
of the camera for different wavelengths. In addition, the given intensity from the PL
spectrum is arbitrary and cannot be used for the determination of the PL yield.
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Therefore, spectral and intensity calibrations had to be carried out, which are well-
known procedures and were already reported in the Master thesis works of Joé Seil and
Ricardo Poeira [323, 327]. Briefly, for the spectral calibration, a calibrated white light
(Thorlabs) is shone into an integrating sphere, whose role is to diffuse the light into a spe-
cific profile. This profile is compared with the profile observed by the camera and the LC
and a calibration function is calculated and can be used to obtain the real shape of the PL
spectrum. The intensity calibration consists in using a laser diode with a known intensity
into the same integrating sphere, which will emit a light that will be measured first by
a powermeter and then by the PL setup. This results in a counts-to-photons conversion
factor that can be used to obtain the PL spectrum in a quantitative unit: photons/(cm?
s nm) that can be used to calculate the PLQY. For the TRPL measurements, either the
LC filter was removed or it was kept and a specific wavelength was set, usually the one
yielding the highest intensity from the PL spectrum. Then the triggering parameters be-
tween the camera and the laser were used and the working principle is depicted in Figure
3.13 and will be briefly explained.
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Figure 3.13: Working principle of TRPL using the ICCD camera.

When the recording starts from the software, a trigger signal is sent to the camera
and the laser and after a delay time (trigger delay), a laser pulse is made, also sending
a trigger signal to the camera to start acquiring the photoluminescence after a certain
gate delay and for a certain amount of time (gate width). The larger the gate width, the
higher the intensity of the signal but the poorer the resolution of the TRPL transient. By
an increment of this gate delay, the acquisition of the PL for a time defined by the gate
width will move from before the laser pulse to well after the excitation (during relaxation)
and before the next laser pulse. The procedure can be carried out multiple times for each
gate delay and averaged in order to get better statistics and resolution. Most of the time,
the frequency used was 1 MHz, with a gate width of 3 ns and 200 frames between 50 ns
and 1000 ns, yielding a resolution between 4 and 5 ns.

3.2.3 Determination of yield, lifetime and doping

The PLQY was already expressed in equation 3.10 by:
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Yem [ ®em(E)IE
PLQY = Neat = Qext = = 3.19
Q Meat Q ! Yabs plaserﬁ(l - exp(—ad)) ( )

The absorption coefficient at 532 nm (laser wavelength) used was o = 1.65 x 105¢m ™!

from Ball et al. [328] and the thickness of the absorber was either measured with a
profilometer or calculated proportionally to a previously measured thickness. The power
density of the pulsed laser was measured with a powermeter and averaged over a certain
time due to fluctuations in the power. The laser spot was calculated using the detected
Gaussian profile from the camera. The PL spectrum was integrated over its wavelength
range and PLQY ranging from 1073 to below 10~! were calculated depending on the
composition of the perovskit absorber. A 5% error was assumed in the estimation of the
PLQY caused by the fluctuations in the laser intensity and human errors from spectral
and intensity calibrations. As explained previously, the effective lifetime was extracted
from a mono-exponential decay fit function of the PL decay transient due to the use of
low injection conditions and the error on the estimation of the lifetimes varied depending
on the decay curves.

If the calculated or extracted PLQY and effective lifetime were carried out using the
same excitation intensity (laser power density) with the same PL setup, which was the
case in this PhD thesis, the doping density can be calculated. First, Schnitzer et al. have
linked the PLQY or external quantum yield with the internal quantum yield (Q;u) as
follows [329]:

Qint
PLQY = Qupt = 521 3.20
Q Q t % + (1 _ th) ( )
Here n is the refractive index of the perovskite and only one direction is considered to
contribute to the Q.,;, thus the factor 4 instead of 2 of their original formula. Additionally,
Akrenkiel et al. have linked the Q;,; with the radiative and non-radiative lifetimes (7,44
and T7,,) such that [330]:

Tnr
P — 3.21
Q ! Trad + Tnr ( )

As previously shown, the radiative lifetime can be expressed by T,.qq = 1/[kraa(1—pr)po]
for a p-type perovskite absorber in low-injection conditions. From this equation and if
photon re-absorption p, is taken as 0, a relationship between the doping density pg, the
PLQY and the non-radiative lifetime is obtained as presented by Redinger et al. [319]:

Po = i (1 —1) (3.22)

k'rad Tor Qe:vt

Using the refractive index of MAPbDI3 of 2.4 [328] and the radiative recombination
coefficient of 4.8x10" cm?/s [322], the doping density can be calculated with the cal-
culated and extracted values of the PLQY and the effective lifetime, which is assumed
to be limited by non-radiative recombination. The measurements and fitting errors of
both quantities are also used to estimate an error for the doping density, which will be
given throughout this thesis. On a side note, the PLQY is usually calculated by using a
continuous-wave laser and the formula that governs the PLQY makes use of such a laser.
Therefore it is not entirely sure how a pulsed laser affects the PLQY. However, power-
dependent (or injection-dependent) PL measurements were carried out and presented in
the Master thesis work of Joé Seil [323] to determine the doping density, which is situated
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at the intersection of the linear (low injection) and quadratic (high injection) dependence
of the PL intensity on the carrier injection [322]. The doping density extracted from this
method matched the doping density calculated from the combination of the effective life-
time and the PLQY, therefore confirming that a pulsed laser could be used to determine
the PLQY of a perovskite absorber.
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3.3 Summary of growth and photoluminescence

The growth of hybrid halide perovskite is important, as it is the root of the surface, which
is only the breaking point of the thin-film. Co-evaporation of MAPbI3 has been presented
in this chapter and proved itself to be more challenging than the original concept of
PVD, mainly due to the volatility of the organic compound MAI. However, by carefully
controlling its partial pressure, absorbers for solar cells have been made and will be the
topic of discussion of Chapter 5. Co-evaporation has the advantage of minimizing the
modification of the intrinsic surface properties of MAPbI; compared to solution-based
processes. Nevertheless, obtaining a solid fabrication baseline takes time and also brings
some challenges. One of them was that the co-evaporated MAPbDI; films proved themselves
not suited for the study of their surfaces via scanning tunneling microscope. Therefore,
solution-based halide perovskites were also investigated during this thesis in Chapter 4
and 7. It is therefore useful to draw a clear picture of the samples studied in the different
chapters and the techniques used. Figure 3.14 represents the investigated samples, with
their fabrication methods, where they were fabricated, and the main techniques used to
characterize them. Two chapters discuss the surface properties of co-evaporated MAPbI;
using mainly KPFM and X-ray photoelectron spectroscopy (XPS). One chapter analyzes
the surface states of solution-based MAPbDI3 and the last chapter evaluates the surface
sensitivity and surface passivation of co-evaporated MAPDbI; and mixed halide perovskites.
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Figure 3.14: Representation of the samples investigated in this thesis, with their fabrica-
tion methods and the main characterization techniques.






Chapter 4

Local density of states in
solution-based perovskites

An important aspect of polycrystalline semiconductors is the multitude of features that
can be observed at their surface, such as different grain orientations, facets and boundaries
leading to different surface terminations and thereby surface states [133, 134]. In addi-
tion, the grain boundaries do not exist in single-crystal semiconductors. As an example,
epitaxially-grown GaAs solar cells are still the best performing single-junction devices to
date and it is therefore important to determine if MAPbI3 aborbers are suffering from
their polycrystalline nature, and the existence for example of grain boundaries, which
have often been reported to be non-radiative recombination centers [143, 154, 155, 156].
Additionally, as the use of perovskite absorbers results in high-efficiency devices, it is
interesting to determine whether their surface is free of defects or not. To that end,
scanning tunneling microscopy and spectroscopy (STM and STS) will be used, without
being exposed to air, to analyse the electronic properties at the surface of grains and grain
boundaries for MAPbI3 and mixed halide perovskites. Additionally, simulations will be
used to quantify the lateral variations of the densities of surface states, workfunctions and
bandgaps.

This chapter is largely based on the work of [331]. The first section 4.1 explains
how the local density of states (LDOS) can be used to determine distinct features of the
surface such as the surface bandgap. It shows how using dI/dV for the extraction of the
surface bandgap is not sufficient and how it has to be normalized by a broadened 1/V. The
second section 4.2 goes through the process of simulating the LDOS and the observation
of Fermi level pinning. The results there suggest a density of surface states for MAPDbI;
of about 1x10™ cm=2 eV~!. Section 4.3 and section 4.4 discuss the occurrence of local
variations of the surface states, WFs and surface bandgaps. These measurements reveal
that grains and grain facets have different densities of surface states and different surface
dipoles (WF) but that the grain boundaries are not different from the grains. Section
4.5 considers some potential origins of the facet-dependent surface states, which is not
linked to degradation of MAPbDI3 but to the intrinsic properties of the material. Lastly,
section 4.6 and 4.7 further investigate the electronic properties of mixed halide perovskite
absorbers. The results show variations of the density of surface states and workfunction
between grains and of grain facets, which are linked this time to an additional degradation
of the mixed halide perovskites.
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4.1 Conductance, local density of states and surface
bandgap determination

STM and STS on the co-evaporated MAPDI3 absorbers fabricated throughout this thesis
have been found to be particularly challenging, potentially due to the low doping and low
conductivity, therefore for the purpose of this study, MAPbI3 absorbers were grown on
ITO substrates by a solution-based method, which is described in the Appendix Chapter
4D.1. The devices made using this absorber yielded efficiencies comparable to established
MAPDI; high-efficient solar cells at the time, making the absorber suitable to be studied.
As previously stated, oxygen and moisture can alter the surface properties of perovskite
and therefore the measurements were performed in UHV and the surface contamination
was kept to a minimum by using an inert gas transfer suitcase. In addition all mea-
surements were performed in the dark to avoid any light-induced surface change. The
measurement, parameters for the STM and STS can be found in the Appendix Chapter
4D.2. Large negative tip bias had to be used to carry out the measurements and access
the local density of states, due to the relatively low doping and conductivity of the ab-
sorbers. Measuring the tunneling conductance of the surface of the MAPbI3 absorbers
was made possible by STS, where the current I was measured upon the local variation
of the voltage V. As previously discussed in section 2.1, at low voltages, the tunneling
conductance dI/dV can be expressed as:

;Z—‘I/ x p, T = LDOS (4.1)
ps and T are the density of states at the surface of the sample and T is the transmission
coefficient. From the previous equation 4.1, the surface bandgap cannot be extracted due
to the exponential voltage dependence of T, which can be bypassed by normalizing dI/dV
by I/V, which works well for small surface bangap materials. However, if the current
approaches zero much faster than the conductance in large surface bandgap materials such
as MAPDI;, the (dI/dV)/(I/V) ratio diverges at the band edges. To circumvent this issue,
some amount of broadening of the I/V values can be used. In this case, the broadening
method presented by Feenstra et al. [223] was used and the resulting normalized and
broadened curves were then referred to (dI/dV)/I/V. Briefly, the divergent I/V near
zero voltage is convoluted with an exponential function, using a certain broadening width
AV which should be in the order of the bandgap of the semiconductor. This suppresses
the noise in the middle of the gap and produces a smooth I/V function with non-zero
values throughout the bandgap, that can be used to normalize dI/dV [223].

Figure 4.1 represents the topography by imaging the occupied states of the solution-
based MAPDI; as the image was acquired with a negative gap voltage of -2 V and a
current setpoint of 200 pA. Grains of different sizes, separated by clear grain boundaries
were observed. Current imaging tunneling spectroscopy (CITS, see section 2.1) was then
used on a smaller portion of that image to extract a spectroscopic image. A grid of 100 x
100 points is defined on a 4 pm? area and on each pixel of the grid, the current is measured
as the voltage is ramped from -2 V to +1.5 V. Figure 4.2 displays the topography and
its associated current I(V) image and conductance (dI/dV) image. Multiple electronic
features can be discerned, suggesting a non-homogeneous surface either in terms of surface
states, density of states or WFs. The difference of current or conductance at the surface
will be discussed in the next sections.

From the I(V) spectroscopy, which has been primarily smoothed to get rid of the
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Figure 4.1: STM topography of the solution-based MAPbI3 acquired with negative gap

voltage applied to the sample. Parameters: gap voltage = -2 V, tunneling current = 2
pA.

high current curves, an average I(V) spectrum was extracted and the broadening method
previously described to further access the average (dlI/dV)/I/V was used. Clear defined
bandgap and valence (VB) and conduction bands (CB) onsets (Figure 4.3b) could be
observed. The Fermi level position Ep is found when the voltage equals zero, which
clearly shows here an n-type doped surface as Ep is closest to the CB. Previous works,
based for instance on photoemission measurements, have already reported such n-type
behavior at the surface [332, 333].

25

Figure 4.2: (a) Zoom of the STM topography of Figure 4.1. (b) Associated CITS (I(V))
image at the specific gap voltage of -0.86 V and (¢) associated conductance image (dI/dV

(V)

The observed n-type behavior at the surface can be the result of surface band bending
due to surface states, and not specifically driven by an n-type bulk doping. Of course the
surface doping type is absorber- and composition- dependent as previous reports already
showed that the Fermi level depends on the ratio of MAI to Pbl, [85, 334]. Besides, it was
already discussed in section 1.3.1 of Chapter 1 that depending on the composition, the sur-
face terminations (MAI-terminated or Pbly-terminated) are different, inducing different
surface defects and therefore different doping or band bending magnitude. Extrapolation
of the bandgap was made possible using the zoom-in region of the (dI/dV)/I/V (Figure
4.3b) and a value of 1.62 + 0.5 eV was extracted. Note that this is a rough estimate of
the surface bandgap as the value depends on how the extrapolation is performed, but it is
however in good agreement with the optical bandgap measured with photoluminescence
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(Appendix Chapter D.4) and the estimation errors are reduced due to the broadening
method used to bypass the divergence issue near zero voltages. The following section con-
cerning simulation will however give a more elaborate estimation of the surface bandgap.
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Figure 4.3: (a) Averaged (dI/dV)/I/V curve from the CITS perfomed on Figure 4.2a.
The A and B letters denote two features that will be further discussed. (b) Zoom-in of
(b) where the band onsets are determined via extrapolation. VB and CB refer to the
valence and conduction band onsets.

Two letters (A and B) were used in Figure 4.3 to refer to two distinct features of the
LDOS. A represents a peak in the positive voltages which can be attributed to the band
structure of MAPbI3 and has already been observed in previous DFT calculations, and
was linked to the (001) and (110) surfaces and their Pb-6p orbitals [134]. The second
feature, denoted B, highlights a larger conductance in the tail of the VB compared to
the tail of the CB, i.e., the edge of the VB is less sharp than the one of the CB. This
feature will be used in the following sections as it fluctuates at the surface and is linked
to different surface state densities.

4.2 Simulation of density of surface states and Fermi
level pinning

To understand the dI/dV spectra as well as the features that can be observed in such a
curve, modelling becomes a crucial tool. Feenstra and co-workers [335] have previously
developed a numerical tool to simulate the tunneling current between tip and sample
combined with an electrostatic potential computation of the tip induced band bending
(TIBB). In their model, the studied material (semiconductor) is treated as an effective
mass approximation (envelope function). The tunnel current from the STM tip to the
sample is simulated using the Bardeen method, which uses multiple approximations that
are described in details by Bardeen [219]. Essentially, the tunneling current is described
as a one-particle process and the interaction between tip and sample, which could induce
the formation of coupled electronic states, is neglected. The simulation tool also includes
solutions of the coupled Poisson and Schrodinger’s equations used for the situation of
charge accumulation at the surface. The theory behind the computation, based on the
Bardeen formalism, is explained in details in the work of Feenstra et al. [336].

Their computing tool was used in their work on n-type GaAs(110) surfaces and they
successfully managed to fit their dI/dV curve in order to access electronic parameters at
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the surface such as the density of surface states. As for surface states, they modelled
acceptor-type surface states with a Gaussian density distribution in energy within the
CB. One of the conclusions they drew was that the TIBB at negative voltages is limited
by the Fermi level pinning (see section 1.3 of Chapter 1), caused by the surface states.
The same fitting routine was therefore used in the previously presented data, in order to
access the density of surface states of the solution-based MAPbDI;.

To that end, two different approaches were tried out, as depicted in Figure 4.4. The
first approach consisted in neglecting the intrinsic surface states of this assumed n-type
MAPDI3. When the STM tip approaches the surface of the absorber but no bias is applied
to the tip, the Fermi levels at the surface of the sample and of the tip are flat and are
aligned (Figure 4.4a). As soon as a positive voltage is applied to the tip (negative to the
sample), TIBB induces downward bending of the CBM and VBM bands, such that an
accumulation of electrons occurs. The second approach was to assume a perovskite surface
with a high density of surface states (Figure 4.4b). As already discussed in sub-section
1.3.5, both acceptor-like and donor-like surface states were considered, separated by the
charge neutrality level (CNL) and with a gaussian distribution. Due to the negatively-
charged acceptor surface states, equilibrium and charge neutrality impose the VBM and
CBM bands to bend upward towards the surface, causing a positively-charged space charge
region beneath the surface. Note that here the donor surface states do not contribute to
the band bending as they are never occupied with holes (donors are charge-neutral when
occupied with electrons). Due to the high density of surface states, the Fermi level is
pinned and therefore, applying a voltage does not change the bending of the bands, so no
TIBB is induced under positive tip bias.

(a) No intrinsic surface states (b) High density of surface states
MAPDI; Tip MAPDI; Tip
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Figure 4.4: Schematic of the tunneling junction between the surface and the tip in the case
of (a) no intrinsic surface states at the MAPbI3 surface and (b) high density of surface
states. V, is the applied bias to the tip, and the workfunction of the tip is drawn in green
when no tip bias is applied and red when a positive bias is applied to the tip. The CNL
in (b) represents the charge neutrality level, dividing the acceptor to the donor surface
states. The dashed regions in the Gaussian distribution of the acceptor and donor surface
states denote them as filled with electrons, which yields negatively charged acceptors and
neutral donors.
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These two approaches were then modelled using the model from Feenstra and co-
workers [335]. To simulate the first approach with no intrinsic surface states, the param-
eters presented in table 4.1 were used with a negligible density of surface states of Np
= 1x10" ecm™2eV~!. The simulated dI/dV curve together with the experimental one
are represented on a linear and semi-logarithmic scale in Figure 4.5 with the green curve
and the blue dots respectively. At positive voltages, the fit to the experimental data was
satisfactory and optimized via an adjustment of the contact potential difference between
the tip and the sample, the sample-tip distance and the doping level in the bulk.

H Parameter Value Unit H
Tip-sample distance 0.48 nm
Tip radius 16.5 nm
Contact potential difference -0.55 \Y
Donor Concentration 1 x 10 cm™
Bandgap 1.62 eV
Donor binding energy 6 meV
Acceptor binding energy 28 meV
Dielectric constant 26
Temperature 300 K
Charge neutrality level 0.1 eV
FWHM Gaussian distribution 135 meV
Centroid energies for the distribution 1.5 eV
Electron affinity of the sample 4.07 eV
Fermi energy of the tip 5.0 eV

Table 4.1: Parameters used in the simulation of the dI/dV curves.

Ideally, the CPD should be extracted from the variation of the tip-sample distance
and the simultaneous measurement of the tunneling current or by KPFM using the same
tip. However, at negative voltages, the fit to the experimental data did not match, as a
large conductance was observed for the simulated case, which was not the case for the
measured dI/dV spectrum of this MAPbI3 absorber. This large conductance at negative
voltages in the fitted curve with no density of surface states can be traced back to TIBB,
where the accumulation of electrons, as discussed previously, induces a large amount of
filled localized surface states, dominating the conductance in the bandgap at low negative
voltages.

Therefore, to fit the experimental data at negative voltages, the density of surface
states had to be optimized such that it reached a high density of Np = 1x10" cm™2eV 1,
located at 1.4 eV relative to the CNL (0.1 eV above the VBM) and with a Gaussian
distribution of 135 meV (table 4.1). The parameters may not be the most accurate for
this specific sample, which makes the simulation and its interpretation more qualitative-
based. The assumption of n-type doping was however justified by the resulting dip in
the dI/dV curve at small negative voltages, which would occur at small positive voltages
if p-type doping was to be chosen. However, the most determining factor was still the
density of surface states. Without a relatively high value, the fit to the experimental
data would not be possible, which proved that the studied MAPbI; absorber had a high
intrinsic density of surface states, that pinned the Fermi-level and bypassed the TIBB,
observed in the former case of no intrinsic surface states at negative voltages.
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Figure 4.5: Measured and simulated average dI/dV curve on (a) a semi-logarithmic scale
and (b) a linear scale for the two cases of no intrinsic surface state (green) and high
density of surface states (red), discussed in Figure 4.4. Courtesy of Alex Redinger.

4.3 Local fluctuation of surface states, workfunctions
and bandgaps

The distribution of the surface states was then studied by using lateraly resolved dI/dV
images. To that end, the grain boundaries were manually defined with black lines for clar-
ity as represented in the topography in Figure 4.6a. From the dI/dV maps, derived from
the CITS, regions at two specific voltages were extracted, at -0.86 V (Figure 4.6b) and
+0.36 V (Figure 4.6c), to represent negative voltages and positive voltages, which previ-
ously showed completely different behaviors. There, the grain boundaries are represented
with white lines.
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Figure 4.6: (a) STM topography with the grain boundaries defined by the black lines.
(b,c) Associated dI/dV or conductance maps at -0.86 V and +0.36 V respectively with
the grains boundaries defined with white lines.

At negative voltages, visual fluctuations in the conductance map were directly ob-
served, where some grains appeared to be more conductive than others. Most impor-
tantly, different conductance were also discerned within single grains (see regions 1 and
2 of the same grain in Figure 4.6b). The grain boundaries themselves did not present a
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different contrast in conductance compared to the grains, which could also be attributed
here to a limitation in the resolution of 40nm, originating from the scan size divided by
the number of pixels used during the measurements. At positive voltages, homogeneity
within a single grain seemed to be re-established but not between different grains. As an
example, the grain depicted in the region 3 had now a much higher conductance than the
grain represented by the regions 1 and 2 (Figure 4.6¢), which was not the case at negative
voltages. From the STM topography and extracted line profiles, one can infer that the
observed differences in conductance within one grain are related to different facets of that
grain. As already discussed in this thesis, different facet orientations can result in differ-
ent surface terminations and therefore electronic properties. In order to confirm this, the
dI/dV curves of each regions were extracted and modelled for different situations, to see
which parameters were defining the observed changes in conductance within and between
grains.

The dI/dV curves of the regions are depicted in Figure 4.7a together with the average
conductance. At both negative and positive voltages, variations in the conductance of the
regions were observed. The biggest visible changes were attributed to the regions 1 and
4, where at negative voltages, the conductance shifted to much lower values compared
to regions 2 and 3, and the average dI/dV curve. To link these changes to electronic
properties, two sets of simulations were performed. In Figure 4.7b, the CPD between tip
and sample was varied from -0.35 V to -0.65 V, which represents a change of the sample’s
WF| linked to multiple parameters as previously discussed in section 1.3.5, but which could
well be due to different surface terminations and surface dipoles. The simulation showed
that varying the CPD by about 300 mV shifted the dI/dV curves to lower conductance
values for both negative and positive voltages and with similar magnitudes. However, this
cannot solely explain the differences observed in the experimental dI/dV curves for the
different regions as unsymmetrical variations of the conductance depending on applied
bias were observed.
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Figure 4.7: (a) Extracted dI/dV curves for each regions presented in Figure 4.6 and
averaged dI/dV curve. (b,c) Simulated dI/dV curves with a varying CPD between -
0.35 V to -0.65 V, and with a varying density of surface states between 0 and 1 x 104
ecm2eV~! respectively. Courtesy of Alex Redinger.

The influence of solely varying the density of surface states from 0 to 1 x 10
cm~2eV~! (Figure 4.7c) was then modelled. This resulted in a different observation, as no
change could be observed for the onset of the conductance at positive voltages, whereas
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at negative voltages, large variations, similar to the one measured experimentally, could
be visible.

The experimental dI/dV curves extracted from the regions therefore reflected both
a change in density of states but also in CPD, as asymmetric fluctuations occurred,
with large conductance drops at negative voltages and much lower conductance drops
at positive voltages, depending on the region of interest. One has to note however that
a change in density of surface states, such as the one presented in Figure 4.7, will also
induce in turn a change in CPD due to a change of the surface dipole (strongly linked
to the WF). In the previous simulation, this effect is not taken into account, as only one
parameter was varied, thus the constant trend at positive voltages for Figure 4.7c. From
these simulations, one can therefore infer that the observed changes in the dI/dV spectra
for each region can be correlated to a different density of surface states, which induce a
change of the CPD (or WF) value.

4.4 Grain boundary properties in MAPI absorbers

One crucial feature of polycristalline MAPbDI;3 is the grain boundary and it is then impor-
tant to determine if the density of surface states there is different from the one observed
at the adjacent grains. To that end, CITS on a smaller scale (1.2 x 1.2 pm?) was per-
formed to resolve with a higher resolution the GBs (10 nm resolution). Note that better
resolution down to 1-2 nm should be preferred to really observe the intrinsic feature of the
GBs, but this would also induce larger thermal drift in the obtained images. In Figure
4.8, a STM topography of several grains and GBs and the associated CITS at -0.6, 0 and
+0.6 V are represented. Dark and white lines are used to define the grains and approx-
imate the regions of the boundaries but an image without the lines can be found Figure
D.3 in the Appendix Chapter 4D.5. From the dI/dV images at the different voltages, no
clear change in conductance at the GBs could be distinguished, but rather as previously
observed, different density of surface states within single grains.
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Figure 4.8: (a) STM topography on a smaller scale to resolve the grain boundaries. (b,c,d)
highly-resolved dI/dV map at -0.6, 0 and +0.6 V respectively. The dark and white lines
give a rough estimation of the position of the GBs.

The average I(V) curves at the grain boundaries and at the grains were therefore
extracted and derived to access the average dI/dV curves and the resulting normalized
(dI/dV)/I/V curves (Figure 4.9). From the latter, a bandgap of 1.65 eV for both the
grains and the GBs was extracted, which is within the previous range observed (1.62 =+
0.5 e¢V). From the raw dI/dV curves, not much difference between grains and GBs was
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observed, except from a slight shift to lower conductance values for the grains, which can
be attributed to a slightly higher CPD value compared to the GBs of about 22 mV when
using simulation. This would indicate that the grains would have a WF lower by 22 meV
compared to the GBs, which is insignificant and lower than 7T at room temperature,
but a magnitude which has often been observed in this thesis for several other types of
perovskite absorbers using KPFM.

These observations, indicating an excellent passivation at the GBs as well as insignif-
icant changes in WF, are not in line with most of the literature, where band bending,
either downward or upward, from grains to GBs, is often reported. Most of the time
reports conclude that these variations at the GBs cause either a worsening of the device
performance due to barriers for charge carrier or improvement of the performances due
to passivation at the GBs [18, 84, 337]. As previously discussed, the different use of sol-
vents, but also air exposure of the sample or the use of light can already alter the surface
properties and specifically the GBs, thus the sample’s history has to be known.
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Figure 4.9: (a) Normalized (dI/dV)/I/V curves representing the grains and GBs and the
extracted bandgaps. (b) dI/dV curves displaying a small shift in CPD.

4.5 Origin of the facet-dependent density of surface
states

Previous reports already demonstrated that Fermi-level pinning could be caused by a high
amount of Pb? at the surface of a perovskite absorber [338, 339] and additional n-type
doping. However appearance of metallic lead has only been observed in UHV when light
is used during XPS. The measurements presented in this chapter were only performed
in the dark and only a low intensity light-emitting diode was used to move the sample
around the UHV chamber and to approach the sample close to the tip. It is therefore not
possible to fully discard that light did not alter the surface or the studied solution-based
MAPDI;. Besides, the absorbers were transferred from a glovebox to the UHV chamber
by an inert gas suitcase, which does not entirely exclude the alteration of the surface of
the absorber but this remains the most relevant option as solution-based solar cells are
often fabricated in nitrogen-filled gloveboxes. The previous results obtained for MAPDbI;
absorbers showed that a high density of surface states was present and induced Fermi
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level pinning.

The high density of Pb? at the surface of perovskite is often attributed to metallic lead
(338, 339] and directly linked to the decomposition of MAPbI3 by first transitioning to
Pbl,. However, the measured and extracted surface bandgap were also in accordance with
the optical bandgap of perovskite, and did not increase, which would be the case in the
presence of Pbl,, which has a bandgap value between 2.3 and 2.5 eV [340, 341, 342, 343].
Besides, if metallic lead was to be present at the surface, this would introduce additional
states in the bandgap, as metallic behavior would be expected and observable, which
was not the case here. Therefore the variations in the conductance, density of surface
states and induced change in surface dipole can be attributed to an intrinsic property
of the MAPbDI3 surface, stemming from different surface terminations, possibly modified
by nitrogen exposure, as already reported by Leblebici et al. [145] and deQuilettes et
al. [143]. In their work, they correlated carrier lifetimes with the variation of the C1/(Cl
+ I) concentration, as chlorine is present in their absorber, which is also the case for
the previously studied absorbers. In order to confirm that individual facets have distinct
concentration of halide elements, correlative STM and composition measurements would
need to be performed, in addition to photoluminescence mapping for instance.

4.6 Density of states at the surface of mixed-cation
mixed-halide perovskites

Currently, the most efficient perovskite solar cells are based on mixed-cation and mixed-
halide composition, therefore, it is interesting to look at how their surfaces differ from
the ones of MAPDI3; and if their surface properties can be linked to their improved de-
vice efficiencies. To that end, CITS measurements on FAPbIs-rich perovskite, namely
FAq.97MAj 03Pbls 97Brg o3 spin-coated on mesoporous TiO, and provided by Anurag Kr-
ishna [344], were carried out, where FA is the cation formamidinium and Br is the bromine
halide. Devices made with these absorbers resulted in efficiencies above 21% and the pa-
rameters related to the efficiency can be found in the Figure D.4 of the appendix of Chapter
3D.6 and in the work of Anurag et al. [344]. Once again, the perovskite absorbers were
analyzed without air exposure after their deposition and using UHV STM.

4.6.1 Inter-grain variations of the conductance

The STM topography together with the conductance maps at different voltages are rep-
resented in Figure 4.10. Just from the visual inspection, clear fluctuations in the dI/dV
maps depending on the grains could be observed, as depicted by the grains 1,2,3 and 4.

The average dI/dV curve for each of the previously cited grains were extracted and
plotted in semi-logarithmic scales (Figure 4.11b). The broadening method was also used
to access the surface bandgap via the (dI/dV)/I/V (Figure 4.11a). From the extracted
curves, different surface bandgaps, attributed to the different grains (Figure 4.11a), were
first noticed. While the large grains (3 and 4) had their bandgap determined to be around
1.57 eV £+ 0.5 eV, in accordance with the optical bandgap of the perovskite, the smaller
grains (1 and 2) had much lower bandgaps (0.78 and 1.18 eV respectively). Such low
bandgaps in Pb-based perovskite are not feasible and Pbly secondary phase compounds
have much higher bandgap than the 1.57 eV of this absorber.



104 Chapter 4. Local density of states in solution-based perovskites

-50 : 5.

Figure 4.10: (a) STM topography of the surface of a FAgg;MAg 03Pbls 97Brg o3 absorber.
(b, ¢, d, e, f) Corresponding conductance (dI/dV) maps at -2.7, -2.2, -1, +1 and +2.7 V
respectively.

The dI/dV curves depicted on a semi-logarithmic scale (Figure 4.11b) further high-
lighted the variations in the conductance between the grains. At large negative voltages,
the smaller grains had a lower conductance than the larger grains but this reversed when
the tip voltage overcame -1.5 V. The asymmetric changes in the dI/dV curves at negative
and positive voltages and the large change of the conductance in the near-zero voltage
region suggested that the smaller grains had both a much different density of surface
states as well a different CPD (WF) than the larger grains. For example, the smaller
grains displayed an increased CPD, and WF, by about 0.3 to 1 eV compared to the larger
grains.
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Figure 4.11: (a) (dI/dV)/I/V curves of the different grains and (b) dI/dV curves on
semi-log scale.

4.6.2 Intra-grain variations of the conductance

In addition to the fluctuations in the conductance observed between different grains, the
similar aptitude between different facets of one grain was also noticed, as displayed in
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Figure 4.12. Grain 1 (Gp) and grain 2 (Gy) present two different types of conductance,
which are referred to here as facets F1 and F2 for each grain. Similarly to the previous case,
the facets Fy of each grains have lower conductance at large negative voltages compared
to the facets F; (Figure 4.13), but after -1.7 V, the trend reverses until the conductance
for each facet meet up at high positive voltage (2.5 V).

Figure 4.12: (a) STM topography of the same mixed cation-halide perovskite absorber.
(b,c) Corresponding dI/dV images at -2.5 V and -1 V respectively. G, F, represents the
facet y of the grains x.

The average dI/dV curves of each facets were therefore extracted and plotted in Figure
4.13. The study started with the already discussed analysis of the surface bandgap for each
facet (Figure 4.13a), which showed that the facets with the higher conductance displayed
a much lower bandgap than the other regions (0.9 - 1.3 eV), that are in majority present
at the surface of the absorber (1.57 eV + 0.5 eV). Additionally, both facets presenting
the lower bandgap had a non-zero, slightly positive conductance at 0 V, with an increase
of the conductance magnitude scaling up with the reduction of the bandgap.
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Figure 4.13: (dI/dV)/I/V curves of the different facets of grains 1 and 2 on and (b) dI/dV
curves on a semi-log scale.

The extracted dI/dV curves on a semi-logarithmic scale were analyzed such that the
different features of the facets appearing in the conductance curves could be clearly dis-
tinguished. The facets F; exhibited similar curves, whereas the facets Fy presented what
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was previously simulated in the case of MAPbI; absorbers as both an increase in CPD
and a change in density of states, which could be suggested from the asymmetric changes
at positive and negative voltages. Even more interesting was that the magnitude of the
changes in density of states (decrease) and CPD (decrease) scaled with the reduction of
the bandgap. The exact same behavior were actually also observed when inter-grains
(Figure 4.11b) were analyzed.

4.7 Origin of the low bandgap and defect signature

The combined increase of the WF (decrease of the CPD), decrease of the surface bandgap
and decrease of the density of surface states therefore suggest the occurrence of metallic
lead (Pb%) due to partial degradation of the mixed cation-halide perovskite absorber, ei-
ther caused by the UHV, or in combination with the light studies performed beforehand
using KPFM. A higher density of metallic lead Pb° on some grains would introduce states
in the bandgap and reduce the latter, towards a metallic behavior. Degradation of per-
ovskite towards Pb® has already been reported to happen in UHV in combination with
light [338]. In addition X-ray photoelectron spectroscopy (XPS) on this sample revealed
the presence of metallic lead and scanning electron microscopy (SEM) showed the occur-
rence of Pbly grains [344]. Besides, after the UHV measurements, photoluminescence and
time-resolved photoluminescence were carried out and compared to the measurements
before the UHV exposure. The luminescence had decreased by ~ 1.5 and the effective
lifetime had dropped from 570 ns to 380 ns, suggesting a degradation of the absorber’s
performances after UHV and light exposure (Figure D.5 in appendix of chapter 3). How-
ever, the possibility that the lowered bandgap and increased conductance are the results of
trap states in the bandgap cannot be ruled out. Shallow traps can for example introduce
discrete energy levels or disorder-induced acceptor-like and donor-like tail states in the
bandgap, which will be visible in the DOS as a narrowing of the bandgap [345, 346, 347].
Density functional theory (DFT) or defect formation energy (DFE) calculations would be
ideal tools to complement these STS measurements.

An average dI/dV curves was extracted from all the grains of the performed CITS. In
Figure 4.14, the conductance is depicted in a semi-logarithmic scale to better visualize a
bump in the dI/dV curve at +0.5 V.

This bump in the conductance is suggested to be the signature of a surface defect, as it
vanished when passivation layers were used (see section 7.3 of Chapter 7). The origin of the
defect could not be accessible with STS and therefore DFE computations were used and
proposed that among the possible surface defects, lead-iodine antisite (Pb; DFE = 0.59
eV) was likely to form on a Pbly-rich mixed cation-halide perovskite surface [192, 348].
Using DFT calculations, the most stable configurations of the molecules used in the
passivation layer (and discussed in section 7.3) that would interact with a Pb; defect were
modelled and led to the finding of an interaction energy of -0.98 eV, confirming a favorable
interaction with the antisite defect [344]. It stemmed from the STS and computations
that a defect was present in the surroundings of the conduction band, which can be the
reason of the reduced intrinsic stability, the degradation of the absorber in UHV and/or
upon illumination, which led to the appearance of potential metallic lead or shallow trap
states.

Similarly to the case of MAPDI3, the LDOS of the GBs were investigated and compared
to the grains but did not exhibit large differences except from slight shifts that were in
coherence with KPFM measurements later presented. This was discussed in a bit more



4.7. Origin of the low bandgap and defect signature 107

10°¢ 3

di/dV [nAV]
2

102 3

10-3 1 ) 1 R I
-1 0 1

Tip voltage [V]

Figure 4.14: Average dI/dV curve extracted from a large amount of grains at the surface
of the mixed cation-halide perovskite. The blue dotted circle represents the region with

a potential defect signature.

details in section D.8 of the appendix of chapter 4. However, overall, CITS remains a very
qualitative tool for GBs characterization when, as in this case, the resolution lies between
8 to 10 nm and the adjacent grains might contribute to some tunneling of current to the
tip. FM-KPFM is therefore preferred and recommended to study these features.
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4.8 Summary of Chapter 4

In this chapter, current imaging tunneling spectroscopy was used to access the local den-
sity of surface states of solution-based MAPbI3 and FAq9;MAg o3Pbls.97Brgo3. Measuring
the local conductance at the surface was shown to be a useful tool to access the density of
surface states when low applied voltages were used. Different types of features, associated
to the band structure of the perovskite, could be observed on a simple average dI/dV
curve, as well as clear differences in conductance by solely looking at the CITS images.
Air-exposure was circumvented to avoid any change at the surface related to external
factors such as oxygen and moisture.

MAPDI; absorbers were used as a case study, where first the dI/dV curve were
extracted and normalized by a broadened I/V, enabling the extraction of the surface
bandgap of 1.62 #+ 0.5 eV by using the extrapolation of the band edges in the (dI/dV)/I/V
curve. Two cases were simulated, one without intrinsic surface states and one with a high
density of surface states, and compared to the experimental results. It was observed that
the MAPDI; absorbers had a high density of surface state of about 1x10* cm=2eV 1,
which pinned the Fermi level and made the surface of the absorber non disrupted by
tip-induced band bending.

Local fluctuations in conductance between grains and within single grains were ob-
served, and modelling was used to understand their origin. It resulted that they were
caused by a different amount of surface states depending on a facet of a grain, which also
induced a change in the surface dipole, linked to the contact potential difference. The
grain boundaries were also studied but no variations could be discerned compared to the
grain interiors, except from a small change of the WF by 20 meV, which was insignificant
due to its value being lower than k7.

The same procedure was used on a solution-based FAgo7MAg 03Pbls g7Brg 3 mixed
halide perovskites. A defect signature could be resolved in the conduction band, at positive
voltages, which density functional theory suggested to be a lead iodide antisite defect.
CITS images revealed that different grains were again behaving differently than others
but contrarily to the case of MAPbI3, where degradation and Pb formation were excluded,
the reduced surface bandgap of these grains, as well as their increased conductance and
increased WF, led to the suggestion of a degraded absorber. This could potentially lead
to the formation of metallic lead or trap states, that would change the surface properties
locally on the absorber. A similar behavior was observed within single grains. However
shallow trap states creating acceptor or donor-like tail states in the DOS could not be
excluded. Lastly, the grain boundaries again did not vary much compared to the grains,
except from some minor variations in the density of surface states and potentially WF,
which however are always difficult to resolve using scanning tunneling spectroscopy.

The overview of current imaging tunneling spectroscopy showed that density of surface
states vary locally, in combination with other electronic properties such as surface dipole
or WF, between distinct grains and between facets of a single grain, and this independently
of the composition of the absorber. However, the commonly idea that grain boundaries
are worsening the surface of the absorber was not demonstrated here, as they showed
similar behavior than the grains. The aforementioned fluctuations in the conductance
however impose another degree of complexity to the fabrication of devices as extraction
layers are often relying on homogeneous interfaces to yield efficient solar cells.



Chapter 5

Co-evaporated MAPI and the
impact of different growth conditions

As already presented in the SPM review in section 2.4 of Chapter 2, the SPM literature
of perovskites is mostly, if not only, based on films fabricated by solution processes or
by measuring perovskite films in ambient environments, thereby exposing their surfaces
to solvents, oxygen and water. Therefore, there is a clear need to measure the intrinsic
surface properties of perovskites in order to understand them and find optimal passivation
strategies or fabrication designs to further improve the perovskite solar cell efficiencies.

To that end, thermal evaporation can be used to deposit MAPDI3 thin films with-
out the use of solvents and without oxygen and water contamination. They can also be
evaporated on a large scale, due to the ease of controlling the composition, thickness and
uniformity. However, as explained in section 3.5 of Chapter 3, the organic compound MAI
of MAPDbI3 makes it challenging to control the evaporation rate through the evaporation
temperature, and therefore the MAI partial pressure has to be used. Using thermal evap-
oration and KPFM in UHV, one therefore can wonder how the intrinsic bulk and surface
properties of MAPDbI; are affected by the MAI partial pressure.

This chapter therefore focuses on the intrinsic properties of MAPDbI; films and how
fabrication parameters affect their phase purity, their photostriction and their intrinsic
stability. It is largely based on the work [349]. Section 5.1 will introduce the ability to
tune the composition of MAPbDI3 via the control of the partial pressure of the organic
compound. It will be shown that increasing the MAI pressure results in a transition from
a Pbly-rich MAPDI; film to a MAl-rich film. Section 5.2 will then discuss how correlative
PL and TRPL can be used to compare the optoelectronic properties of MAPbI; with
different compositions but also how to access their doping densities. The results will
demonstrate that increasing the MAI pressure leads to an increase of the PL yield and
the lifetime as well as the doping density. Section 5.3.1 will use KPFM measurements on
two types of MAPDI; films with different compositions, and will present clear variations
of their surface properties and different behaviors against annealing. The results will
show that over-stoichiometric MAPbI3 display low WF regions which can be linked to
low-dimensional perovskites, that can disappear upon annealing but degrade the MAPDbI;
surface. Section 5.4 will focus on the changes of the lattice and the stability of the
electronic properties upon illumination. It will present how over-stoichiometric MAPbI;
films exhibit photostriction and how their intrinsic stability against light considerably
reduces compared to near-stoichiometric films.

109
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5.1 Tuning of the composition and structure via the
MALI partial pressure

As previously discussed in section 3.1, the organic compound methylammonium iodide
(MAI) is highly volatile, and therefore its partial pressure is used as one of the control
parameters for the deposition of MAPbI; absorbers, similarly to other works [302, 307,
314, 315]. Throughout all this chapter, the total chamber pressure will be referred to
as p and will be a measure of the MAI flux during the growth. Varying the partial
pressure of MAI therefore influences its evaporation rate, which raises the question of
a potential variation of the absorber’s composition or morphology as a function of the
pressure used. Therefore p was varied by an order of magnitude, from 1x10~% mbar to 1
% 107° mbar, while the evaporation rate of Pbl, was kept constant and techniques such as
X-ray diffraction (XRD), energy dispersive X-ray spectroscopy (EDX), photoluminesnce
(PL) and time-resolved PL (TRPL) were used to determine if any change in the absorber
quality would occur.

EDX measurements were performed on different spots of MAPDI3 films grown at dif-
ferent pressures and showed that by gradually increasing the pressure p, the I/Pb ratio
was also increasing, as described by the table 5.1. At the lowest pressure, p = P = 1 X
1075, the I/Pb ratio is of 2.6, lower than the stoichiometry of 3 of the chemical formula
CH3NH;3Pbl;3, which would suggest a Pb-rich composition. In addition, in table 5.1, the
Pbly/(110) ratio is presented, which relates the ratio of the peak of the Pbl, secondary
phase in the XRD to the (110) peak of the tetragonal MAPbDI;.

H p [mbar] I/Pb ratio Pbly/(110) H

1 x10°° 2.6 0.68
3 x107° 2.9 0
5 x 1079 3.0 0
1 x 107° 3.9 0

Table 5.1: I/Pb ratio obtained by EDX and Pbl,/(110) extracted from XRD

As can be observed, only at the lowest pressure p = ppin = 1 x 107% mbar is the ratio
non-zero, which correlated well with the previously mentioned non-stoichiometric value of
2.6, and can be attributed to the presence of a Pbl, secondary phase, visible in Figure 5.1a.
By increasing p, the ratio also increased to reach 3 at p = 5 x 107% mbar, but ultimately
increased to an even larger value, of 3.9, at p = 1 x 10~° mbar, which was surprising.
Indeed, attaining values above the stoichiometric value of 3 is uncommon, but has already
been reported in the literature [309]. Therefore, despite that EDX measurements suffer
from a number of systematic errors [350] it can be safely concluded that the MAT partial
pressure during growth allowed the tuning of the MAI content in the absorber layer. In
addition, the EDX suggested that a considerable amount of iodine was in excess when
the highest pressure was used. Several groups already reported that MAI grew in a
Volmer Weber mode when thermal evaporation was used [315, 351, 352] but the XRD
measurements performed (Figure 5.1a) did not show any trace of MAI precipitation in the
diffractogram of the high MAI pressure sample (only after a storage of several months,
see section E.1 of appendix Chapter 5). In addition, the Pbly secondary phase, which was
present for the lowest pressure, could not be observed anymore for higher pressures, which
corroborated that the MAI pressures used were enough to fully convert the evaporated
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Pbl, into the perovskite phase. There were however some subtle changes in the crystal
structure when increasing the MAI partial pressure, which could be first depicted by
zooming in near the (220) peak (Figure 5.1b).
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Figure 5.1: (a) Diffractograms of MAPbI3 absorbers grown at different partial pressures,
which are linked to different compositions. For the lowest pressure, a Pbl, residual could
be observed. For a better resolution, (b) represents a zoom of (a) near the (220) peak.
For the identification of XRD peaks, PDF 00-007-0235 (ICDD,1957) for Pbl, and PDF
01-084-7607 (ICDD, 2018) for tetragonal MAPbI3 were used.

First, at the lowest pressure, a broad peak could be observed for the (220) reflection,
presumably due to either the smaller grain size in these absorber layers or the presence of
smaller features from the Pbly secondary phase, as can be observed with the SEM images
of Figure E.2a of appendix Chapter 5E.2. By increasing p, the splitting of the peak into
the (002) and (110) reflections, linked to the tetragonal crystal structure, was clearly
observed and the grain size also increased with the increase of the I/Pb ratio (Figure
E.2b of appendix Chapter 5E.2). When p,,., was used, the broadening of the peaks re-
appeared, which this time did not go with an apparent reduction of the grain size (Figure
E.2¢ of appendix Chapter 5E.2). Additionally, the full width at half maximum (FWHM)
of the XRD peaks were higher for the lowest and highest pressure. In other materials,
an increase of the FWHM has been reported to have multiple causes, such as an increase
in stacking faults and structural disorder [353], a higher residual stress due to a higher
density of grain distortion and dislocations at the surface [354] or also an increase in the
density of point defects [355]. From the SEM images, the increase of the FWHM could
be understandable for the lowest pressure due to the presence of smaller features caused
by the Pbl, secondary phase. However, as the grain size did not decrease for MAPDbI;
grown at the highest pressure, the increase of the FWHM could be the consequence of a
worse crystal structure compared to the stoichiometric case, due to one of the previous
reasons. Further high-resolution XRD should be carried out to unveil the origins of these
differences.

Lastly, at ppaz, a shift of the (220) peak to higher 260 values was observed. A peak
shift in XRD can be the result of a non-stoichiometry, which induces different interatomic
spacing. In addition, strain, either from annealing or light, has been reported to shift
peaks in the XRD diffractogram of perovskite [356, 357] indicating a different strain
induced by the excess of MAI in the lattice. In this case, no annealing was performed and
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the illumination conditions were the same for all samples. Zhu et al. have reported that
films experiencing compressive strain demonstrated peak shifts to higher 26 values [357].
In addition, Song et al. have studied the phase transition of MAPbI3 when varying the
amount of MAI in the lattice. They concluded that over-stoichiometric films presented
other crystal structure than the tegragonal one. When going over the stoichiometric point
(I/Pb = 3), stacked perovskite sheets would occur as a new phase in the diagram, due to
the introduction of stacking faults. They did not say whether the phase was more cubic or
tetragonal but the introduction of stacked perovskite sheets, and in higher stoichiometries
of low-dimensional perovskite, could induce additional strain in the lattice and shift the
XRD peak. This phase diagram will be discussed in more details later in this chapter
(Figure 5.8 and section 5.3). From the simple combination of XRD and EDX analysis, it
can be concluded that using a relatively low MAI pressure of 3 to 5 x 107% mbar allowed
to obtain a non-strained crystal structure without secondary phases and a clear tetragonal
structure due to a near-stoichiometry composition.

High-resolution XRD was also carried out in the vicinity of the (110) and (220) orien-
tation planes to confirm the previously observed trends (Figure 5.2). The samples were all
the same except at the highest pressure where another sample was used. In comparison
to the low-resolution scans, two observations were visible: this time the peak was not
shifted to higher 260 values, and there was a splitting of the peaks, which was not visible
in the low-resolution scans. These differences between the previous low-resolution scan
and the high-resolution scan could be linked to different degree of air exposure, which
could slightly alter the crystal structure differently, or could be due to a lack of resolution
for the first graph.

7_(8) 1/Pb (b) e 1x10 % mbar
3x10 % mbar
e 5x10 % mbar -
1x10 ®mbar

(220)

Intensity [a.u]
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Figure 5.2: High-resolution XRD scans for MAPbI3 absorbers evaporated using different
MALI partial pressure near the (a) (110) and (b) (220) peaks. The I/Pb ratio depicted
were extracted from EDX measurements.

The tetragonal splitting of the (110)/(002) and (220)/(004) peaks therefore appeared
with the increase of the MAI partial pressure, which was synonym of an improved crystal
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quality. A main difference still occurred between the stoichiometric samples and the
over-stoichiometric one (at ppq, with an I/Pb of 3.9). For the latter, an inversion of
the peak intensities happened. This behavior appeared on both fresh and aged samples,
which excluded compositional changes due to a different storage time in the nitrogen-filled
glovebox. A similar phenomena has already been reported in literature [358, 359, 360,
361, 362]. Kavadiya et al. electrosprayed MAI on top of spin-coated Pbly and observed a
preferred orientation of grains with the [002] direction due to the growth process, visible
by a higher intensity for the (002) peak compared to the (110) one [362]. Emara et al.
have in their case reported such behavior when increasing the content of MAI in their
perovskite. The XRD results obtained from the sample grown at the highest MAI partial
pressure were in line with these reports, which could suggest that the excess of MAI
initially used during growth and incorporated in the lattice (visible in the I/Pb ratio
of 3.9) induced a different texturing and preferred grain orientation compared to when
using near-stoichiometric conditions. However one has to note that even if the inversion
of the peak intensities of the (110)/(002) and (220)/(004) was present in most of the
high-pressure samples, sometimes some samples did not display it, and the reason why
remains unanswered so far. Future work should focus on measuring samples with different
pressures without exposing them to air. Nevertheless, it still remains to understand what

could possibly induce the crystal structure to deviate from its original one when using
high MAI content.

5.2 Variations in luminescence, lifetime and doping

In order to see if the change in the crystal structure related to the different MAI partial
pressure had either a negative or a positive effect on the absorber properties, PL and
TRPL in nitrogen were first used for the optical characterization (Figure 5.3) of MAPbI;
grown on FTO. The first observation was that the PL quantum yield (PLQY) increased
with the MAI partial pressure, and even more when using p,,.., which displayed a greater
surge in yield (Figure 5.3a). The extracted bandgap (via an asymmetric function fit)
slightly varied (Table 5.2) from 1.61 eV for the Pb-rich absorber (p,i,) to 1.6 eV for the
near stoichiometric samples and 1.65 eV for the over-stoichiometric I-rich samples. In
addition to the 50 meV blue-shift at p,,.., the PL spectrum itself was broader, either
due to the setup used and the wavelength resolution of the optical filter or an additional
physical phenomenon. To confirm or refute the observed shift and broadening, several
other samples were analyzed, on FTO but also on different other substrates and in the
great majority, both blue-shift and PL broadening could be observed when varying the
pressure from 3x10~% mbar to 1x107° mbar.

Homogeneous or inhomogeneous broadening of the PL can be related to crystallinity
disorder (defects-induced disorder) [363], local bandgap fluctuations caused by for example
chemical or electrostatic potential variations, such as doping. FWHM broadening can
also be the consequence of inhomogeneities in the material, linked to crystal size or shape
[364, 365]. In perovskite literature, several causes were reported to be the consequence
of PL broadening, as for example hot carriers with unexpectedly long lifetimes [366] or
a strong phonon coupling [367]. Broad line width in PL, in addition to strong Stokes
blue-shift, were also noticed in low-dimensional perovskites like the Ruddlesden—Popper
ones where a broad emission near the 1.7 eV was measured, related to in-gap trap states
or potential iodide-based defects [368]. Several other studies observed similar broadening
in 2D perovskites, for instance on 200 nm-thick polycrystalline films [369] or for different
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Figure 5.3: (a) Photoluminescence spectrum measured in a nitrogen-filled box TRPL
measured for the same specific pressure series but using non-air exposed samples with a
pulsed laser power density of 2.6x10™* W ¢cm~2 and a frequency of 1 MHz, corresponding
to an injected carrier density of 1.15x10* cm™3. (b) Calculated PL yield and extracted
effective lifetime from TRPL measurements.

compositions of low-dimensional perovskites [370, 371], which found its root in either
free excitons, self-trapped excitons or distortion of the perovskite lattice. Lastly, the PL
spectrum broadening was also observed in 2D-3D perovskite, prepared by vapor-assisted
solution processes. Li et al. varied the concentration of phenylethylammonium (PEAT)
in the Pbly precursor and used a solid—vapor reaction between the spin-coated PEAI-
doped Pbl, film and an MAI vapor under controlled pressure to obtain mixed 2D PEAI-
3D MAPDI; films, which presented broader peaks than pure 3D MAPDI; films. They
additionally reported a slight blue-shift when incorporating further PEAI 2D perovskite
inside MAPbI; [372], which was in coherence with the observed broadening and blue-shift
of the PL for the samples at MAI high pressure.

In addition to the PL yield increase and broadening when using higher MAI partial
pressure, the effective lifetime measured via TRPL also improved (Figure 5.3b). Both
PLQY and lifetimes were calculated using equations available in section 3.2 of Chapter
3. Using a laser power density of 2.6x10™* W cm~? and a frequency of 1MHz, which cor-
responds to an injected carrier density of 1.15x10' cm ™3, the effective lifetime increased
from about 145 £ 10 ns to 225 4 10 ns from p,,i, t0 Prmaes. Both PL and TRPL were also
carried out on MAPbDI3 grown on glass substrates for two sets of pressure (3x107% mbar
and 1x107° mbar), in order to avoid any contribution from a hole or electron extraction
layer in the determination of the PL yield or effective lifetime (Figure E.3 of appendix
E.3 chapter 4). The observation that the optical properties improved from a low pressure
t0 Pmae Was indifferent of the substrate, correlating that this was based on the intrin-
sic properties of the absorber and not due to a potential barrier formed by the junction
between ETL/HTL and absorber.

Due to the dependence of the lifetime and the PL yield with the laser power density,
and in order to have more statistics, measurements with a larger set of samples were
performed for two pressures (3x107% mbar and 1x107° mbar), and this at different laser
power densities (due to updates of the PL setup). These samples were grown throughout
the time of this thesis. The trend remained the same as previously observed, such that the
PLQY and 7.y increased with the MAI partial pressure, highlighting an improvement of
the optical properties of the absorber, which could suggest a potential better passivation
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P bandgap  PLQY  effective lifetime doping density
unit  mbar eV a.lu ns cm™?
1x107°  1.61  4.3x107° 145 1.4x1016
3x107° 1.60 7.3x107° 175 2.0x10%°
5x107° 1.60 1.0x1072 210 2.3x10%
1x107° 1.65 3.9x1072 225 8.7x10%°

Table 5.2: Bandgap, PLQY, effective lifetime and doping density calculated for different
MALI partial pressures and measured under nitrogen.

of bulk or surface defects, as excess MAI has been reported to reduce MAI vacancies and
promote iodine and MALI interstitials [373].

By using the same optical setup for PL and TRPL, with the same laser frequency and
power, a correlation between the PLQY and 7.5 can be used to access the bulk doping
density of the material, as explained in section 3.2 of Chapter 3. The calculated doping
densities showed certain variations but a clear and large increase of the doping density,
by almost an order of magnitude, from the low to the high pressure could be noticed.
Such a change in doping can already play a role in solar cell performances, due to slight
variations in carrier mobility, recombination rates or Fermi energy level, which impact
Voc, Jsc and FF. Fabricating devices was then useful to see if the improvement of the
optical properties observed at the highest MAI partial used could be translated into more
efficient devices.
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Figure 5.4: (a) Average external quantum efficiencies, effective lifetimes and (b) box chart
of doping density for different pressures and laser power density.

Due to different fabrication constraints, and the following highly time-consuming
KPFM measurements, absorbers at pressure of 3x107% mbar, which will now be referred
t0 as Piow, and 1x107° mbar (Phign) were the only ones converted to devices and will be
the only ones discussed extensively in the next sections of this chapter. The fabrication
procedure was carried out at the Karlsruhe Institute of Technology by Tobias Abzieher,
and is explained in section E.4 of appendix chapter 5. The 3x10~% mbar was the one cho-
sen over the other two pressures as the optical properties did not vary that much between
1x107% mbar and 5x107% mbar and due to an already extensive study of KPFM over
annealing time performed on that one. The J-V curves and performances of the devices
(Voc, Jsc, FF and PCE) are depicted in Figure 5.5a. Interestingly, the best performing
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devices were not the ones with a MAPbI; absorber grown with pp;,, even though they
initially had much higher PLQY and better effective lifetimes. The low pressure samples
achieved an average PCE of 14.5 % with average Voc, Jsc and FF of 1.05 V, 18.2 mA /cm?
and 76 % respectively whereas the high pressure sample saw its PCE decreased by a factor
2 (6.6 %) with reduced Vog, Jsc and FF (0.97 V, 15.2 mA /cm? and 45 % respectively).
In addition to that, devices made at pp;,, showed clear presence of hysteresis (represented
by the large difference in the J-V curves in forward or backward scans) whereas very small
differences could be discerned for devices made at pjoy,.
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Figure 5.5: (a) J-V curves of the best solar cells made with absorbers at p,, (blue)
and prign (red). The device stack is glass/ITO/PTAA/MAPDbI;/Cg,/BCP/Au. The inset
represents the associated device performances. (b) Maximum Power Point tracking for
the best solar cells (piow).

The maximum power point tracking was used to observe the stability and quality of
the best performing devices, in this case the low pressure samples. After 5 minutes of
tracking, the PCE had already dropped by about 2 %, which could already point towards
some stability issues even for the best co-evaporated devices made. On a side note, no
optimization of the device fabrication was made, either in terms of absorber thickness or on
the device side (choice and thickness of ETL / HTL and electrodes), which highlighted the
potential for improvement in terms of efficiency. The reduced performances for the high
pressure devices together with the observed hysteresis, often linked to ionic mobility, could
have multiple causes, such as degradation of the absorber during the device fabrication
or a worse energetic alignment between this specific absorber and the HTL and ETL for
instance. As some of the bulk properties had already been investigated, the surface of
absorbers grown at pi,,, and ppign were analyzed via KPFM.

5.3 Excess of MAI: surface and lattice variations

5.3.1 Surface variations of the electronic landscape

MAPDI; absorbers grown on FTO at pj,,, and pp,g, were transferred from the PVD to the
KPFM analysis chamber without breaking inert or vacuum environment, to prevent the
surface from changing due to air or moisture exposure. The FTO substrate was again used
here due to the need of a conductive bottom layer and to be coherent with the previously
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discussed XRD, EDX, PL and TRPL measurements. Figure 5.6(a,b) represent the AFM
topography for the low and high pressure absorbers respectively, and give an indication of
the average grain size and roughness. In coherence with the SEM measurements, larger
and less homogeneous grains were observed at the surface of the high pressure sample
(= 95 nm) compared to the low pressure sample (= 80 nm). The surface electronic
properties were studied by means of KPFM and the contact potential difference maps
(CPD), associated to the topography maps are displayed in Figure 5.6(c,d). The CPD is
here associated to the difference between the workfunction (WF) of the sample and the
WF of the KPFM tip, divided by the elementary charge e (see section 2.2 of Chapter 2),
and for all of KPFM measurements of this thesis, the potential was applied to the sample,
making an increase of the CPD, an increase of the sample WF.
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Figure 5.6: Topography of MAPDbI; absorbers grown at (a) pi, and (b) ppign and their
respective contact potential difference maps (c,d). The same scale bars have been used
for ease of comparison. (e) Distribution of the CPD extracted from (c) and (d). (f,g)
Grain boundary (GB) band bending for (f) pi and (g) phrign, obtained via extraction of
line profile from the CPD map. Agp corresponds to the difference between the average
CPD of two adjacent grains and the CPD of the GB that separate them.

The CPD map of the py,, absorbers did not show much variations with a relatively
homogeneous surface, electronically speaking. Some darker regions could be observed but
only limited to a difference in WF of about 50 meV, which is small and should not have
an impact on the local band alignment with the top extraction layer. In comparison, the
Phigh absorbers presented a much less homogeneous surface, with regions having much
lower WF (or CPD) compared to the rest of the absorber’s surface (represented by the
dark large patches in Figure 5.6b). The difference ranged from a hundred meV to several
hundreds of meV (350 meV in average), which can become problematic when thinking
about the deposition of an extraction layer with defined energetics on top of this surface.
The CPD distribution of both absorbers can also be used to depict the observed differences
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(Figure 5.6). The FWHM at py;4, was on average 1.8 smaller than at pj,,, indicative of the
homogeneity, and a long tail at low CPD values could be discerned for the high pressure
sample, which corroborated the existence of a bi-modal distribution of the WE at ppqp.
From a large set of samples, the regions exhibiting much lower WF than the rest of the
surface represented ~ 10 % of the MAPbI; surface (where the threshold was defined as
CPD values smaller than 150 mV compared to the average CPD of the surface). From
the previous EDX and XRD measurements, the KPFM measurements indicated that the
formation of these low WF regions were related to the excess of MAI in the chamber, the
high I/Pb ratio (iodine in excess) and the additional strain incorporated in the lattice.
However, such large variations in WF can originate from different chemical or physical
variations. Assuming a homogeneous surface bandgap, a reduced WF can stem from a
higher doping, a different number of surface sates or surface dipoles, linked to different
surface terminations or surface defects. A lower WF can also be linked to a low electron
affinity and therefore two distinct materials at the surface (see section 1.3 of Chapter 1
for more details).

As the absorbers grown at pj;., presented much higher PLQY and longer effective
lifetimes, possibly arising from a passivation within the bulk or at the surface, the grain
boundary (GB) band bending (BB) was studied. To do so, the CPD difference between
multiple grains (between 50 to 100) and their adjacent GB was extracted from the line
profiles of the CPD maps (Agp). A positive value would be synonym of downward BB
from grains to GB, and a negative value would be synonym of upward BB. An example of
how Agp was extracted is presented in Figure E.4 in the appendix chapter 5 E.5. One has
to note that even if Agp was extracted with great caution, it remains a qualitative value
and an upper bound of the grain boundary band bending. The two GB band bending are
depicted in Figure 5.6(f,g) for the low and high pressure case respectively. Most of the
grain boundaries did not have a measurable BB for both samples, as the resolution limit
of the KPFM is ~ 10 mV. The maximum observed variation was in the order of 50 mV
and a preference for downward BB was observed. The low BB (90 % of Agp lies within
+ 25 mV) is insignificant and cannot cause electronic barriers to prevent charge carriers
to recombine at the GBs, as kT" at room temperature is already in the order of 25 meV.
Therefore, the better optoelectronic performances did not stem from a passivation of the
grain boundaries at the surface due to the excess of MAI in the chamber at pp;z,, but
most likely to better bulk properties.

5.3.2 MALI pressure-induced structural changes

The origin and nature of the observed low WF regions together with the reason why the
fabricated devices did not perform according to the measured optoelectronic properties are
still yet to be understood. To that end, high-resolution XRD was performed on a thicker
high pressure sample, which was ~ 870 nm-thick compared to the rest of the samples which
were ~ 400 nm-thick (as measured by profilometer). If the low WF regions should arise
from a secondary phase, increasing the thickness should lead to a better signal-to-noise
ratio when performing XRD. Figure 5.7(a,b) represents the KPFM images (topography
and CPD maps) of the thicker pp;q, absorber, where the same low WF regions could again
be discerned but with what appeared to be a better crystallinity and more facetting as
they could be closely linked to grains in the AFM map.

The high resolution X-ray diffractogram of this thicker sample is depicted in Figure
5.7c together with the XRD measurements of the thinner absorber previously discussed
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in the KPFM section (Figure 5.6b).

(c) 2.50 - - :
— 1 x 10°® mbar, 400 nm-thick
29051 — 1 x 10® mbar, 870 nm-thick
2.00 Perovskite (tetragonal)
=) Pbl,
o 1.75¢
© low-dimensional perovskite
E; 1.50 +
-g 1.2
g " 5¢
c
— 1.00 NJM*J
0.75 W
I O O 11 [ B 1 1 O

10 15 20 25 30 35 40
0 700 20 [°]

Figure 5.7: (a) AFM topography of a thick (~ 870 nm) absorber grown at pp,g, and its
(b) associated CPD map. (c¢) X-ray diffractogram of the absorber depicted in (a) and the
thinner (~ 400 nm) absorber presented in Figure 5.6b. The peak were identified using
PDF 01-084-7607 (ICDD, 2018) for tetragonal CH3NH3Pbl; and reference [374] for the
LDPs.

The color-coded lines under the z-axis was added to indicate the position of the per-
ovskite, substrate (FTO) and of possible secondary phases’ reflexes. Independent of the
thickness, all tetragonal peaks of MAPDbI; were identified and no secondary Pbly could
be discerned, suggesting fully-converted perovskite thin films. However, the thicker pp;gp
absorber presented reflections that were not coherent with the tetragonal structure of
MAPDI; but which were in excellent agreement with XRD results discussed by Song et
al. [374]. In their work, they investigated the structural properties of MAPbI; by varying
the compositions of MAI and Pbl, and proposed a phase diagram (Figure 5.8a). Around
a corresponding 1/Pb ratio of 2.9 to 3.1, the tetragonal 14/mem () phase of MAPbDI; is
dominant (Figure 5.8b) until temperatures of 60°C, where the quasi-cubic («) phase takes
over. As the MAT concentration increases, so does the I/Pb ratio and, between values of
3.2 and 3.5, the excess of MAI creates stacking faults within the perovskite, which still
remains as a 3D crystal but this phase (a’) is indistinguishable from the tetragonal and
quasi-cubic (8 and «) phases in XRD.

When the MAT concentration is further increased, the (Pblg)*~ units can build up
into 2D perovskite sheets (as well as 1D chains and 0D quantum dots if it is even more
increased). These 2D perovskite sheets can also be referred to as low-dimensional per-
ovskites (LDPs, § phase) (Figure 5.8¢) and as they are separated by a monolayer of MA™
cations, some XRD peaks shift to lower angles, which enables their identification via XRD.
From the work of Song et al. [374], it can be suggested that the pp;g, absorbers, with
an excess of MAI and an over-stoichiometric I/Pb ratio, present traces of LDPs around
20 angles of 11°, 25° and 36° (green lines in z-axis of Figure 5.7c). As the SPSs cannot
be distinguished from the MAPbI3 3D cyrstal structure, it can be assumed that the pp;qp
absorbers lie in the o’ + ¢ phase depicted in Figure 5.8a where both SPSs and LDPs
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co-exist in a 3D-2D mixed crystal structure.
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Figure 5.8: (a) Phase diagram for MAPbI3 proposed by Song et al. (b) Crystal structure
of MAPDI; perovskites (3D) and (c) 2D low dimensional perovskites (LDPs). The a phase
refers to tetragonal P4mm phase, 8 corresponds to the tetragonal 4/mem phase, o’ is
the stacked perovskite sheet (SPS) phase, 0 is the LDP phase and e the evaporation of
MALI Reproduced in part with permission from [374], Copyright 2015, American Chemical
Society.

The observations of LDPs in the XRD pattern together with the KPFM measurements
displaying low WF regions covering 10 % of the surface therefore suggest that these low
WF areas are the signature of LDPs condensed on top and probably in the bulk of the
Phigh MAPDI3 absorbers due to the excess of MAI concentration when using a high MAI
vapor partial pressure during growth. As a way to verify that the low WF regions are
linked to LDPs, one could reduce the I/Pb ratio such that the LDPs assemble completely
into the 3D crystal structure and the § phase vanishes. This is already observable when
lowering the MAI partial pressure to pi,, where no low WF regions in the KPFM and
traces of LDPs in the XRD could be noticed. However, another option is to take a sample
grown at ppig, and anneal it at various temperatures to remove the MAI in excess and
reduce the I/Pb ratio, triggering a phase change. This will be discussed in the next sub-
section together with an extensive study on the degradation effects caused by annealing
in the case of P, and ppign absorbers.

5.3.3 Annealing-induced variations in the absorbers

After the KPFM measurements on the as-grown samples (both low and high pressure), the
samples were transferred back to the No-filled glovebox without air exposure and annealed
at different temperatures in a nitrogen environment, and therefore without a surrounding
MAI vapor pressure. The temperature was measured via a thermocouple attached to the
surface of a dummy FTO substrate, placed next to the MAPbI3 samples. The annealing
environment is important to note as the perovskite composition will be altered differently
depending on this environment. For example annealing in a methylamine environment has
been reported to reduce surface impurities at the GBs, resulting in reduced recombination
and better device performances [185]. Air annealing has also been demonstrated to be
more efficient than nitrogen annealing, due to an improved crystallization with enlarged
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grains and removal of water upon annealing [375]. On the other hand, high temperatures
(sometimes already at 100 °C) can degrade MAPDI; thin films by evaporating CH3l and
NH; and leaving residual Pbly [95, 376].

Figure 5.9 represents the KPFM topography and CPD maps of the p;,, MAPbDI3
absorber at various stages: room temperature, and after nitrogen-annealing at 100 °C,
120 °C and 130 °C. Annealing at 100 °C did not increase the grain size and the electronic
landscape remained the same, with relatively homogeneous surfaces. After annealing at
120 °C, the surface changed and larger grains with slightly higher WFs started to form
(which appeared brighter in the CPD map of Figure 5.6f). The bi-modal distribution of
grains indicated the start of the degradation of the sample but only a Pbl, secondary
phase could be observed in the XRD measurements after the annealing at 130 °C (Figure
E.5a of appendix chapter 5 E.6). At that temperature, the KPFM topography and CPD
maps (Figure 5.6(g,h)) exhibited a deterioration of the surface of the pj,,, absorber without
clear observable grains. Higher annealing temperature (150 °C) resulted in a completely
deteriorated surface, with the absorber turning into a yellow color and the disappearance
of the MAPbI3 peaks in the XRD together with the only occurrence of the Pbly peaks,
therefore suggesting MAI evaporation.

Figure 5.9: AFM topography (a,c,e,g) and CPD maps (b,d,f,h) of a p;,,, absorber at room
temperature and after nitrogen-annealing at 100 °C, 120 °C and 130 °C respectively.

Concerning the high pressure sample (ppgn), an increase of the grain size was noticed
(Figure 5.10(a,c,e)) and EDX showed a reduction of the I/Pb ratio from 3.9 for the as-
grown sample to 3.4 after the annealing step at 120 °C, which should lead the absorber
to be within the o’ phase where SPSs would still be present but the LDPs non-existent
because converted into 3D MAPbI;. The grain growth is often reported to be triggered
by the use of vapor upon annealing [185, 377, 378]. However, in the present case, the MAI
was incorporated during the co-evaporation procedure and the annealing performed only
under nitrogen atmosphere. As the enlargement of the grains was not noticed for the pjy,
absorbers, the suggestion is that the excess of MAI introduced for the py;4, samples acted
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as a flux agent for recrystallization, due to the splitting off of the iodine and methylamine
upon external stimuli such as heat. This indicated a relatively low barrier for atomic
motion and grain coarsening in those pp;e, absorbers, indicating potential adverse effects
on the intrinsic stability of these absorbers.

After the 100 °C annealing (Figure 5.10b), the CPD maps still exhibited traces of low
WF areas related to LDPs but they were only covering about 3 % of the surface (compared
to 10 % at room temperature). After the annealing step at 120 °C, they had completely
vanished and dark regions observed in the CPD map (Figure 5.10d) were within the 50
mV range, already observable in the pj,, absorbers. At higher temperatures, such as the
130 °C image presented in Figure 5.10f, a mixed phase appeared, where MAPDbI3 probably
coincided with Pbly, only perceived in the X-ray diffractograms at 140 °C (Figure E.5b
of appendix chapter 5E.6), and a bi-modal distribution of the grains could be detected,
with the appearance of elongated grains in an overall noisy acquisition signal.
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Figure 5.10: AFM topography (a,c,e) and CPD maps (b,d.,f) of a py;,n absorber after
nitrogen-annealing at 100 °C, 120 °C and 130 °C respectively. (g) Grain boundary band
bending of a pygn absorber at 120 °C.

Agp, referring to the GB band bending, was again measured throughout all annealing
steps. While no clear band bending could be observed for the as-grown py,,, absorber,
after the 120 °C annealing, a majority of grains displayed GB downward BB (also visible
in Figure 5.10g), with an average value centered at 25 mV but also much more values
exceeding 40 mV. This could potentially have adverse effects on charge extraction due
to either preferential pathways for electrons to recombine non-radiatively or barriers for
holes.

Generally speaking, nitrogen-annealing showed to be degrading both pjo, and ppign
MAPDI; films, which could be anticipated as no methylamine vapor was used during the
annealing steps to make up for the continuous loss of evaporated MAI and reduction of
MAPDI; towards Pbly. Nevertheless, the intrinsic stability of the absorbers had to be
studied in order to determine how the LDPs and SPSs, introduced by the MAI in excess,
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influence the quality of the pp;qp films. Initially showing better optoelectronic properties,
even though stacking faults were introduced in the lattice, annealing at temperature above
120 °C demonstrated the possibility to remove the low WF areas associated to the LDPs.

TRPL measurements in air were also performed on both pj,, and ppig, absorbers
after each annealing step and are presented in Figure 5.11. The absorbers presented are
sibling samples to the ones used for the KPFM annealing study, i.e., they were grown
during the same deposition run, which enabled for good complementary information even
though the characterization environments used were different (UHV for KPFM and air
for TRPL). The p;,, absorbers exhibited a continuous drop of the effective lifetime over
the different annealing steps (Figure 5.11a), which coincided with the visible degradation
of the absorber in the KPFM images, which would clearly induce an increase in surface
defects and therefore a higher degree of non-radiative recombination. However, even after
130 °C, MAPDI; films grown at pj, still retained an effective lifetime of a few tens of
nanoseconds.
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Figure 5.11: TPRL measurements in air for the different annealing steps for (a) p;,, and
(b) Phign absorbers, measured with laser power densities of 8.4x10™* ¢cm™2 (500 kHz)
and 2.3x107% em™2 (250 kHz) respectively, corresponding to charge carrier injections of
7.4x10" cm™3 and 4.0x 10" ¢cm™3, which are relatively close to each other.

On the other hand, the high pressure sample displayed a different behavior (Figure
5.11b). Initially, the effective lifetime reduced slightly after the 100 °C annealing step,
as it was the case at pj,,. But the second annealing at 120 °C induced a much larger
drop and after the 130 °C, the TRPL signal was barely measurable, indicating poor op-
toelectronic properties upon annealing. Fresher samples were fabricated and measured in
nitrogen (Figure E.6a of appendix chapter 5E.7) and reflected the exact same behavior,
where already at 120 °C, pp,gn absorbers would exhibit a drastic drop of their lifetime. PL
measurements were in addition performed at the same injection as the TRPL measure-
ments in nitrogen and revealed a clear drop of the PL yield together with a blue-shift upon
annealing, from 1.60 eV at room temperature to 1.65 eV at 100 °C to finally reach 1.68 eV
at 120 °C. The combination of the reduced effective lifetime, PL yield and blue-shift upon
annealing coincided nicely with the appearance of the Pbl; secondary phase in the XRD
patterns and the degradation at the surface of the sample. Again this is coherent with
the fact that annealing was performed with a lack of an MAI reservoir, which resulted in
partial evaporation of the MAI and reduction towards Pbls.
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In addition to the previously-discussed qualitative KPFM analysis, calibration of the
tip WF was carried out at each step in order to access the WF of the samples after
annealing. HOPG was measured before and after each measurement of the studied sample,
which led to the visible error bars in Figure 5.12. For the p;,,, absorber, the WF remained
mainly the same from the as-grown conditions until the annealing step at 130 °C (~ 4.1
eV). The last annealing step at 150 °C led to a clear increase of the WF, which is assumed
to be due to the evaporation of the MAI and transformation of MAPbI; towards Pbls,
which is a material with a higher bandgap (between 2.3 and 2.5 eV [340, 341, 342, 343])
and WF (6.35 eV from [138] (UPS), 4.6 eV from [379] (UPS), 5.2 eV from [380] (UPS), 5
eV from [381] (KPFM)) and which was also observed in XRD (Figure E.5b of appendix
chapter 5E.6).

On the other hand, the pp;g, absorber exhibited an almost direct increase of its WF
after annealing, from 4.2 eV at room temperature to 4.5 eV at 120 °C, proving that the
surface energetics, comprised of surface terminations, defects and dipoles, varied consid-
erably, which made the surface of the py;g, absorber much less stable than the one grown
at prow. This was reflected by the TRPL measurements where a drastic drop of the ef-
fective lifetime was observed, potentially induced by an increase of the type of surface
defects as well as density of surface states, which go hand in hand with an increase of the
non-radiative recombination (SRH recombination for example).
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Figure 5.12: Calibrated workfunction of pj,,, and pyign absorbers for each annealing step.

An increase of the WF upon annealing can arise from multiple phenomena. If the
surface was to remain intact (surface dipole and states), the bulk doping could induce
variations in the WF. Annealing has already been reported to induce n-type doping [85],
but this would come as a decrease of the WF. Calibrated PL. and TRPL performed from
room temperature to 120 °C at the same carrier injection (Figure E.7 of appendix chapter
5E.7) showed that the doping changed from 6.4x10'® ¢cm™ at room temperature, to
around 1.0x10% cm™ after the 100 °C and 120 °C annealing steps, which goes in the
same direction as Wang et al. [85]. However this observed change of the doping density is
only responsible for a change of the Fermi level (Ec-Er) (in the bulk and at the surface)
of about 20 meV (obtained by using the doping equation 1.7 of Chapter 1). Therefore it
is clear that variations of the bulk doping cannot explain the increase of the WF by 300
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meV. The grain coarsening, removal of the LDPs together with the drop in the PLQY
and effective lifetime upon annealing bring it to three possible origins:

e A change in the type of surface states, induced by different surface terminations as
the LDPs are removed and the excess of MAI is used as a flux agent for recrystal-
lization.

e An increase of the density of surface defects, due to the evaporation of MAI and
visible via the drastic drop of the effective lifetime and PLQY.

e A change in the surface dipole induced by the previously listed causes.

e An increase of the electron affinity, due to a different phase or material at the surface
of the absorber.

The latter stated origin is relevant as LDPs, mostly produced by the excess of MAI in
the lattice, were removed upon annealing, which should alter the average electron affinity.
Besides, photoemission measurements performed by Emara et al. on MAPDbI3 thin films
with various composition showed that reducing the I/Pb ratio resulted in an increase of
the ionization potential, which also induces an increase of the electron affinity when the
bandgap is assumed unchanged [361]. This was coherent with the change in the I/Pb
ratio from 3.9 to 3.4 after annealing at 120 °C. The likeliest situation however remains
that all the aforementioned effects contribute to the variations of the WF upon annealing
the ppign absorbers.

Interestingly after the 130 °C annealing step, the pp;q, absorber’s WE dropped back to
4.1 eV, reaching the same value as for p;.,,, which could be explained by a complete change
of both the electron affinity together with a change of the surface states. This coincided
very well with the microscopic degradation visible in the KPFM measurements for both
low and high pressure samples but also macroscopic degradation such as a change of color
of the samples. At higher temperatures, the WF of both p;,,, and pp,4, absorbers increased,
indicating a decomposition towards Pbls, which has a higher WF'. The difference between
the WF' at this specific temperature can be presumably assumed to be due to a different
degree of decomposition.

From the previous set of experiments, it became clear that the excess of MAI resulting
in the incorporation of low dimensional perovskites and stacked perovskite sheets into the
3D MAPDI; lattice had adverse effects on the stability on the absorber. Nevertheless,
most of the previous experiments were performed in the dark (KPFM) or for a short
period of illumination (PL, TRPL, XRD). As the studied films were to be part of a solar
cell, the effect of prolonged illumination had to be investigated.

5.4 Pressure-dependent stability upon illumination

5.4.1 Topological and electronic stability

All the previously-discussed KPFM measurements were performed in the dark to preserve
the samples and their surface from being altered, as light is known to cause structural
variations in MAPDI3 [382], such as degradation and iodine depletion [338, 383] but also
redistribution of ions [384] that could skew the electronic surface landscape of the studied
thin films. Nevertheless, as light is the essence of solar devices, the effects of illumination
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via a white LED (~ 10 mW cm™2) on both the morphology and the contact potential
difference were studied for a prolonged time after the dark measurements. Figure 5.13
represents the case of a py,gn absorber first measured in the dark and where some LDPs
can be visible as low WF areas (Figure 5.13b). The white LED was then switched on in
Figures 5.13(c,d) and an intriguing phenomenon occurred.
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Figure 5.13: (a) AFM topography of a pg, absorber in the dark with its (b) associated
CPD map. (¢) AFM topopaphy on the same spot, in the dark, then upon illumination,
and in the dark again. (d) Corresponding CPD map, the dashed lines represent the
moment where the light was switched on and off. The arrows on the AFM topography
maps represent the direction of the KPFM scan (e) Average extracted line profiles of
(a,b,c,d) as a function of scanning time.

The AFM topography became blurry and displayed a fast change in the Z signal,
corresponding to a change in the measured height of the sample. The latter changed by
approximately 80 nm in a 3 minutes timespan before gradually increasing in a slower pace
(Figure 5.13e). Variations of the Z signal upon illumination can originate from KPFM
elements or electronics, even though 80 nm was a very large increase. Nevertheless to
confirm or refute that the observed change in height was sample-related and not due to
experimental artifacts, the same procedure was applied on samples composed of different
materials, namely highly-oriented pyrolytic graphite (HOPG), gold, Cu(In,Ga)Se; and
CulnSe;. AFM and CPD maps, together with extracted line profiles of the samples
studied, are presented in Figure E.8 of the appendix chapter 5E.8. For these different
samples, a change of height between 10 to 20 nm has been observed, which remained
considerably low compared to the 80 nm for the pp;,, MAPDI3 thin film. This light-
induced change in the Z signal visible for all samples was attributed to the direct and
indirect heating of the cantilever, which expanded and resulted in a change of its resonance
frequency, yielding in a shift of the Z component. Light was not directed on the tip,
which therefore led to the suggestion that the reflectivity and roughness of the sample
were responsible for the different magnitudes observed for the different materials, which
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was proved by seeing the largest change in height for the gold sample (Au:K), which has
much higher reflectivity than py;,, MAPDI;.

The heating of the cantilever therefore did not induce such large changes in height,
but other effects could cause this phenomenon, such as a redistribution of ions that would
affect this electrostatic force. However, KPFM measurements in this thesis were always
carried out with an active KPFM regulation, excluding this to happen. The last effect
to take into consideration is the contamination of the tip due to a decomposition of the
sample upon illumination, with adsorption of evaporated species by the KPFM tip. Zhang
et al. have for example reported emissions of species like Bry and Iy emitted from 2D and
3D perovskites when exposed to different wavelengths of laser, which resulted in a change
of the WF of the tip in UHV [385]. In the different measurements performed throughout
this thesis, the tip WF did change before and after illumination within the order of 50
to 100 meV, which is discussed extensively in the next chapter. However it seems non-
realistic that adsorption of volatile species would yield such large changes in height, as
light-induced variations in height also came without change of the topography and CPD
quality (Figure E.9 of appendix chapter 5E.8).

Several groups have however reported the occurrence of a light-induced effect called
photostriction in MAPbI; [116], MA-based films [202] and single crystals [386] but also
mixed halide perovskites [387], which was however later subject to comment and response
on whether or not photostriction was taking place in these thin films [388, 389]. Photo-
striction is referred to as a non-thermal phenomenon leading to a change of the lattice
constant when a material is exposed to light. This would result in a change in height
(and therefore Z signal) when measuring with AFM. The origin of photostriction de-
pends on the material category [390], but a brief review can be found in section E.9 of
appendix Chapter 5. As MAPbI; is an organic-inorganic semiconductor and because hy-
drogen bonding has been reported to exist between the amine group and the halide ions
in perovskites [391, 392, 393|, Zhou et al. proposed the following mechanism to interpret
the photostriction in MAPbI;. Upon above-band-gap illumination, a charge transfer will
occur from the hybridized Pb 6s—1 5p orbital to the Pb 6p orbital, inducing the formation
of weakly-bound excitons. This will result in the reduction of the electron density on the
I site and will reduce its Coulomb interaction with the amine group, which will lead in
the straightening of the Pb—I-Pb bond and a larger interatomic spacing. The latter will
in the end be the cause of the deformation of the lattice upon illumination [116].

In addition to the fast increase in height upon illumination, a second, gradual but
much slower, component can be discerned in the extracted line profile of the topography
(Figure 5.13e), corresponding to the continuous heating of the KPFM system (cantilever
and sample), which was measured to be at a rate of 1.2 nm/min in the Z direction for this
specific sample. A similar value, 1.3 nm/min, was measured in the Y direction (bottom
to top Figure 5.13c), which confirmed thermal drift in lateral directions as well, resulting
in slightly elongated features. After the white LED was turned off, the fast component
related to photostriction was almost entirely reversible, whereas the heating-induced com-
ponent was recovering on a much longer timescale, resulting in a different height before
and directly after illumination.

Therefore the previous discussions and experiments led to the conclusion that photo-
striction was occurring in the py;g, absorbers and that the cause was most likely due to a
weakening of the hydrogen bonding by the photo-generated carriers [116]. By measuring
several different pj;g, absorbers under illumination with the white LED, an average height
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change of 70 + 10 nm was measured and correlated to lattice expansion. Similarly, the
response of py,, absorbers to light was measured by KPFM. Figure 5.14 depicts the AFM
topography and CPD map of the low pressure absorber, together with the extracted aver-
age line profiles. The exact same protocol of py;,, was applied here and the position where
the light was switched on and off is visible by the dashed lines. A much less pronounced
increase of the height was observed here. As an example, illumination of this specific pjo.
absorber led to an increase of ~ 20 nm. By performing this protocol on a multitude of
low pressure samples, an average value of 12 + 8 nm was obtained. It could be concluded
that the samples grown at p;,, only suffered from the previously discussed light-induced
heating of the KPFM cantilever, as the magnitude was in the order of the one observed
for all other materials (HOPG, gold, CISe).
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Figure 5.14: (a) AFM topography of a p;,, absorber in the dark and under illumination
with its (b) associated CPD map. (¢) AFM topopaphy on the same spot, upon illumina-
tion then in the dark again. (d) Corresponding CPD map, the dashed lines represent the
moment where the light was switched on and off. The arrows on the AFM topography
maps represent the direction of the KPFM scan. (e) Average extracted line profiles of
(a,b,c,d) as a function of scanning time.

By solely looking at the AFM topography maps, it can be foreseen that the LDPs,
resulting from the initial excess of MAI during co-evaporation, induced the observed pho-
tostriction. It is however difficult to conclude that only the LDPs are the sole responsible
for such photostriction. They were the only secondary phases observed in the XRD pat-
terns but as already discussed, stacked perovskite sheets do not distinguish themselves
from the MAPbDI; 3D crystal structure but are highly likely to co-exist wit the LDPs in
the ppign absorbers. The stacking faults introduced by the SPSs when two organic cation
bilayers sandwich a variable number of metal halide layers could well be the dominant
factor of photostriction in these MAl-rich thin films. When MALI is exclusively bound to
the 3D perovskite lattice, as it is the case for the near-stoichiometric p;,,, absorbers, the
photostriction effect does not exist.
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Another interesting aspect of illuminating samples while carrying out KPFM mea-
surements is the monitoring of the WF as a function of dark/light conditions but also
illumination time. The two previous figures (Figure 5.13 and Figure 5.14) depicted the
CPD maps for ppign and pjo, absorbers in the different conditions and average line pro-
files were extracted and assembled next to each other in Figure 5.15. In both cases, two
components were again observed as a function of illumination time. A very fast, almost
instantaneous increase or decrease of the CPD, followed by a much longer increase or
decrease. The first one can be associated to surface photovoltage (SPV), which is defined
as the difference of the CPD directly after illumination and the CPD in the dark, and is
related to the reduction of the surface band bending, due to the compensation of surface
states by the photogenerated carriers, already discussed in sub-section 1.3.6 of Chapter 1.
Different groups have already reported the build-up of SPV and resulting change in WF
upon illumination [18, 19, 202, 263, 385] but a multitude of effects could produce the ob-
served slow transients during illumination and after the illumination period (Figure 5.15),
and will be discussed extensively in the next chapter, where an origin will be suggested.
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Figure 5.15: Extracted average line profiles from CPD maps of a (a) pj,, absorber and
(b) phign absorber. The extraction comes from the images of Figure 5.14 and Figure 5.13
respectively. The yellow region represents the illumination timespan and the blue ellipse
the region of noisy signal in the high pressure sample.

Nevertheless, differences can be noticed between the pp;g, and pj,, samples. For the
following results, the SPV will be calculated by subtracting the CPD value in the dark
to the CPD value after a few seconds of illumination. Both the sign and magnitude of
the SPV were different when using a low or high pressure. For py,, (Figure 5.15a), a
small positive SPV of a few mV was measured, followed by a slow negative decay until
saturation or equilibrium. For the py,,, absorber (Figure 5.15b), a larger positive SPV
of about +100 mV was measured, followed by a slow increase but almost instantaneous
stabilization. These differences in the magnitude of the SPV indicate a different degree of
surface band bending, strongly linked to surface defect states (acceptors and donors) and
their density. This correlates well with the previously-discussed differences in WF, PL
yield and effective lifetime. As already explained, the slower components in both absorbers
are challenging to explain and require further experiments that will be performed in the
next chapter.

In addition, the py;g, absorber provided a CPD map and signal of much worse quality,
depicted by the blurry and noisy image in Figure 5.13d and the noise highlighted by the
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blue circle in Figure 5.15b. The CPD signal (and topography) improved again directly
after the light was switched on and these observations could not be made for the pjy,
samples. As all the scan parameters were constant, this noise level in the images can be
attributed to a light-induced effect. From these measurements and the fact that similar
behavior did not occur for p,, absorbers for the sample tip-sample distance, it can be
suggested that the worsening of the KPFM quality upon illumination was most likely
related to an increased ionic mobility caused by a reduced intrinsic stability of the ppign
absorbers.

5.4.2 Optoelectronic stability

As solar cells are exposed to light for hours, it is essential to study the stability of the op-
toelectronic properties of perovskite upon prolonged exposure to illumination. As already
discussed in section 1.2.5 of Chapter 1, light can be the cause of degradation depending on
the environment used. In air, it has often been reported to promote the decomposition of
MAPDI; into several compounds, like metallic PbY; followed by Pbl, [107, 112, 113, 114].
In inert atmosphere, the optoelectronic properties often remain mainly the same [107, 112].
On the other hand, other works demonstrated the beneficial effect on the device perfor-
mance of perovskite solar cells by light-soaking [103, 104].

To that end, the stability of pjo., and ppign absorbers were investigated upon prolonged
illumination with an above-bandgap laser illumination (532 nm). Both PL and TRPL were
carried out on co-evaporated MAPbDI3 films on FTO substrate at a laser power density of
2.81x107% W cm~2 with a repetition rate of 1 MHz, corresponding to a carrier injection
for TRPL of 1.24x10" cm™3. After approximately 15 minutes of measurements (several
laser power densities for TRPL), the samples were exposed with a continuous illumination
at a much higher intensity (3.4x1072 W c¢m™2) for 10 minutes and re-measured. The
same procedure was repeated by gradually increasing the exposure time, to 25, 35, 45
and 55 minutes, which resulted in cumulative illumination times of 10, 35, 70, 115 and
170 minutes. As between each step, PL and TRPL were performed, this also added an
estimated illumination time of 15 x 6 = 90 minutes in the end. Nevertheless, for the
following discussion, the cumulative illumination time at the highest laser power density
(3.4x1072 W cm™2) will be taken as reference. Figure 5.16 represents these measurements
undertaken in a nitrogen-filled box for pj,, and ppe, absorbers that did not see other
environment nor prior illumination. The PL measurements of the p,, sample (Figure
5.16a) displayed a very slight decrease in yield after the first 10 minutes of illumination
but which was recovered upon further illumination and even ended up in a slightly higher
PL yield in the end (170 minutes - pink). The TRPL measurements confirmed that the
DPiow Sample was very stable upon prolonged laser exposure as only a negligible drop of
the effective lifetime was observed (Figure 5.16b).

On the other hand, large variations in PL yield and TRPL transients were observed on
the ppign absorbers. First, after 10 minutes of illumination, the PL yield almost dropped
by a factor 3 and a shoulder peak around 1.62 eV appeared. Further illumination resulted
in a partial recovery of the PL yield but with a clear aggravation of the shoulder peak
together with a blue-shift of the main peak (towards 1.67 eV). Multi-band PL has been
commonly observed in the perovskite community and different origins were reported, such
as the coexistence of direct and indirect bandgaps [394, 395], differences within the bulk
and surface electronic structures [233, 396, 397], or self-absorption amplified by internal
reflection [398, 399]. Lastly, it is common to observe a blue-shift when lowering the
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Figure 5.16: (a) PL and (b) TRPL measurements of the pj,, absorber on an FTO sub-
strate, performed in a nitrogen-filled box, at a laser power density of 2.81x1073 W cm ™2
with a repetition rate of 1 MHz, corresponding to a carrier injection for TRPL of 1.24x 10'°
cm 3. The samples were first measured without prior light exposition and then were ex-
posed for prolonged times using a laser power density of 3.4x1072 W cm™2. (c¢) PL and
(d) TRPL for the ppg, absorber under the same conditions as stated before. The insets
represent the visible degradation of the samples upon prolonged illumination.

dimension of perovskite (quantum confinement) [400]. Two-dimensional perovskites have
been reported to have higher PL peaks in the region of 600 to 740 nm (therefore a higher
bandgap than the bulk MAPbI3) [401] with 2D-layered MAPbI; nanosheets incuding PL
peaks in a range of 514 to 763 nm [402]. Li et al. also proposed that the visible multi-band
spectrum and the blue-shit observed on their MAPbDI; films were the consequence of the
presence of low-dimensional perovskite structures [403].

In the present case, the appearance of the double peaks in the pp;q4, absorber only
occurred after prolonged illumination and therefore could potentially be caused by light-
induced degradation that would bring out the features of the LDPs and SPSs. However,
no conclusion can be drawn from the sole PL spectra. TRPL measurements highlighted
a continuous change of the TRPL transient, but mostly originating by the previously-
discussed drop in the PL yield, as the extracted effective lifetime only sensibly dropped
from 135 ns to 120 ns before recovering, and the transients’ shape looked similar. As
a side note, TRPL measurements were also performed on pj,, and ppign films deposited
on glass substrates, to remove the potential influence of an extraction layer (Figure E.10
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of appendix chapter 5E.10). The laser power density used was slightly lower but the
trend remained exactly the same, with this time a clearer initial reduction of the effective
lifetime after 5 and 15 minutes, before recovery. This permitted to set aside any effect of
charge accumulation, which could increase the effective lifetime, due to charge extraction
layers. However, the shape of the curves for the high-pressure sample changed to a
multi-exponential one upon prolonged illumination, which suggests an increase of the
non-radiative recombination mechanisms [321].

From the previous set of measurements, it results that the intrinsic stability of MAPDbI;
thin films against light depends on its composition and structure. The near-stoichiometric
Diow absorbers display a much better stability with quasi-constant PL yield, decay tran-
sient and effective lifetime, whereas large variations in all three can be discerned on the
Dhigh, absorbers, where an excess of MAI, LDPs and SPSs are present. Additionally, the
insets of Figure 5.16(b,d) reinforce this idea, as macroscopic degradation at the surface
of the high-pressure sample was visible after the illumination study whereas the one of
the low pressure sample remained intact. At the position of the laser spot, and even
on a larger portion of the ppig, samples, the perovskite color changed, which suggested
drastic changes in the absorber properties, which was again visible when performing the
illumination study on glass substrates with a lower power density (insets of Figure E.10
of appendix chapter 5E.10).

As a complement, since these measurements were performed on a calibrated system
using the same laser power density and on the same sample, doping could be extracted
from the combination of PLQY and effective lifetime. Figure 5.17 depicts the summary
of all three quantities for the two types of absorbers.
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Figure 5.17: (a) PLQY, effective lifetime and (b) doping density for p;,.,, MAPbI3 absorber
as a function of illumination time in a nitrogen environment. (c¢) PLQY, effective lifetime
and (d) doping density for pp;,, MAPDI3 absorber as a function of illumination time in a
nitrogen environment.

The PLQY and effective lifetimes have already been discussed but have been displayed
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here to present the calculated and extracted values. The doping density stemming from
the combination of these two quantities exhibit a negligible increase from 4.2x10'® ¢cm=3
to 5.4x10% cm ™3 upon prolonged illumination for the pj,,, absorber. For the high-pressure
case, the doping density slightly dropped from 3.4x10'® cm ™2 to 1.6x10'® cm ™2 after the
first 10 minutes but recovered upon further illumination, following the trend of the PLQY
and the effective lifetime. This showed again the difference in doping between the two
types of absorbers (almost an order of magnitude) but also that the doping was sensitively
the same with continuous light exposure in a nitrogen environment, which is primordial
for the proper operation of encapsulated solar cells.

As already discussed, the optoelectronic behavior of MAPbI3 thin films highly depends
on its environment, and as the intrinsic stability of the absorbers against prolonged light
exposure was studied in an inert environment (nitrogen), it felt necessary to investigate
how these films performed under a more aggressive environment, i.e., in air with a standard
relative humidity, where people have reported both an improvement or a worsening of
the optoelectronic properties of MAPbI3. Therefore sibling samples grown in the same
deposition run as the previous ones were used and first measured in nitrogen to make sure
they had comparable properties (PL yield and lifetime). They were then exposed to air
and the exact same illumination procedure was applied for one p;,, and one pp;q, sample.

Figure 5.18 represents the PL spectra and decay transients of these absorbers upon
prolonged illumination in air. There were some clear deviations from the nitrogen study.
First, the PL yield of the p;,., absorber slightly increased after 10 minutes of illumination
but even more after further light-soaking time. In addition, a shoulder peak could also
be observed at 70 minutes and 170 minutes together with a blue-shift of the main peak.
Similarly, the PL yield of the py,g, absorber increased by a factor 3 after 170 minutes of
illumination, with however a much pronounced deformation and broadening of the PL
spectra, which still remains questionable as to what it is caused by, but the reader can
read section E.10 of appendix Chapter 5 for a discussion about potential origins.

The TRPL decay transients of the pp,4, samples exhibited an up-shift with an improved
effective lifetime (125 ns to 180 ns), coinciding with the previously observed improvement
of the PL yield. Shin et al. reported that oxygen had an additional role of passivating
agent of the metallic Pb-related surface states. After prolonged illumination in UHV
to force the formation of these states (visible by a band bending in the UPS data),
they exposed their MAPbI3 sample to oxygen, and observed the recovery of its pristine
energetic properties before the illumination [404]. Therefore, it can be suggested that
the ppign absorbers have a higher density (or different types) of surface states, that get
passivated by oxygen molecules or the formation of an oxygen superoxide [405], which
resulted in the discernible improvement in effective lifetime. On the other hand, the p;,.,
absorbers initially had few surface defects, and therefore the TRPL transients and effective
lifetime did not change much upon exposure to air as no additional passivation was needed.
This also agreed with the previous observations that the high-pressure samples had larger
surface photovoltage than the low-pressure case, suggesting a higher surface band bending
due to more surface defects or a higher density of surface states, which would be passivated
and compensated by the oxygen treatment.

Once again, this proved the better intrinsic stability of the near-stoichiometric i,
MAPDI3 films, which, upon combined oxygen and light exposure, could sustain their
optoelectronic properties to a certain degree, while much larger variations in PL yield
and effective lifetime were observed when a higher MAI partial pressure was used in the



134 Chapter 5. Co-evaporated MAPI and the impact of different growth conditions

sample (prign). The doping densities were not discussed here as they were only proving
the points of other reports claiming that oxygen exposure induces p-type doping (linked
to the increase of the PL yield) and that a reversibility could be achieved when storing
the sample in an inert environment [114, 404, 406]. However if interested, the reader is
directed to the detailed discussion in section E.10 of appendix Chapter 5.
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Figure 5.18: (a) PL and (b) TRPL measurements of the pj,, absorber on an FTO sub-
strate, performed in air, at a laser power density of 2.81x1073 W cm~2 with a repetition
rate of 1 MHz, corresponding to a carrier injection for TRPL of 1.24x10% cm™3. The
samples were first measured without prior light exposition and then were exposed for
prolonged times using a laser power density of 3.4x1072 W cm~2. (c¢) PL and (d) TRPL
for the ppign absorber under the same conditions as stated before.
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5.5 Summary of Chapter 5

In this chapter, the effect of the MAI partial pressure on the intrinsic properties of co-
evaporated MAPDbI; was studied. By keeping a constant amount of Pbly and solely
varying this pressure, it was demonstrated that the composition of MAPbI3 absorbers
could be tuned, from under-stoichiometric films to over-stoichiometric films. Structural
fluctuations were revealed, with the presence of a Pbly secondary phase and broad peaks
in the XRD diffractogram of Pb-rich films, and the appearance of the tetragonal splitting
when stoichiometry was approached. Increasing further the MAI pressure resulted in the
occurrence of strain in the lattice structure combined with additional texturing.

The optoelectronic properties were also shown to vary with the increase of MAI partial
pressure, with a visible improvement in both, the PLQY and effective lifetime, induced
by better bulk or surface properties. The calculated doping density also exhibited large
variations from the near-stoichiometric absorbers (pi,,) to the over-stoichiometric ones
(Phign), with almost an order of magnitude of difference. However, the pp;q, absorber with
better optoelectronic properties did not translate into better-performing solar devices and
therefore the surface properties were cautiously studied.

KFPM measurements combined with high-resolution XRD revealed that using a higher
MAT partial pressure led to the formation of low-dimensional perovskites (LDPs) and
stacked perovskite sheets (SPSs), which introduced stacking faults in the 3D perovskite
lattice. These LDPs were discernible by their much lower WF compared to the rest of the
surface. Annealing at various temperatures of the samples were performed to study how
the removal of these LDPs, by means of phase transition, would translate into variations of
the surface energetics. It was shown that the p,,, near-stoichiometric absorber had a much
better intrinsic stability against temperature, while the pp;q4, absorbers with incorporated-
LDPs and SPS proved to have a poor stability. In addition, the optoelectronic properties
of the ppign absorber worsen much faster than the ones of 4.

The effect of light was investigated with KPFM and demonstrated that the excess of
MAI in the form of LDPs promoted the occurrence of a photostriction effect, or lattice
expansion upon illumination, as well as non-reversible changes in the surface energetics.
The intrinsic stability upon light exposure was further studied by monitoring the opto-
electronic properties of the different absorbers upon prolonged laser illumination. When
measured in an inert environment, in nitrogen, the p,, absorber retained a constant
PLQY and effective lifetime over several hours, while the PLQY and effective lifetime of
the ppign absorber varied greatly. In air, the observed different trends in effective lifetime
(slight decrease for p,, and increase for pp;n) were most likely attributed to a larger
amount of surface states for the high pressure sample, that were passivated by the oxygen
molecules.

Overall, it was demonstrated that the intrinsic stability as well as the surface ho-
mogeneity and energetics strongly depend on the fabrication parameters used and the
composition of the absorber. An excess of MAI in a MAPDbI; absorber can initially in-
duce better optoelectronic properties, but does not always yield higher efficiencies for
devices. In this specific case, this was caused by the formation of LDPs and SPSs that
promote higher doping, photostriction, ionic mobility, poor thermal and light stability as
well as variations in the energetic landscape. These results highlight that the preparation
method and composition need to always be taken into consideration when characterizing
perovskites.






Chapter 6

Surface photovoltage, band bending
and doping in MAPI

As observed in the previous chapter and reported in the literature, surface energetics of
MAPDI3, such as its WF, can be altered by light exposure. Upon illumination, surface
photovoltage (SPV) occurs, which was already detailed in section 1.3.6 of Chapter 1.
Measuring the SPV is interesting and can lead to the calculation of the surface band
bending, when using different illumination intensities [204, 207].

Interestingly MAPbDI3 perovskites do not exhibit a simple fast SPV that takes place
within micro-seconds but rather a multi-component SPV, where fast and slow transients
succeed one another and can range from seconds to minutes, even hours. Several groups
have observed this phenomena and correlated it to a combination of interfacial trap states
and ionic migration [202, 203, 208, 209, 210]. In addition, the signs, magnitude and time-
dependence of the CPD variations upon illumination were reported to be highly dependent
on the substrate chemistry and its type (n- or p-type), as the latter can lead to differ-
ent degrees of photo-conductivity [407], substrate-induced doping or substrate/perovskite
interfacial band bending [169, 170, 171, 404]. However, most of the time, only one surface-
sensitive technique is used to investigate the multi-component SPV, and an inert envi-
ronment is critical to find the real cause. There is therefore a clear need to determine the
origin of the multi-component SPV of non air-exposed MAPbI3 by using several techniques
in a clean environment.

Kelvin probe force microscopy (KPFM) and X-ray photoelectron spectroscopy (XPS)
are two surface-sensitive methods that access different surface energetic quantities, the
WF and the core level binding energies (BE) respectively. They are complementary and
useful techniques, even if their detection depth differs (atoms at the surface for KPFM
and a 10 nm-depth for XPS). On the other hand, the presence of surface dipole renders
the KPFM interpretation difficult, and radiation from X-rays is well known to degrade
hybrid halide perovskites [408, 409, 410].

In the first section 6.1 of this chapter, KPFM and XPS will be used on MAPbI3 on
different substrates (n and p-type) to shed light on the origin of the very long variations of
the WF upon illumination, which was previously observed in Chapter 5. The calibration
of the KPFM tip, the decrease of the CPD and of the BEs of the core elements will show
that the photo-induced degradation of MAPbI3 and evaporation of Iy is the responsible
for the multi-component SPV.

In the second section 6.2.3, the dependence of the SPV on the substrate will be studied

137



138 Chapter 6. Surface photovoltage, band bending and doping in MAPI

to quantify the surface band bending. The combination of calibrated PL and TRPL will
complement the previous measurements to demonstrate that MAPbI; cannot be highly
n-type and that bending of the bands need to happen. Lastly, KPFM and calibrated PL
and TRPL on MAPDbI3 with varying thicknesses and substrates will be used to investigate
the substrate/perovskite interfacial band bending and draw energy band diagrams.

6.1 Origin of light-induced changes of the workfunc-
tion

6.1.1 Kelvin probe force microscopy investigation

In Chapter 5, KPFM measurements in dark and light conditions exhibited the presence of
light-induced changes of the WF with fast and slow transients, suggesting that different
physical phenomena were taking place in the MAPDbI3 perovskite films upon illumination.
As mentioned in the introduction of this chapter 6, several groups have already linked it
to different effects, but only using either KPFM or XPS, which renders the interpretation
quite difficult due to the complex interplay between composition variations, ionic mobil-
ity, band bending...

To that end, near-stoichiometric MAPbDI3 absorbers with a thickness of about 400
nm were co-evaporated on 4 n-type substrates: fluorine-doped tin oxide (FTO), titanium
oxide (TiO,), tin oxide (SnOy) and aluminum-doped zinc oxide (AZO), and 2 p-type
substrates: nickel oxide (NiO) and poly(triaryl amine) (PTAA). Most of these substrates
were provided by Tobias Abzieher [307]. These absorbers were referred to as pjy, in the
previous chapter and showed good intrinsic stability. Therefore the changes of their WF
upon and after prolonged illumination were analyzed by UHV KPFM without exposure
to air. Figure 6.1 depicts the topography and corresponding contact potential difference
(CPD) maps obtained by KPFM in the dark of MAPbI; deposited on these 6 absorbers.
The first observation concerned the morphology, with grain sizes that were mainly the
same independent of the extraction layer used, with the exception of FTO and AZO which
presented slightly larger grains. In addition, the roughness of the perovskite films was
similar to the roughness of the substrate, where substrate with rougher surfaces (TiO,
and FTO) yielded rougher MAPbI3 films. The second observation was related to the
CPD map, with the WF distributed within a range of ~ 100 meV for all the samples
(min: 90, max: 130), which led to rather homogeneous surfaces. In addition, no low
WFEF areas, which were related to an excess of MAI and low-dimensional perovskites in
Chapter 5, could be perceived, which was a first indication of the absorbers not being
too over-stoichiometric (I/Pb ratio not above 3.3). All these KPFM measurements were
calibrated by measuring a reference sample of highly ordered pyrolytic graphite (HOPG)
with a WF of 4.6 + 0.1 eV.

After imaging the previous samples in the dark, illumination with a white light-
emitting diode (LED) with an estimated power density of 10 mW cm™2 was used to
study the influence of the light on the WF for a prolonged time. Figure 6.2 represents the
average CPD, extracted from the whole CPD map, of the different samples under differ-
ent conditions: dark, followed by illumination and dark again after the illumination was
turned off. The dashed lines represent the separation between the different conditions,
and the yellow areas surrounding the CPD highlight the CPD regions where the light was
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1) -0.57 ~ -0.46]

Figure 6.1: AFM topography measurements of MAPbI; absorbers grown on (a) TiOs, (c)
Sn0,, (e) FTO, (g) AZO, (i) NiO, (k) PTAA. (b,d,fh,j,1) Corresponding CPD maps of
(a,c,e,g,1,k).

switched on. The CPD of each sample in the dark was set to 0 V for better visibility and
an easier comparison of the samples.

Firstly, a direct observation could be made: different components, or transients, ex-
isted upon illumination, with a first very fast change in the CPD, commonly known as
surface photovoltage (SPV) and associated to the screening of the surface states by photo-
generated carriers, and a second very slow-changing transient. Each individual evolution
of the CPD upon illumination time can be found in Figure F.1 of appendix chapter 6F.1
for a better perspective of the different components. Upon switching the light off, the
opposite effects were visible, i.e., fast and slow CPD changes but with the opposite sign.

The second observation concerned the sign of the SPV. For SnO, and TiO, (Figure
6.2a), the SPV was positive, suggesting an increase of the WF, coherent with the reduction
of a downward band bending (BB). This reduction is caused by the compensation of a
majority of donor-like surface states (positively-charged) by photogenerated carriers in an
n-type or p-type semiconductor (see section 1.3.6 of Chapter 1). For the two other n-type
substrates, FTO and AZO, the SPV was negligible, which could suggest that the intensity
used did not permit to compensate either donor or acceptor states. It is important to note
that both surface acceptors and donors can simultaneously exist [131], even if only one
type of band bending is visible. For MAPDbI; deposited on the p-type substrates (Figure
6.2b), NiO and PTAA, a positive SPV was easily discerned, leading again towards a
reduction of a downward BB due to a majority of donor-like surface states.
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Figure 6.2: Extracted average contact potential difference (CPD) in the dark, upon illu-
mination and after illumination for MAPbI; deposited on (a) n-type substrates and (b)
p-type substrates. The dashed lines represent the moment were the light was switched on
and off, and the yellow regions depict the illumination period. All the initial CPD values
in the dark were set to 0 V for a better visibility of the trends and easier comparisons
between samples.

Besides the sign of the SPV, which referred to the type of band bending occurring at
the surface when the doping type is known, the magnitude of the latter was different for
MAPDI; deposited on the substrates. To extract the SPV with the best precision possible,
the raw data of the CPD maps were taken (Figure 6.3) instead of the average profile,
leading to hundred of thousands of data points, but giving rise to a resolution between 10
to 30 ms (depending on the parameters used during the KPFM measurements), which was
far greater than the 15 s step size of the average profile. The SPV values were extracted
by taking the difference between the CPD after a few tens of milliseconds of illumination
and the CPD in the dark, prior to any light exposure.

The extracted values of the SPV are reported in table 6.1. For the n-type substrates,
the SPV values measured were relatively low, with a maximum of 65 mV extracted for
SnO,, 25 mV for TiO, and negligible values for FTO and AZO as the CPD change upon
illumination was within the noise level or peak-to-peak ratio of the CPD signal. On the
other hand, for the p-type substrates, the SPV values extracted were much greater, with
440 mV for PTAA and 215 mV for NiO. The difference in magnitude between MAPbDI;
deposited on n- an p-type substrates is interesting but can be explained by the fact that
SPV takes into account multiple aspects such as light absorption and photo-generation of
charge carriers, charge separation and transport, as well as recombination, trapping and
emission of charge carriers. However, the magnitude of the different SPV would indicate a
different degree of surface band bending, related to the type and density of surface states.

Abzieher et al. have reported that different crystallization mechanisms occur between
MAPDI3 grown on TiO5, SnOy and MAPbDI3 grown on NiO, PTAA, which are the exact
same substrates as in this study (as they were provided by their group). The first ones
(n-type) had a preferred orientation (100) crystal planes whereas the latter ones (p-type)
had preferred orientation along (110) and (111) planes. In the same work, they also
demonstrated the consequence of these different orientations, such as the varying incor-
poration of MAI in the crystal lattice, which could result in larger segregation of Pbl,
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H Substrate SPV (mV) H

TiO4 +25
SDOQ —|—65
FTO negligible
AZO negligible
NiO +215
PTAA +440

Table 6.1: SPV for MAPbI; co-evaporated on different substrates, measured by KPFM

using a white LED with a power of ~ 10 mW cm 2.

for TiOy and SnOy compared to NiO and PTAA, among other phenomena [307]. These
results can also help in explaining the observed differences in SPV between n-type and
p-type substrates, as different surface terminations, due to different grain orientations,
will induce different surface band bending.

The third observation that one could retrieve out of the prolonged illumination KPFM
study (Figure 6.2) was the difference in sign and magnitude of the CPD directly after
the SPV component. For all n-type substrates (Figure 6.2a), the second slow-changing
transient was a slow decay of the CPD with illumination time, followed by a plateau where
the CPD seemed to have reached its equilibrium value under illumination. The decay
time and magnitude before the plateau depended on the substrate, where for example
FTO/MAPbDI; showed to be the sample where the decay was the largest (-80 mV in
80 minutes) whereas TiOo/MAPDI3 had the longest decay (-60 mV in 145 minutes).
Contrarily to the n-type, both p-type substrates presented a direct increase of the CPD
after the SPV component, followed again by a plateau (with a distinction for PTAA,
which will be discussed later on).

Zoom-in regions of the high-precision CPD measurements of SnO, and PTAA are
depicted in Figure 6.3 and shed a bit more light on the different components present in
the CPD signal upon illumination, with a millisecond resolution. Note that these two
samples are representative of all combined substrates, except for the magnitude and the
time. In both cases, the region labelled 1 represented the SPV component, which was
clear due to the spike of the CPD within tens of milliseconds. The region labelled 2
referred to in all cases, if not negligible due do the CPD peak-to-peak signal, a direct
residual increase of the CPD in the order of a second, which could not be interpreted just
with KPFM. The last region, labelled 3, depended on the substrate type and extended
from the end of region 2 until the stabilization of the CPD under illumination. For n-type
substrates, and the example of SnO, (Figure 6.3a), region 3 corresponded to a long decay
of the CPD, with a constant rate until stabilization occurred. For the case of p-type
substrates, and the example of PTAA (Figure 6.3b), the CPD kept on increasing until it
stabilized out.

A slow increase of the CPD upon illumination in vacuum has previously been reported
in GaN to be caused by photo-induced desorption of negatively charged oxygen species
[411]. However, all samples have seen similar fabrication, storage and transfer conditions
and therefore should all present desorption of oxygen if that were to happen. Ionic
migration has been found to be a slow process and could also induce a slow change of CPD
upon illumination time [174, 202, 412]. The decrease or increase of the CPD could be
induced by a different type of ionic species between n- and p- type due to different electric-
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Figure 6.3: Zoom-in regions of the CPD near the beginning of the illumination process
for (a) SnOy and (b) PTAA. The 1, 2 and 3 numbers label the different components of
the CPD under illumination.

field induced by the substrate’s type. Slow degradation of the perovskite could also change
the WF of the sample or the WF of the tip due to desorption of species and adsorption
from the tip, as Zhang et al. have already reported [385]. The difference between increase
and decrease of the CPD upon illumination could therefore mean different evaporation of
species from the surface.

The latter case is highly probable due to the use of a white LED source, which covers
supra- and sub- bandgap energies. This should already be visible when measuring the
CPD in the dark after the light is switched off. Figure 6.4 represents the CPD profile
of TiOy and PTAA under illumination. The red dashed lines correspond to the average
CPD value in the dark before and after illumination (CPD,,s). On TiOs/MAPDI; (Figure
6.4a), and for the other n-type substrates, the CPD in the dark after illumination was
always lower compared to the initial value in the dark. For PTAA and NiO, the CPD
after illumination was either higher or equal to the initial CPD measured in the dark
before the light study.

Table 6.2 gives the value CPD,, s corresponding to the CPD difference between initial
dark and dark after illumination. As the difference of the measured CPD in the dark
after illumination was always different from the initial value in the dark, either the WF
of the sample had changed or the WF of the tip had changed. Therefore, the calibration
of the tip before and after each sample’s illumination study was performed. Acpp norc
of Table 6.2 refers to the difference of the measured CPD on the HOPG reference sample,
using the same tip, before and after the illumination studies (sometimes more than one),
and gives an indication of how the tip WF had changed.

The values of Acpp rope for each sample studied are given in table 6.2 and match
quite well with the CPDy,ss as an error bar of £ 5 mV can be estimated for each value.
This suggests the CPD,,s5 (loss of CPD between initial dark and dark after illumination)
to be induced by a change in the tip WF and not a change in the WF of MAPbI; due
to light exposure. However a change of the MAPbI; WF cannot be ruled out entirely
as discrepancies exist. For example for MAPbI3/PTAA, a large difference in magnitude
between CPDj,ss and Acpp mopa can be discerned, which can be attributed to an effect
only occurring on PTAA substrates (see section F.2 of appendix Chapter 6) and made
challenging the comparison between CPD,,ss and Acpp mopa, where the discrepancy was
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Figure 6.4: Average CPD profile of (a) TiO5 and (b) PTAA. The red dashed lines represent
the average CPD value in the dark prior to the illumination and in the dark after the
illumination (CPD,ss). CPDgoy depicts the slow variation of CPD upon illumination.

H Substrate CPD[OSS (IIlV) AC’PD,HOPG (IIlV) CPDslow (IIlV) H

TiO, -40 -40 -50
SnO, -25 -5 -20
FTO -100 -110 -90
AZO -30 -30 -95
NiO +80 -+100 +180
PTAA +150 +25 +290

Table 6.2: CPD,,4 refers to the CPD difference in the dark before and after illumination
for MAPDI3 deposited on the different substrates. CPDyy,, refers to the slow change of
the CPD under illumination, taken after the SPV value (fast CPD change). Acpp nora
refers to the CPD difference measured on the reference sample HOPG before and after
the illumination studies of MAPDbI; samples on the different substrates. This gives an
indication of how the tip WF changed.

the largest (4150 mV vs 425 mV). Nevertheless, the outcome of this extended KPFM
study led to the suggestion that the tip WF had been changed, due to the illumination
of MAPbI3 upon prolonged illumination. Zhang et al. have already reported that in
UHV, illumination with different laser wavelength induced the desorption of halide species,
bromine and iodine for different types of perovskite, and induced a contamination of the
tip by these evaporated species, which resulted in a change of the tip WF [385]. For the
n-type substrates, the decrease of the CPD on HOPG, synonym of increase of the tip
WF, was consistent with the study of Zhang et al., however for the p-type substrates an
increase of the CPD on HOPG, or decrease of the tip WF, was observed, which could
indicate a different contamination of the tip or another physical phenomenon.

Lastly, the value of the CPD change upon the prolonged illumination was calculated
and labelled as CPDy,,, (Table 6.2). It was determined by taking the difference in CPD
values just before the light was switched off and just after the SPV extraction (represented
in Figure 6.4). Figure 6.4 might not reflect the values of Table 6.2 because the figure
displays the average CPD profile while the raw data were used for the table in order to have
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the precise starting and ending CPD values. Calculating CPDg,,, was carried out to verify
if the change of the tip WF could be correlated with the continuous change of the CPD
upon prolonged light exposure. Table 6.2 exhibits the CPDyy,,, values for the different
samples. A quite good agreement between CPDy,,, and CPD;,, can be noticed for all
n-type substrates, and therefore also match the Acpp mopa values, which would indicate
that all three values are interlinked and that the light-induced slow-changing CPD could
be correlated with the desorption of halide species, contributing to the contamination of
the tip WF. On the other hand, CPDyy,,, values for p-type substrates were much larger
than the CPDjys and Acpp mope measured, which would suggest an additional effect,
independent of the desorption of species. In order to confirm or refute these assumptions,
XPS was performed in different conditions on similar samples.

6.1.2 X-ray photoelectron spectroscopy characterization

Chemical variations at the surface were therefore investigated by XPS without air ex-
posure, in the dark, after X-rays radiation, upon and after prolonged illumination. The
equipment, procedure and parameters used can be found in appendix chapter 6F.3 and
the measurements were carried out by Mathieu Fregnaux and Damien Aureau at IPVF.
It has to be noted that MAPbI3/FTO was the only one exposed to air, for a few min-
utes, due to faulty clamping of the sample and therefore its XPS results might be altered.
However as XPS is sensitive to the first 10 nanometers and not entirely to the first atomic
layer, as is KPFM, it is likely that the short exposure to oxygen did not skew the following
results. First, the survey and core levels spectra in the dark were carried out and used
as a reference measurement, followed directly by a second scan of the three main core
levels (I3d, Pb4f and N1s) representing CH3NH3Pbl;, and used to estimate the effect of
the X-ray beam radiation on the surface of MAPDI3 for all substrates.

The I/Pb ratio was measured after each step, by using the atomic percentage obtained
after fitting the peaks of Pb4f;/, and I3ds/, by first using a Shirley-based background
deconvolution and a mixed Lorentz/Gaussian peak fit function with a ratio of 1/3. In
addition, the factors used for the calculation of the atomic percentage of each element
were taken directly from the Al Thermofisher library associated with the machine, which
took into consideration the escape depth of the electrons.

As can be displayed in Table 6.3, the I/Pb ratio for the different samples were rela-
tively close to each other and were in good agreement with their respective position on
the sample holder, which did not rotate and led to slight but negligible co-evaporation
inhomogeneities. For example, PTAA and NiO were the closest to the MAI source, which
could be the reason why they have higher I/Pb ratio, but it could also be linked to the
better incorporation of MAI into the crystal lattice and the better perovskite transforma-
tion, as reported by Abzicher et al. [307]. MAPbI3/FTO was the only sample that did
not fit well, which could either be due to a difference in adhesion, contact angle [307] or
just the fact that the sample had been exposed to air.

It is also important to note that there is a 0.1 atomic% error in the calculated atomic
percentage values, which would make insignificant the second digit after the decimal
of the I/Pb ratio if taken alone. However, the second digits have here been kept, as
the I/Pb trends upon illumination will be investigated. After the first scan and the
X-rays beam exposure, the second scan led to the observation that the I/Pb ratio had
almost not changed, suggesting a good stability against quick X-ray exposure. Again the
MAPbDI3/FTO sample showed the largest change (from 3.1 to 3.2), which could have been
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H Substrate 1/Pb (dark) I/Pb (after X-ray radiation) H

TiO, 3.19 3.22
SnO, 3.19 3.19
FTO 3.1 3.2
AZ0O 3.13 3.1
NiO 3.25 3.21
PTAA 3.28 3.29

Table 6.3: I/Pb ratio in the dark and after the first scan to estimate the effect of the
X-ray beam radiation.

caused by the formation of a small oxide altering the surface, but potentially removed
after the first XPS scan, giving rise to a coherent value of 3.2, in agreement with the rest
of the measurements. In addition to the I/Pb ratio, the presence of Pb? was noticed for
three samples: MAPDI; on TiO,, FTO and PTAA as depicted in Figure 6.5, which could
indicate a poorer stability compared to the other substrates where no Pb? was discerned.
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Figure 6.5: Successive XPS scans in the dark near the Pb4f core levels to estimate the effect
of X-rays radiation, for (a) MAPbI3/TiO,, (b) MAPDbI;/FTO and (c) MAPbI;/PTAA.
The blue circle represents the formation of Pb® after X-rays exposure.

The presence of metallic lead Pb? has already been discussed in the section 1.2.5 of
chapter 1 but is basically resulting from the degradation of MAPbDI3 into Pbl, and the
further dissociation into Pb?*, that can easily reduce into PbY, and the gasecous species
such as HI. In addition, after X-rays exposure and the very subtle change in peak intensity,
linked to the I/Pb ratio, the binding energies (BE) of the three main core elements (I3d5 2,
Pb4f;/; and N1s) exhibited shifts of different magnitudes and signs, potentially due to the
reduction of the surface band bending, as X-rays induce photo-generated carriers. This
change in binding energies could also be linked to chemical variations (secondary phases
such as Pbly) or transfer of charges from one species to another. These changes in binding
energies will be discussed and investigated with the illumination study.

To that end, an illumination cycle was designed to measure alternatively the different
samples within one run. Figure 6.6 represents the iteration process used to study the
different samples under illumination. First, the light was switched on and XPS measure-
ments on the three main core levels were carried out fast enough on MAPbI;/SnO to
minimize the impact of X-ray to a maximum (scan time of 68 s). The intensity of the light
was not measured but the same LED as for KPFM was used outside a UHV chamber and
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therefore the intensities used between KPFM and XPS should not be greatly different.
Directly after the measurement of MAPbI3/SnO,, XPS was performed on MAPbI;/NiO,
and so on... Note that all the samples were illuminated at the same time, and therefore
the first measurement time (tg) is different for all samples, which could induce slight dis-
crepancies. 6 iterations of this cycle were performed, with an iteration time of 300 s for
one individual sample, which led to measuring the samples under light exposure for about
30 minutes. In addition, MAPbI3/FTO was measured alone due to a malfunctioning
metallic clamp and therefore had an iteration time of 300 s to mimic the same cycle as
the other samples.

MAPbI,/SnO,
13d, Pb4f, N1s

MAPbI,/PTAA S . MAPbI,/NiO
13d, Pb4f, N1s A 13d, Pb4f, N1s
t=230s EY |3d, Pbdf, N1s 3 t=70s

) t=0
Iteration time:
300 s

Figure 6.6: Diagram representing the illumination iteration used to study the different
samples with XPS. First, the white LED was switched on, illuminating all the samples.
Then MAPbDI3/SnO, was measured with XPS (main core levels). At the end of the scan
(68 s), MAPDI;/NiO was put in place and measured with XPS, and so on until all the
samples were measured once. Then, a new cycle began until 6 full cycles were performed
(about 30 minutes). Due to the clamping problem of MAPbI;/FTO, the sample was
measured alone after a brief exposure to air for fixing the clamp. The iteration time was
kept at 300 s to reproduce the same cycle as the other samples.

For the following discussion, the N1s core level will not be taken into consideration due
to the low intensity and highly noisy signal, which could lead to erroneous interpretation.
For a clear picture of how surface band bending and binding energies are correlated, Figure
6.7 was drawn and depicts the evolution of the WF and BE on an energy band diagram
when light exposure is used for the case of MAPbI3/SnOy. To that end, the previous
KPFM measurements were used to suggest the type of surface band bending, which was
essentially the same for all samples and a weak n-type bulk doping was suggested due to
the influence of the n-type substrate.

In the dark, the position of the charge neutrality level (CNL) with respect to the Fermi
level induces the appearance of positively-charged donor surface states, which can be the
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Figure 6.7: Energy band diagram representing the example of MAPbI3/SnO, in the (a)
dark and (b) under illumination. In the dark, due to the position of the charge neutrality
level with respect to the Fermi level, there is the appearance of positively-charged donor
surface states. In order to reach charge neutrality in the perovskite film, downward band
bending occurs with an electron accumulation in the underneath surface space charge
region. Upon low illumination, photogenerated electrons partially screen the positively-
charged surface states, which reduces the band bending, increasing the WF and decreasing
the binding energies of the core levels (example given with I3ds/s).

case for a weakly doped n-type semiconductor or any p-type semiconductor. In order
to reach charge neutrality in the perovskite film, downward band bending occurs with
an accumulation of electrons in the underneath surface space charge region (see section
1.3.6 of Chapter 1). Upon low illumination, photogenerated electrons partially screen
the positively-charged surface states, which reduces the band bending, increasing the WF
and decreasing the binding energies of the core levels (with the example given here of
I3ds5/2). If upward band bending was present at the surface (acceptor states), the WF
upon illumination would decrease and the BE would increase. Therefore, the occurrence
of SPV will always exhibit itself with an opposite sign when measuring changes in WF or
BE between dark and illumination conditions.

Figure 6.8 depicts the changes in BE of the main investigated core levels (except N1s)
upon prolonged illumination of two substrates SnOy (n-type) and NiO (p-type), but which
are quite representative of all the other n- and p-type substrates. Their individual BE
variations can be found in Figure F.4 of appendix chapter 6F.4.

Directly following the illumination, the BE of the 13d and Pb4f core levels decreased
by 100 meV and 30 meV respectively, which could be coherent with the appearance of
the surface photovoltage, which would reduce the surface downward band bending and
therefore the value of the BE. These values of the shifted BE should ideally be equal
when discussing collective shift and reduction of surface band bending. However the
measurements of the core levels were successive, which led to more illumination time for
one compared to the other. The decrease of the BE was in line with the observed SPV
value of +65 meV determined using KPFM. For the NiO case, the BE energies of both
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Figure 6.8: Changes in binding energies for the I3ds/, and Pb4f;/, core levels upon pro-
longed illumination for (a,b) MAPbI;/SnO, and (c¢,d) MAPbI;/NiO.

core levels decreased by 240 meV for 13d and 220 meV for Pb4f, which again agreed well
with the calculated SPV value of +215 meV extracted from KPFM. It has however to
be noted that, while the reduction of the BE for SnO, was directly measured after the
light was switched on, the reduction of the BE for NiO was only measured after 70 s of
illumination due to the iteration cycle of the XPS measurements.

Table 6.4 summarizes the BE changes for the first measurement after light exposure
for all samples, together with the SPV measured from KPFM. There was a relatively
good agreement between the measured SPV from the KPFM and the one measured from
the XPS, to a certain degree concerning the different samples. As already explained, the
opposite sign of the changes in WF and BE was coherent and indicated a reduction of the
surface band bending. In the case of samples measured quite rapidly after illumination
(SnO5, FTO and NiO), the magnitude matched much more than for samples where the
first XPS spectra was measured more than 2 minutes (to) after the light was switched on
(TiO2, AZO and PTAA). The discrepancies observed could also originate from the slight
difference in the light intensity used between KPFM and XPS or to the fact that the
samples measured with KPFM were from a different batch than the ones measured with
XPS, and therefore very small inhomogeneities between deposition processes can occur.

After the first fast decrease of the BE upon illumination, linked to the SPV, the BE for
SnO, continued to decay until stabilization at about -25 meV (BEy,,, of Table 6.5) after 17
minutes (tsap xps, Table 6.5) of illumination (Figure 6.8). The KPFM measurements also
showed that the CPD decreased by about 20 meV (CPDyg,,, of Table 6.5) and stabilized
after about 15 minutes (¢siq.cpp). This also was the case for all n-type substrates with
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H Substrate SPV (mV) ABE (I3d) (meV) ABE (Pb4f) (meV)  tg H

TiOq +25 0 +10 140 s
SnO, +65 -100 -30 0s
FTO negligible -30 -20 0s
AZO negligible -20 -10 210 s
NiO +215 -240 -220 70 s
PTAA +440 -170 -50 280 s

Table 6.4: SPV, changes in BE for the main core levels with their associated ty time
(measurement time after illumination) for MAPbI; co-evaporated on different substrates,
measured by KPFM and XPS using a white LED with a power of ~ 10 mW cm 2.

different decay magnitudes and stabilization times, all presented in Table 6.5. The fact
that both CPD and BE decreased, and therefore had the same sign, corroborated that
this was due to a different effect than SPV and the reduction of surface band bending. In
addition, the stabilization times (tsp x ps and tsp.cpp) and values (BEg,,, and CPDg,)
matched quite well and therefore would suggest a physical effect that would both decrease
the WF and the BE of the core elements. It still remained to investigate if the desorption
of halide species could induce these simultaneous consequences.

On the other hand, the BE for NiO displayed, after the fast positive SPV, a continu-
ous increase of the BE before stabilizing after about 30 minutes (tsap xps, Table 6.5) of
illumination at 330 and 240 meV for 13d and Pb4f respectively (BEg,.,, Table 6.5). The
KPEFM measurements on NiO also exhibited a slow increase of the CPD reaching a final
value of 180 meV after about 25 minutes (tstap.cpp and CPDy,,,, Table 6.5) which showed
again the very close corroboration between WF and BE variations upon prolonged illu-
mination. PTAA also displayed an increase of BE (Table 6.5) with a smaller amplitude,
much smaller than the CPD,,,; measured previously, which could be shadowed by the
previously-discussed unique effect affecting MAPbI3/PTAA (see KPFM measurements).
Therefore, the differences in sign and amplitude compared to the n-type substrates would
indicate another effect occurring for the p-type substrates, which could be induced by
a different degradation mechanism resulting from non-identical growth processes as re-
ported by Abzieher et al. when co-evaporating MAPbI3 on TiO,, SnOy and NiO, PTAA
[307].

In addition to the good correlation between the changes of BE after prolonged illumi-
nation and the slow-changing CPD values, all samples exhibited the appearance of a Pb®
peak (Figure 6.9a), synonym of degradation of the perovskite, as it decomposes towards
Pbl, and HI, and where Pb?* can easily reduce to metallic lead Pb® and I, can evaporate.

In Figure 6.9a, only the XPS measurements of the Pb4f core level of MAPbI3/SnO,
and NiO are depicted but the rest of the series can be found in Figure F.5 of appendix
chapter 6F.5. Figure 6.9b summarizes the calculated Pb?/Pb for each sample as a function
of their respective illumination time. Greater degradation can be observed for MAPbI;
co-evaporated on TiO, and FTO substrates, where the Pb0?/Pb ratio reaches values close
to 0.1 at the end of the illumination study. The rest of the samples have similar trends,
which would also indicate a lower degradation.

Previous studies already reported the poorer crystallinity of MAPbI3 on TiO,, as
amorphous MAPDI; gets introduced when using TiO5 as an ETL, which contributes to a
higher degree of trap density [413, 414]. Abzieher et al. have also demonstrated that TiOs,
and to a larger extent non-polar oxide substrates, lead to non-columnar growth, which



150 Chapter 6. Surface photovoltage, band bending and doping in MAPI

BEslow BEslow
Substrate (I3d) (Pb4f) tSta.b’XPS CPDsion tSta.b’CPD
(meV) (meV) (min) (mV) (min)
TiOq -70 -30 8 -50 115
SnO, -30 -20 17 -20 15
FTO 260 230 [5-15] 290 35
AZO -70 -50 27 -59 30
NiO +330 +240 30 +180 25
PTAA +110 +30 - +290 -

Table 6.5: Slow changes in BE and CPD upon prolonged illumination, extracted after the
occurrence of the SPV for MAPbI3 co-evaporated on different substrates, together with
their stabilization time (time it takes for the BE and CPD to be constant with prolonged
illumination).
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Figure 6.9: (a) XPS measurements of the Pb4f core level for MAPbI;/SnO, and
MAPbDI3/NiO as a function of illumination time. (b) Pb’/Pb ratio calculated from the
extracted atomic % for all samples as a function of illumination time.

would in the end introduce more defects. They clearly showed that MAPbI;s deposited
on the same TiO, substrate as this study led to worse device performances, induced
by non-ideal grain growth and poorer MAI incorporation in the perovskite lattice [307].
Lastly, Climent-Pascual et al. have reported that the roughness and chemical nature of
the substrate layer have large implications concerning lattice parameters and preferred
orientations of grains. They showed that when using an oxide substrate with a higher
roughness (in their case FTO and TiOs), a shrinking of the pseudocubic lattice parameters
occurs and that MAPDI3 co-evaporated on FTO and TiO, substrates transformed into
PbO, upon illumination, later degrading into Pbl, if water was involved [415].

These reports are in line with the larger Pb? fraction observed in the XPS measure-
ments for TiO, and FTO substrates in this thesis upon prolonged illumination. Besides,
the roughness (root mean square, RMS) of MAPbI3 on both TiOy and FTO was mea-
sured with AFM and was of ~ 12 nm and ~ 15 nm respectively, which was two to three
times higher than the rest of the samples (6 nm in average), which proved that substrate
roughness, together with its chemical nature and polar behavior, can strongly influence
the properties and degradation mechanism of the following co-evaporated perovskite.
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In addition to the degree of degradation, measured by the Pb?/Pb ratio, the I/Pb
ratios were monitored upon the illumination study to observe if the composition at the
surface changed upon long light exposure. Table 6.6 depicts the I/Pb ratio around the
very first minutes of illumination and at the end of the illumination study before the light
was switched off.

H Substrate I/Pb (start illumination) I/Pb (end illumination) AI/Pb H

TiO, 3.13 2.98 -0.15
SnOy 3.25 3.09 -0.16
FTO 3.07 2.92 -0.15
AZO 3.08 3.0 -0.08
NiO 3.20 3.15 -0.05
PTAA 3.24 3.22 -0.02

Table 6.6: Values of the I/Pb ratio at the beginning and at the end of the illumination
study for MAPbI3 co-evaporated on different substrates. Ay, py refers to the difference of
the I/Pb ratio at the beginning and at the end of the illumination study.

It can be observed that independent of the type of the substrates, all I/Pb ratio de-
crease, which could suggest a reduction of the iodine concentration. The evaporation of
iodine has previously been discussed and formerly reported to be existing in ultra-high-
vacuum [385]. However, the changes in I/Pb ratio (denoted as AI/Pb in Table 6.6) are
slightly higher for n-type substrates (-0.15 overall) compared to p-type substrates (-0.05
and -0.02).

Taking all the previous XPS observations into account, it becomes clear that surface
reactions happen at the surface of the perovskite upon prolonged illumination. First, the
slow changes in binding energies, even if collective for different core levels, can be caused
by chemical shifts associated to different oxidation states or a change in the chemical
bonding of the elements. Cappel et al. have reported the exact same behavior for a mixed
halide perovskite, namely (FAPbI3)s5(MAPbBr3)g15 deposited by solution processes on
an FTO/TiO, substrate [383]. They linked the observable continuous decrease of the
BE of both the 14d and Pbbd core levels upon laser illumination to chemical changes
resulting from photo-induced reactions at the surface. They additionally observed an
increase of the amount of Ph? together with a reduced I/Pb ratio, which was connected
to a reduced peak intensity for I14d and Pb5d. In the present case, most of the samples
exhibited decrease in I13d and Pb4f peak intensities to a certain extent when comparing
spectra in the dark and at the end of the illumination study, as displayed in Figure F.6 of
appendix chapter 6F.6, which is in line with what Cappel et al. showed [383]. However
the decrease observed was not as severe as the one reported from the latter, except for
MAPDI3/PTAA, and could still be within the measurement error. Nevertheless, a large
increase of the Pb?/Pb ratio and reduction of the I/Pb ratio together with the shift of the
BE to lower values were observed here, which was in excellent agreement with the work
of Cappel et al. [383].

They attributed these phenomena to a combination of effects, starting with ionic
migration, followed by the reduction of perovskite to Pb? due to a photo-induced electron-
transfer reaction between I~ and Pb?** that could be translated in the case of this work
by reaction 6.1 occurring at the surface:
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MAPYI; + light — Pb+ I + MAI (6.1)

The formation of I, species leaves the film directly through sublimation, and can be
picked up by the KPFM tip, thus the observed decrease of the CPD, but cannot be
detected by XPS measurements. This might induce a small decrease in I~ and I/Pb ratio.
The effect of heating can be ruled out as the nitrogen peak intensity remained the same
during the illumination study [416]. Das et al. have also reported the same behavior for
MAPDI3 deposited on TiOy and attributed it to the same decomposition mechanism with
further details [108]. The mechanism that they depict, and which is probable to happen
here as well, is the following (Figure 6.10).

First, in the dark, donor-like surface states lead to a positive net charge at the sur-
face, which is compensated by a downward band bending for charge neutrality (Figure
6.10a). In addition, the ultra-high-vacuum creates iodine vacancies (V) at the surface of
MAPDI3. Upon direct illumination, photogenerated electrons screen the positive surface
states (drawn as Gaussian curves on the surface of MAPbDI3), giving rise to the SPV (Fig-
ure 6.10b). At the same time (Figure 6.10c), MAPDI; first degrades towards Pbl, and
other volatile species (HI, CH3NH,) and photogenerated electrons are then trapped by
the iodine vacancies, and either recombine or are transferred to the Pb*" states (resulting
from the Pbl, «» Pb*" + 2I7). The acquisition of the electrons by the Pb?* states results
in their reduction into Pb", and the formation of lead vacancies Vp;. Simultaneously the
photogenerated holes can be trapped by these latter vacancies and can either recombine
or be transferred to adjacent I~ anions (Figure 6.10d), which will lead to their oxidation
and the formation of I, which will leave the surface through sublimation (Figure 6.10e).
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Figure 6.10: Sketches representing (a) the MAPDI; surface in the dark with its positive
surface states ad iodine vacancies and (b) the compensation of these states by photogen-
erated electrons upon illumination, giving rise to the surface photovoltage. (c¢) At the
same time, iodine vacancies trap photogenerated electrons and transfer them to adjacent
Pb?* states, which are reduced into Pb? and form Pb vacancies. (d) Holes can therefore
be trapped by these vacancies and be transferred to I~ anions which are oxidized into I,
and leave the surface through sublimation.
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In addition, XPS measurements in the dark after the illumination on the same spot
and on a fresh spot were performed for each sample. The measurements led to some
suggestions concerning the stability of the different substrates but were not relevant for
this study. If interested, the reader is directed to section F.7 of appendix Chapter 6.

Therefore the previous complementary XPS and KPFM measurements led to the con-
clusion that the slow CPD transient observed via KPFM on co-evaporated MAPbI; under
illumination were the consequence of the photo-induced degradation of the perovskite film
and the iodine evaporation towards the KPFM tip. This is different from what has been
reported in the literature where ionic migration, interfacial trap states were mostly re-
ported to be the cause [202, 203, 208, 209, 210]. However this interpretation is coherent
with the observable photo-induced evaporation of halide species from perovskite in UHV
[108, 383, 385, 416]. Additionally, these measurements proved that the type of the sub-
strate induced different degradation mechanisms for the evaporated perovskite layer on
top, where n-type would result in evaporation of iodine but which would not be specifi-
cally the case for p-type substrates, or at least with an additional effect occurring, which
requires further investigation. This could be linked to the distinct growth mechanisms
reported by Abzieher et al. [307], which induce different surface terminations and surface
states, and thereafter a different degree of surface band bending, as observed in this work.
This is a highly important notion to consider when discussing interface alignment for the
optimization of full perovskite devices. In addition, different ionic migration or built-in
field when using a hole or extraction layer as the bottom layer could well be the cause
of such differences. Studying such effect is of great importance to further understand
which structure (n-i-p or p-i-n) to use to fabricate highly-stable solar cells for large-area
industrial solar panels.

6.2 Band bending at the interface substrate/ M API

After having extensively discussed the surface of the perovskite depending on its substrate,
it also becomes important to shed some light on what happens at the interface of the
latter, in terms of band alignment. To that end, KPFM measurements were used to
first determine the WF of MAPbDI3 depending on its substrate, but also depending on
its thickness. In addition, calibrated PL and TRPL were used to determine the doping
density of MAPDI; for different thicknesses and for different substrates, which provided
further information about the band bending from the first few nanometers to the surface
of the perovskite.

6.2.1 Substrate-induced change in WF

The previous section 6.1.1 presented the measurements of MAPDI3 co-evaporated on dif-
ferent absorbers (n- and p-type) in the dark and upon prolonged illumination. For each
measurement in the dark, the tip was calibrated before on an HOPG reference sample in
order to retrieve the WF. In addition, the WF of the underlying substrate was also ex-
tracted from KPFM measurements performed in UHV and without air exposure. As can
be observed in Table 6.7, the WF of MAPbI3 remains mainly the same for all substrates,
between 4.09 and 4.19 eV, except for MAPbI3/NiO where the WF was measured to be
4.48 eV, very close to the NiO substrate WFE of 4.43 eV.
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H Substrate Substrate WF (ev) MAPDI;/substrate WFE (eV) H

TiOq 4.07 4.15
SnO, 4.49 4.19
FTO 4.56 4.14
AZO 4.3 4.09
NiO 4.43 4.48
PTAA 4.81 4.17

Table 6.7: workfunction values for each substrate and MAPbI; co-evaporated on them,
measured by KPFM after tip calibration with an HOPG reference sample.

As no high-resolution XPS near the valence band regions and no UPS were performed
for the substrates, the electron affinities, ionization potentials and bandgaps of each sub-
strate were used from various reports from the literature and are given in Table 6.8. Note
that even if these values are taken from specific studies, they reflect most of the values
reported in most of the works from the literature.

H Substrate WF (eV) EA (eV) (eV) bandgap (eV) H

TiO, 407 4 [10] 2 [10] 3.2 [10]
SnO, 449  45[10] 8.0 [10] 3.5 [10]
FTO 456 44417 7 6 417] 3.2 [417]
AZO 13 43418 7.7 [418] 3.4 [41g]
NiO 443 18[9 5.4 [59] 3.6 [59]
PTAA 481 18159 5.1 [59] 3.3 [59]

Table 6.8: Measured WF values from KPFM, and EA, IP and bandgap values from
different sources in the literature.

Lastly, the electron affinity of MAPbI; was taken to be 3.9 eV, as values for EA are
often reported to lie between 3.8 and 4.1 eV when using UPS [332, 419, 420, 421, 422, 423]
and PL was used to measure the optical bandgaps, given in Table 6.9.

H Substrate MAPDbI3; WF (eV) MAPDI; bandgap (eV) H

TiO, 4.15 1.61
SnO, 4.19 1.61
FTO 4.14 1.60
AZ0O 4.09 1.61
NiO 4.48 1.62
PTAA 4.17 1.61

Table 6.9: Measured WF values from KPFM and optical bandgap from PL for MAPDbI;
co-evaporated on different substrates.

By taking all the previously discussed values into consideration as well as the SPV
values from the previous section suggesting surface band bending, and assuming no bend-
ing of the bands (VBM, CBM, Eyac) from the first layers to the bulk, it is possible to
come up with the simplified energy band diagrams depicted in Figure 6.11. The shaded
region (yellow with brown stripes) represents the substrate-MAPDI3 interface, and the
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grey region the first few layers of MAPbI3 where band bending are not defined. The
SPV was taken into consideration to evaluate the band bending, but as the intensity
used during the illumination study was relatively low (10 mW /cm?) compared to a 1-sun
illumination, it was assumed that the surface band bending was not fully compensated
upon light exposure, i.e. no flat bands, leaving some remaining downward band bending
during illumination (red surface band bending in the diagrams).
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Figure 6.11: Energy band diagrams for MAPDbI3 co-evaporated on (a) TiOs, (b) SnOs, (c)
FTO, (d) AZO, (e) NiO and (f) PTAA. The shaded region (yellow with brown stripes)
refers to the interface region between the substrate and MAPbI; and the grey region to
the first few layers of MAPbI3 where the band bending is undefined. The red surface
band bending corresponds to the light case and was used to estimate the band bending
in the dark, supposing no flat bands under light conditions due to the low intensity of the

white LED used.

From the sole use of the EA, WF and bandgaps of the different substrates and MAPDbIj3,
and with the assumption that the bands were constant from the underlying surface until
deep in the bulk, it could be observed that the apparent doping of MAPbI3 was very
different when using n-type or p-type substrates. For the n-type ones, strong n-type bulk
doping could be discerned whereas for p-type substrates, intrinsic or low p-type doping
could be noticed. However MAPbI; was often reported to be low-doped and more intrinsic
(see section 1.2.3 of Chapter 1), which is why they are used in a n-i-p or p-i-n configuration.
In addition, the surface downward band bending is caused by positively-charged donor-like
surface states (see section 1.3.6 of Chapter 1) and requires either p-type doping or weakly
n-type doping as donor surface states are closer to the valence band than the conduction
band. These explanation would not be coherent with what is drawn in a simplified way for
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the n-type substrates in Figure 6.11. Therefore, the doping densities for MAPbI3 on the
different substrates were extracted and are displayed in Figure 6.12 by using calibrated
PL and TRPL measurements on these samples (see section 3.2 of Chapter 3).

The first observation was that MAPbI3 on n-type substrates led to higher PL quantum
yield (PLQY) (Figure 6.12a), extracted from the measured PL spectra (Figure F.8 of the
appendix chapter 6F.8), as compared to p-type substrates. In addition, MAPbI; deposited
on n-type substrates all showed higher lifetime than on p-type substrates. The use of
extraction layers always renders the interpretation of PL. and TRPL challenging due to
the introduction of different interface regions and defects, which can change the surface
lifetime. In addition, if the growth is substrate-dependent [307], then the non-radiative
recombination mechanisms can also vary. Therefore the cause of the differences in PLQY
and lifetime will not be discussed.
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Figure 6.12: (a) External quantum efficiencies and lifetime and (b) calculated doping
density for MAPbI; co-evaporated on different substrates. The laser power density used
was 2.81x1073 W/cm? with a frequency of 1MHz, yielding an injection of carriers of
1.2x10% em~3 for TRPL.

From the PLQY and lifetime values, the doping density for each sample was calculated
and is presented in Figure 6.12b. It can be observed that the doping ranges from 1.8x 10
cm ™ (NiO) to 6.6x10' cm™3 (FTO). Most of the MAPbI3 absorbers co-evaporated on
n-type substrates have a doping around 4-5x 10" ecm~3, with the exception of FTO, and
a doping around 2x 10" cm ™2 when using a p-type substrate. This shows that the doping
density is mainly the same for all samples, with a slightly higher doping when using F'TO,
which is a highly n-doped semiconductor, and with a slightly lower doping when using
p-type substrates. This therefore proved that the assumptions of strong n-type doping for
MAPDI;3 on n-type substrates and the flat bands from the underlying surface of MAPDbI;
until deep in the bulk cannot be true.

6.2.2 Thickness-dependent workfunction

To estimate the band bending occurring after the first few layers of MAPbI3 until the
surface, MAPDI3 was co-evaporated on an FTO substrate with different thicknesses, and
the samples were then transferred without air exposure inside the UHV KPFM to measure
their WF. Figure 6.13 depicts the energy band diagram obtained by using the different
WEF as a function of the thickness of the deposited perovskite film. It can be observed
that the WF increased with the thickness, with a value of 3.85 eV for a film of about 300
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nm and 4.25 eV for a film of 870 nm. This ultimately resulted in a bending of the bands
inducing the Fermi level to be further away from the conduction band near the surface.
Of course such a band bending supposes a similar surface at each thickness, otherwise
the different WF obtained could have come from different surface terminations or dipoles.
SPV was measured at each step and was always negligible, independent of the thickness
(within the peak-to-peak CPD signal), which could indicate similar surface states.
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Figure 6.13: Energy band diagram of MAPbI3 co-evaporated on an FTO substrate, by
taking into consideration the different measured workfunction as a function of the thick-
ness.

In this case, surface band bending was purposely omitted for visual clarity but it
should be noted that additional bending of the bands occur at the surface, and also in the
undefined regions, which are the first few layers of MAPbI3 and the interface between the
substrate. For the first one, further KPFM measurements at very small thicknesses should
be carried out to investigate how the WF varies close to the substrate. For example Olthof
et al. have reported either continuous bending or flattening out of the bands depending on
the substrate when measuring film thicknesses between 3 to 30 nm [169]. Lastly, the Fermi
level was taken to be around mig-gap to represent the case of a low-doped semiconductor,
and to avoid the Fermi level to go over E¢x at very low thicknesses, which would indicate
a degenerated behavior deep in the bulk and which would not make sense. The position
of the Fermi level ultimately reduced the electron affinity compared to the one taken
from the literature, and also supposed a constant electron affinity independent of the film
thickness. The KPFM measurements therefore suggest that the WF and therefore the
doping, if the surface is considered unchanged at different film thicknesses, are changing
with thickness. From the bending of the bands, this would result in a relatively higher
doping densities when using thin MAPbI3 films. On that account, calibrated PL and
TRPL measurements were carried out using additional thicknesses in order to access the
doping density.
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6.2.3 Thickness-dependent doping density

MAPDI; was then co-evaporated on an FTO substrate with thicknesses varying from 5 to
200 nm and each absorber was measured with calibrated PL. and TRPL in order to access
the doping density at each step. Figure 6.14 depicts the calculated PLQY and lifetime
and resulting doping density at different thicknesses. Interestingly, the PLQY was the
highest for the thinnest sample, exceeding PLQY values of 10%, which was impressive. By
increasing the thickness, the PLQY decreased which went against the general idea that the
number of absorbed photons increases with thickness, resulting in incomplete absorption
for thin samples. In addition, the lifetime increased with the thickness and was linked
to a predominance of the surface lifetime for the thinnest samples, which reduced the
overall effective lifetime. The discussion of these phenomena are further discussed in the
work of Poeira et al. [424]. Figure 6.14b represents the calculated doping density for each
thickness. For a 200 nm-thick film, the doping density reached a value of 7.5x10' cm™3,
which was in good agreement with the doping density of 6.6x10* cm ™3 calculated for the
MAPDI; film with a thickness of 400 nm (Figure 6.12b). However, when decreasing the
film thickness, the doping density strongly increased to ultimately reach 9.8x10'® cm ™3
for the 5 nm-thick film, which corresponds to very high doping in semiconductors. On
a side note, the PL peak position was observed to blue-shift from 1.59 to 1.66 eV when
reducing the absorber thickness (Figure F.9 of appendix chapter 6F.9).
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Figure 6.14: (a) Calculated EQE and lifetime from calibrated PL and TRPL measure-
ments and (b) resulting doping density for MAPbI; co-evaporated on an FTO substrate
at different thicknesses.

The increase of the doping density when reducing the thickness of the perovskite ab-
sorber correlated nicely with the decrease of the WF measured with KPFM, which showed
that the Fermi level was getting closer to the CBM at low thicknesses, synonym of higher
n-type doping. Poeira et al. have carried out similar experiments on different substrates,
and for all them, the doping density increased when reducing the thickness, independent
of the type (n or p), but with different magnitudes [424]. The previous measurements
therefore showed that independent of the substrate type, the general trend was that the
doping increased by reducing the thickness of the MAPbI3 absorber. The magnitude of
the bending of the bands, which depended on the nature and type of the substrate, re-
mains unclear and would require systematic investigations. It is likely that it strongly
varies upon the substrate nature (oxide or not), intrinsic doping (highly doped or not)



160 Chapter 6. Surface photovoltage, band bending and doping in MAPI

and other parameters [169]. In addition, the growth conditions of MAPbI; due to the sub-
strate would likely change the bending. The reported columnar growth in the (110) and
(111) directions from the first few layers for MAPbI3 co-evaporated on NiO and PTAA
could for instance induce less variations in doping than the non-uniform and defective
growth happening on TiOs and SnO, [307]. Future experiments should therefore focus
on performing systematic thickness-dependent calibrated PL and TRPL on perovskite
co-evaporated on different substrates, to estimate the band bending from the first few
layers until the underlying surface. KPFM and UPS measurements could help comple-
ment these measurements to draw energy band diagrams with a greater precision.

For the following summarizing Figure 6.15, the bending behavior for FTO will be taken
as a standard for the other substrates, but further characterization would be required to
clarify these assumptions. From these presumed energy band diagrams, it can be noticed
that band diagrams on the studied n-type substrates barely changed, except from the
previously discussed surface band bending. For the case of the p-type substrates, in
order to remain within similar doping density (and near the intrinsic doping level for
high thicknesses), the electron affinity (and ionization potentials) had to stay close to
the value of 3.9 eV taken at the beginning, from the literature. In addition, the surface
band bending clearly indicated in the depicted situations that the surface of MAPDbI;
was n-type, as often reported in the literature [169, 332, 333] and even more so when
co-evaporated on p-type substrates, due to stronger bending of the bands at the surface.
Finally, the displayed bending of the bands would look favorable for charge extraction
of electrons in the case of MAPDbI3 on n-type substrates, but would also favorably repel
electrons at the interface p-type substrate/MAPDI; due to a larger energy barrier.

These complementary measurements (KPFM, SPV, calibrated PL and TRPL) show
how the energy levels in MAPDbI; can differ depending on the substrate used. Differently
from Olthof et al. [169], the Fermi energy was close to the CB near the substrate/MAPbI;
interface and gradually moved away from the CB when getting closer to the surface.
However further measurements, such as calibrated PLL and TRPL with KPFM, UPS and
XPS, at different thicknesses and for all substrates should be performed and the results
investigated to estimate with a higher degree of precision the band bending behavior from
the first few layers of co-evaporated MAPDI; until the surface. Care should be taken such
that the same environment should prevail when performing these measurements, in order
to assume similar surface states. In the previous work, KPFM was performed in UHV
while PL and TRPL were performed under nitrogen. At least air exposure was prevented
but the environments slightly differed even though it can be assumed that measurements
in vacuum and in the dark did not alter much the surface terminations of the perovskite

film.
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Figure 6.15: Summarizing energy band diagrams for MAPbI;3 co-evaporated on (a) TiOs,
(b) SnO,, (c) FTO, (d) AZO, (e) NiO and (f) PTAA. Both surface band bending using
SPV and band bending in the bulk are depicted here using the previous discussions.
The shaded region (yellow with brown stripes) refers to the interface region between the
substrate and MAPDbI3 and the grey region to the first few layers of MAPbI3 where the
band bending are undefined. The red surface band bending corresponds to the light case
and was used to estimate the band bending in the dark, supposing no flat bands under
light conditions due to the low intensity of the white LED used.
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6.3 Summary of Chapter 6

In this chapter, the origin of the multi-component variations of the CPD upon light
exposure for co-evaporated MAPDbI3 was investigated. The first fast increase of the CPD
was linked with the screening of surface states by photogenerated electrons, reducing a
downward surface band bending for all substrates. After the appearance of the SPV,
the samples displayed a slow decrease (n-type) or a slow increase (p-type) of their CPD
over prolonged illumination times. Upon switching off the light source, the CPD would
partially recover, leading to different CPD value in the dark than from the original one.

This difference in values was correlated with the slow photo-induced change of the
CPD and with a change of the tip’s WF, which was calibrated before and after each mea-
surement. This suggested a photo-induced contamination of the tip from the perovskite
sample. XPS measurements in the dark and upon prolonged illumination were performed
to investigate the chemical variations at the surface of MAPbI3. On n-type substrate,
the continuous decrease of the MAPDbI; binding energies (I3d and Pb4f), the decrease
of the I/Pb ratio and the increase of metallic lead Pb® over illumination time suggested
a degradation of MAPbI; upon the combined effect of light and X-rays. A degradation
mechanisms was given in which, upon illumination, MAPbI3 decomposed into Pbly and
other species, resulting in the reduction of Pb?* into Pb® and the transformation of I~
into Is. The latter species would eventually desorb and be adsorbed by the KPFM tip,
altering its WF, in coherence with what was also reported in the literature.

For MAPbI; on p-type substrates, the KPFM and XPS measurements also highlighted
variations at the surface due to the illumination, but did not permit to find the cause.
Degradation and dissociation into Pbly and other species is likely to happen, but different
species than Iy might be evaporating and altering the tip WF. Additionally, other effects
such as ion migration or redistribution, or trapping and detrapping of photogenerated
charges in defects, might induce the observed variations in CPD and binding energies.
Further characterization such as elemental mapping or high-resolution X-rays could be
used to identify decomposition pathways.

Lastly, the KPFM of MAPDI3 on different substrates, combined with calibrated PL
and TRPL, were used to have a first estimation of the band bending occurring in MAPbI3,
from the surface to the first few layers in the bulk. SPV measured by KPFM was used to
estimate the surface band bending. By using literature values for the electron affinities and
bandgaps of all substrates, and for MAPbI3, and by using the calibrated WFs measured
by KPFM, a first drafts of energy band diagrams were drawn. Flat bands in the bulk were
assumed, which resulted in a high n-type doping for MAPDbI; on n-type substrates and
close to intrinsic doping when using p-type substrates. However, the surface downward
band bending (donor-like surface states) and the calibrated PL and TRPL measurements
showed that the doping densities were mainly the same for all substrates, which suggested
a bending of the bands in the bulk of the perovskite. KPFM and calibrated PL and
TRPL were therefore carried out for different MAPDI3 thicknesses and demonstrated a
continuous increase of the doping when reducing the thickness, leading to strong bending
of the bands. Using these information, final energy band diagrams were drawn. As these
energy band diagrams are based on a lot of assumptions (electron affinities taken from
literature and assumed constant with the thickness, similar bending for all substrates...),
future measurements should focus on combining calibrated KPFM, PL and TRPL for
different substrates and different thicknesses to have a better estimation of the band
bending occurring in MAPDbI3 absorbers.



Chapter 7

Surface sensitivity and treatment of
MAPI and mixed perovskites

The previous chapters focused on investigating the bare surface of co-evaporated MAPDbI;
absorbers, depending on their composition (use of low or high MAI partial pressure),
and also depending on the thickness or the substrate they were fabricated on. Varia-
tions in WF but also surface photovoltage, surface band bending and stability against
different conditions, such as light and heat, were discussed. It resulted that MAPDbI;
perovskites were relatively sensible to external factors and environment, even when near-
stoichiometry was achieved to improve stability. The SPM literature on hybrid halide
perovskite is already large and more groups should use these techniques to understand
their surfaces. However the surface characterization are often carried out without taking
into consideration the sample’s conditioning history, such as the use of solvents or the
exposure to ambient environments. This often leads to misleading interpretations of the
surface properties of perovskites. Therefore, a clear tracking of the sample conditioning
history (storage environment, contamination and post-treatments) is crucial when using
surface-sensitive techniques. This chapter will focus on demonstrating the sensitivity of
MAPDI3 and mixed halide perovskites and how their surface properties can easily be al-
tered by extrinsic factors. In addition, as surface passivation is becoming more and more
common in the perovskite community, it will be shown how passivation treatments change
the surface of mixed halide perovskites.

The first section 7.1 will use KPFM to demonstrate the sensitivity of the surface of
MAPDI3 when in contact with different environment or treatments. Oxygen exposure and
dipping in solvents will result in the variation of the WF, the suppression of facet contrast
and changes of the surface states, as measured by SPV. Section 7.2 will then present one
option on how to improve the efficiency and stability of MAPDbI3 solar cells: the use of
mixed cations-halides perovskites and how their surface differs from MAPbDI3’s surface.
The surface of these mixed halide perovskites will be shown to be very different from
co-evaporated MAPDI3, with a pronounced GB band bending and large variations of WF
between grains, some linked to Pbl, grains. In section 7.3 and 7.4, KPFM and STM/STS
will show how optimization strategies, such as surface passivation and varying the bottom
extraction layer, alter the surface properties of these mixed perovskites. The results will
demonstrate how ligand or 2D materials can be used to suppress surface defects, optimize
the GB band bending, lower the WF and increase the surface bandgap to minimize hole
barriers at the GBs and reduce interface recombination.

163



164 Chapter 7. Surface sensitivity and treatment of MAPI and mixed perovskites

7.1 Surface sensitivity and treatment of MAPI

Investigating the properties of MAPDbI3 in different environment is essential as in-lab
fabrication of solar cells often requires to expose the samples to various environments.
Additionally, testing the stability of bare perovskites without layers on top or encapsu-
lation can give a first overview of the quality of the absorber and its intrinsic resistance
against different environments. One of the first experiments can be to study the effect
of air exposure on the surface of MAPbI3 using KPFM. Decomposition of the perovskite
towards Pbly has already been reported to happen upon prolonged air exposure [99],
which should be visible when performing KPFM. Koocher et al. also demonstrated the
adsorption of water molecules depending on the surface terminations [425], which could
induce different surface states and therefore a different WF. However Mosconi et al. have
demonstrated that even though water molecules infiltrate the perovskite lattice, leading
to a hydrated phase, it did not lead to electronic disorder and therefore variations of the
surface energetics.

To that end, a MAPDI; film was co-evaporated on an FTO substrate and was first
measured with KPFM in UHV without prior air exposure (Figure 7.1). The surface looked
rather inhomogeneous with observable features in the CPD map related to different grains
or facets.

0 -150

Figure 7.1: (a) Topography and (b) contact potential difference maps of a non-air exposed
MAPDI;3 co-evaporated on FTO, measured with UHV FM-KPFM.

The average CPD distribution (Figure 7.2a) confirmed the previous observation by
presenting a broad distribution peak and large variations in the CPD values from -0.1
V to 0.1 V. Furthermore Figure 7.2b displays an example of different WF values along
different facets of a grain to give evidence of the facet-dependent contrast. In addition,
no clear CPD contrast at the grain boundaries was visible and therefore the extraction
of line profiles was needed to evaluate the variations of CPD between grains and GBs.
Figure 7.2c presents the distribution of the CPD between grains and their adjacent GB,
denoted as ACPDgrain—aB, extracted from 26 different line profiles from the CPD map
of Figure 7.1b. A positive value would indicate a downward band bending from the grain
to the grain boundary whereas a negative value would refer to an upward BB. As can be
noticed, the distribution is centered at 0 mV, with 85 % of the values in a range of 0 & 40
mV, which is negligible. Therefore there is no clear predominant band bending for this
non-air exposed sample.

Then the sample was air exposed to air for a few hours and was taken back into the
UHV FM-KPFM to be measured after its contamination. The acquired CPD map (Figure
7.3b) presented no visible feature but the CPD was still distributed within a 200 mV range
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Figure 7.2: (a) Extracted average CPD distribution of the CPD map of Figure 7.1b. (b)
Extracted topography and CPD lines profiles to highlight the different CPD on facets.
(¢) Distribution of the ACPDgyqin—gp calculated from line profiles, representing the grain
boundary band bending behavior at the surface of this specific image of the MAPDI;
absorber.

(Figure 7.4a), similar to the one observed for the as-grown MAPDbI; absorber measured
in UHV without air exposure. At first sight, it seemed that there was a preference
for downward BB at the grain boundaries. To make sure, ACPDgruin_gp Was again
calculated for this specific image, and the results are displayed in Figure 7.4b and as can
be observed, the ACPDg,qin—gp Was distributed over both positive and negative values,
with 93 % of the values between 0 + 40 mV, which again referred to a negligible band
bending.

Figure 7.3: (a) Topography and (b) CPD maps of the previously air-exposed MAPDI;
co-evaporated on FTO, measured with FM-KPFM in UHV.

However, the distribution also depicted a predominance towards downward band bend-
ing where 70% was calculated, while the as-grown sample displayed a 50/50 distribution
(upward/downward). Therefore from such an image, it could be assumed that air expo-
sure altered the surface in a non-reversible way which led to a loss of the original features
and a predominance in the grain boundary BB. It is also important to note that the air
exposure led to a more challenging scan of the sample, with the occurrence of multiple tip
jumps due to tip-sample interaction, which could potentially come from a contaminated
surface.

Similarly, MAPbI3 was co-evaporated on two NiO substrates. One sample was trans-
ferred to the UHV KPFM without air exposure whereas the other one was exposed to a
limited quantity of air, defined as the capacity in the pre-loading chamber of the UHV
KPFM, for about 10 minutes. Figure 7.5 depicts topography and WF map images of the
two samples. Some differences in topography were visible, where slightly smaller features
could be visible for the as-grown sample together with a less rough surface, with a root
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Figure 7.4: (a) Average CPD distribution extracted from the CPD map in Figure 7.3. (b)
Distribution of the ACPD¢pqin—gp calculated from lines profiles, representing the grain
boundary band bending behavior at the surface of this specific image of the MAPDbI;
absorber after being air exposed.

mean square (RMS) of 9 nm, compared to 12 nm for the perovskite exposed to air. The
WF maps, which are only calibrated CPD maps, looked very similar, with a relatively
homogeneous surface potential with the appearance of features with either lower or higher
WF than the majority of the surface, representing facets or grain boundaries. This was
also visible in the distribution of the WF for both samples (Figure 7.5¢), where rather
narrow single peaks were observed with similar magnitude. However, there was a clear
difference in the average WF values, where the as-grown sample displayed a WF of 4.48
eV, and the air-exposed sample a WF of 4.13 eV, suggesting very different surfaces, most
likely resulting from additional surface states induced by oxygen or water molecules.
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Figure 7.5: (a) Topography and (b) WF maps of as-grown MAPDI; co-evaporated on a
NiO substrate. (¢) Topography and (d) WF maps of air-exposed MAPbI3 co-evaporated
on a NiO substrate. (¢) WF distribution of the two samples.

An additional useful step to study the effect of air exposure was to determine the
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surface photovoltage and the behavior of the WF upon prolonged illumination. A white
LED illumination (~ 10 mW/cm?) was used outside the UHV chamber and directed
towards the samples. Figure 7.6 represents the CPD and the Z signal (height) of the two
samples measured first in the dark, upon illumination and in the dark again. The first
observation was that the SPV was different from the two samples, with +215 mV for
the as-grown MAPDI; and +350 mV for the air-exposed one. The adsorption of water or
oxygen molecules on the MAPDbI; surface could introduce different type of surface states as
well as a higher density of surface states, leading to a larger surface band bending, resulting
in a higher SPV. Additionally, while the CPD of the as-grown sample stabilized after about
15 minutes of illumination, suggesting it had reached its equilibrium, the CPD of the air-
exposed sample kept on increasing, reaching values higher than 500 mV compared to the
initial value in the dark, with no visible stabilization. As already demonstrated in the
previous Chapter 6, this increase correlates with a higher degree of combined degradation,
ion migration and potentially defect trapping and detrapping, suggesting that the air
exposure reduced the intrinsic stability of the absorber by enabling the incorporation of
oxygen or water-based defects [114, 404, 406]. After the light was switched off, the CPD of
the as-grown sample managed to reach back its original value in the dark whereas it was
not the case of the air-exposed MAPbDI3, suggesting either that it would take more time
to reach the original value or that the surface had changed, as the value of the tip WF
did not change afterwards. On the other hand, no photostriction, i.e. lattice expansion
upon illumination, was observed for the sample exposed to air, which showed the same
behavior as the as-grown sample (Figure 7.6b), and which would suggest that oxygen
incorporation did not alter the lattice constant of the perovskite.
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Figure 7.6: (a) CPD and (b) Z signal (height) of as-grown and air-exposed MAPbI3/NiO,
measured upon different conditions: dark, upon illumination and dark again after the
light was switched off.

Other experiments were carried out and proved the clear alteration of the surface
by exposing the sample to air, by using for example post-annealing treatments on air-
exposed and non-air exposed samples (see appendix Chapter 7G.1). In addition, the
previous samples were almost entirely measured in a UHV environment, which enabled
the MAPbDI; surface to retain its properties over long scanning times. On the other hand,
when measuring MAPDI; for prolonged days in an ambient environment, the CPD signal
was highly unstable in the dark. Figure 7.7 depicts the variations of the CPD for two
samples, one measured in UHV and one in ambient conditions for 24 hours and for multiple
days respectively. As can be observed, the CPD in the dark for the sample measured in
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UHYV is almost constant whereas the one for the sample measured in air gradually increases
until reaching out a quasi-stagnation value after days of measurements, suggesting that the
surface energetics would greatly change due to the combination of air exposure, light and
measurement-induced interactions. Indeed it has to be noted that for the measurements
in air, the laser used was in the absorption range of MAPbI3, whereas this was not the case
for the measurements in UHV, which could always result in laser-assisted degradation of
the perovskite in air.
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Figure 7.7: Average measured CPD values of both samples, measured in UHV and in air
for (a) 24 hours and (b) multiple days.

Alternatively to air exposure, post-fabrication treatments can also alter the surface
properties of MAPbI3. Annealing in an nitrogen environment was already investigated in
Chapter 5 and demonstrated that depending on the composition of the absorber, anneal-
ing in Ny could irreversibly change the WF of MAPbDI3, as well as induce grain coarsening
and sample degradation. In addition, the use of solvents is most of the time used in
perovskite fabrication, and necessary when using solution-based processes. Isopropanol
(IPA) for example has been a solvent used to help forming a perovskite phase by dis-
solving Pbly or MAI or other perovskite-based compounds and spin-coating the solution
[337, 426, 427, 428] on substrates. Abzieher et al. [429, 430, 431] observed that IPA
improved and helped washing out unreacted MAI via the use of IPA, which yielded more
homogeneous perovskite surfaces. An increase of the power conversion efficiency from
9% to 18% resulted from the use of a 30 s IPA-solvent treatment on their co-evaporated
MAPDI;. After 60 s they however observed the peeling off of the perovskite, synonym of
macroscopic degradation. It is therefore interesting to study the influence of dipping a
perovskite absorber into IPA has on its surface.

In the following, the surface of their co-evaporated MAPDbI3 sample was compared
after growth, and after treatment in a IPA solution for 30 s and 60 s. As a side note,
it has to be noted that all samples had to be air exposed for transfer between the PVD
chamber and the glovebox but no further air exposure occurred after the IPA-treatment
as the samples were transferred from the glovebox to the UHV KPFM via an inert gas
transfer suitcase. As already presented by T. Abzieher through SEM images [431], the
IPA treatment for 30 s did not seem to change the topography of the MAPbI3 absorber,
and the measured grain size with KPFM remained the same and the roughness mainly
similar (RMS of 9 nm for the as-grown sample compared to 7 nm for the 30s-IPA-treated
sample). Slightly smaller grains with the appearance of higher and larger features came
with a 60s-IPA treatment even though the roughness remained the same (RMS of 9 nm).
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As-grown 30s IPA

Figure 7.8: AFM topography of (a) as-grown but air exposed MAPDbI;3 co-evaporated
on PTAA, (c) post-treated with a IPA solution for 30 s in a nitrogen-filled glovebox
and (e) post-treated with a IPA solution for 60 s in a nitrogen-filled glovebox. (b,d,f)
Corresponding workfunction maps of (a,c,e).

Differences are however visible in the WF maps. For the as-grown sample, the WF
map resembled the one already presented in many KPFM map of this thesis, with a rather
homogeneous surface with some features with lower and higher WF but within an energy
range of 140 meV, with an average WF of 4.68 eV. After 30 s of IPA bath, the WF map
displayed a continuous decrease of its CPD signal until stabilization, a behavior which
was already observed for MAPDbI; co-evaporated on PTAA in Chapter 6 but only after
illumination. This decay of the CPD signal could either come from a prior illumination
of the sample as light is always needed to approach the KPFM tip close to the sample, or
from the continuous desorption of species from the surface to the UHV but this cannot be
confirmed as the tip’s WF changed also due to interaction with the surface. Out-gassing of
the TPA solution or a surface charging effect due to the IPA could also be potential causes
of the CPD decrease. The WF values at the very beginning was of 4.6 eV and stabilized
at 4.34 eV. Similarly, after the 60s-IPA treatment, the WF dropped from 4.61 eV to a
stabilized value of 4.42 eV. The large variations of the WF made it a bit more challenging
to interpret the energetic properties of MAPbI3 after treatment. If the stabilized values
are taken into account, then the WF after the IPA treatment of 30 s decreased by about
340 meV and by 260 meV for the 60s-IPA treatment, which does change considerably
the interface band alignment and could help understand why the PCE increases with a
30s-TPA treatment.

The behavior of the WF was also studied upon illumination for all three samples
(Figure 7.9). The CPD in all cases increased under light exposure but with different
magnitude, with a SPV of +140 mV for the as-grown sample, a SPV of +375 mV for the
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30s-IPA-treated sample and a SPV of 4450 mV for the 60s-IPA-treated sample. These
differences in SPV suggest an increase of the surface band bending when treating the
sample with the IPA solution. In addition, as depicted in Figure 7.9, after the SPV, all
samples observed a decay of their CPD followed by its stabilization. On the other hand,
the 60s-IPA-treated sample did not stabilize in the same timespan, suggesting further
degradation of MAPbI3, as already discussed in Chapter 6.
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Figure 7.9: CPD of the as-grown MAPDbI3, 30s-IPA-treated MAPbI3 and 60s-1PA-treated
MAPDI;3 absorbers in the dark, upon illumination and in the dark again.

Lastly, after the light was switched off, only the 30s-IPA-treated sample showed an
almost recovery of its original CPD value in the dark, whereas the as-grown sample
exhibited a large sudden decrease of its CPD, not specifically correlated with a change
of the tip WF, and the 60s-IPA-treated sample exhibited a continuous decrease of its
CPD, without reaching its original CPD value in the dark. The previous qualitative
study clearly indicates that the use of solvent in perovskite alters its surface, by varying
the CPD stability but also the surface states and dipole, inducing different magnitude
of surface band bending. These variations will have an influence in the extraction or
repelling of charge carriers and thereafter device efficiencies. These observation reflect
that most of the solution-based processes using solvents are unintentionally changing the
surface energetics of perovskite thin films.

The previous experiments therefore indicated that the interpretation of KPFM mea-
surements should take into consideration the sample’s history, such as its fabrication (use
of solvents) and exposure to different environment (oxygen). The surface of MAPbI3 will
most likely interact with its environment, which will result in the alteration of its surface
by changing its surface states or surface dipole. This will lead to potential erroneous
interpretation of the measured CPD, WF or behavior upon illumination.
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7.2 Variations of surface properties of mixed halide
perovskites

One of the most efficient ways reported to improve the efficiency of perovskite solar cells
is to change the methylammonium (MA) cation with other larger or smaller cations as
previously discussed in section 1.1.2 of Chapter 1. In addition, combining halides (bromide
(Br), chloride (Cl) and iodide (I)) and cations (cesium (Cs), formamidinium (FA), MA)
resulted in the record perovskite power conversion efficiencies [8, 301], which exceeds the
highest PCE reachable with the MAPbI3 composition. In the following section, the surface
of high-efficient solution-based mixed perovskites will be investigated via KPFM and will
be compared to the co-evaporated MAPDI; of this thesis.

The two investigated samples have different compositions: FAg g7 MAg 03Pbls g1Brg.g9
and Rby 03Cs0.0sMAg05FAg 90Pbls, which will be referred to as Perop, and Perog, ¢ re-
spectively as these are the elements not in common. They were fabricated and sent for
characterization by Anurag Krishna and Yong Ding from Ecole polytechnique de Lau-
sanne respectively [344, 432]. As can be observed, the first sample is composed of several
halide ions (I” and Br™) and the basic FAT and MA™ cations whereas the second sample
displays one halide ion (I7) and four cations (Cs™, MA™, FA* and Rb*"). Their fabri-
cation procedure can be found in [344] and [432] respectively. Devices made from these
perovskite absorbers exhibited similar efficiencies, with 22.4 % when using Perog, and
22.7% when using Perop, ¢, with an almost similar device configuration. However their
topographies and surface energetics looked rather different as depicted in Figure 7.10.
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Figure 7.10: AFM topography of solution-based (a) FAgo7MAgg3Pblsg1Brgge and (b)
Rbo.03Cs0.0s MAg.05FAg.90Pbls with their respective workfunction maps in (c) and (d). (e)
workfunction distribution of the workfunction maps and (f) grain boundary band bending
for the two samples.
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Both samples were not exposed to air after their deposition on their substrates and
were transferred to the UHV KPFM without air exposure, avoiding their surface from
being altered in any way. The AFM topography displayed a slight difference in the
grain sizes with the Perog, exhibiting large grains than the Perog,cs (660 nm vs 460
nm in average) but both absorbers also presented smaller grains or features. Their WF
maps (Figure 7.10(c,d)) showed even more differences even though their extracted average
WF were mainly the same (4.28 eV and 4.21 eV respectively). As depicted in their
distribution profiles (Figure 7.10e), Perogy ¢s provided a much broader distribution of its
WEF, of about 500 meV while Perog, displayed a much narrower one of 250 meV. The
differences can be attributed to the visible brighter grains with a much larger WF in Figure
7.10d. These grains had WF on average 340 meV higher than the rest of the surface and
covered 7% of the perovskite surface. These grains could be Pbly grains, as the latter
have a higher bandgap, WF and display p-type characteristics [138, 420, 433]. Previous
KPEFM measurements performed on FAPbIs-based mixed perovskites already uncovered
the existence of the Pbl, distributed all over the surface when an excess of Pbl, was
used [434, 435]. Gharibzadeh et al. have demonstrated the existence of Pbl, grains in a
Cs0.18FA( g2Pbls with a 10% excess of Pbl, as these grains presented higher WFE (higher by
110-230 meV) in the KPFM map but lower cathodoluminescence intensities [435]. Chen
et al. have observed Pbly-rich grains in the KPFM map of a (FAPbI;3)gs5(MAPbBrs3)o 15
mixed perovskite, which presented WF higher by more than 30 meV and higher lifetimes
compared to the rest of the grains [434].

In addition to the WF distribution, the grain boundary band bending (GB-BB) was
measured by extracting line profiles between grain boundaries and their adjacent grains.
As displayed in Figure 7.10f, both samples exhibited both upward and downward BB
but different distribution profiles. Peropg, displayed a rather broad distribution of +
100 meV, which could induce both electrons and hole barriers, reducing the efficiency to
extract holes and limiting the overall device power conversion efficiency. On the other
hand, Perog, s exhibited a much larger predominance for downward BB (90%) with
50% of its values exceeding 40 meV, indicating a rather strong barrier for holes, which
could limit the extraction efficiency of holes towards the hole transport layer. The 10%
remaining upward band bending was within a 40 meV range, which is close to k7" using
the temperature of a solar cell under standard operating conditions (~ 30 meV) and
therefore should not be detrimental to the device performances.

Compared to the co-evaporated MAPDbI3 of most of this thesis, the first observation
was that the grains of the mixed perovskite were much larger, which could be attributed to
the fabrication procedure where most of the time annealing, vector of grain enlargement,
is used after spin-coating of a perovskite solution on a substrate. Much more contrast
could also be observed at the grain boundaries for the mixed perovskites compared to co-
evaporated MAPDbI; where most of the variations were noticed at grain facets. However the
enhanced contrast at the grain boundaries could also be the consequence of the enlarged
grains, which made the visualization of the grain boundaries easier. While the measured
GB band bending for the co-evaporated samples was almost always within a 0 + 40
meV range, which was negligible and not detrimental to device performances, the GB-
BB for the mixed-perovskites was much more pronounced and could affect the extraction
efficiency or induce recombination at the GBs. Upon illumination, the mixed perovskites
studied did not present a visible SPV using the 15 ms resolution of the KPFM while the
MAPDI;/TiO, displayed a slight increase of its WF. A more detailed discussion for the
reader can be found in section G.2 of appendix Chapter 7.
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This first qualitative study therefore showed that two FAPbIz-based perovskites yield-
ing similar efficiencies could exhibit large differences on their surfaces depending on the
fabrication procedure and the additional elements used. Preliminary investigations of the
absorber via surface-sensitive measurements, in this case KPFM, is useful to find routes of
improvement for the future device. As an example, it is crucial to determine the nature of
the high-WF grains and the pronounced GB downward BB of Perog, ¢, and their effect,
either beneficial or harmful, on the perovskite absorber.

Therefore, Helium Ion Microscopy-Secondary Ion Mass Spectrometry (HIM-SIMS)
was used as it enables the element mapping at the surface of a sample [256]. Figure 7.11b
depicts the morphology image taken via the helium ion microscope and Figure 7.11(a,c)
represent the elemental mapping of *3*Cs and ?**Pb at the surface of Perog,cs. As can
be observed the distribution of the Cs element was not uniform at the surface, whereas
inhomogeneities could be also discerned for the Pb element but with much less clarity.
The dark regions of Figure 7.11 are Cs-deficient regions and were linked to the small grains
of the helium microscope image. The coverage of these Cs-deficient grains was calculated
to be around 7%, matching the coverage of the high WF regions of the WF map in Figure
7.10d. As Cs should be uniformly distributed in the perovskite lattice and the Cs-deficient
grains exhibited much larger WF than the rest of the surface, these grains were suggested
to be Pbly or Pbly-rich grains. This correlated nicely with the fact that Perog,cs was
purposely fabricated with an enrichment of Pbly, proven via XRD measurements [432].

0

Figure 7.11: (a) Mapping of the ¥3Cs element at the surface of Perogycs. (b) Helium
microscope image of Perogy, ¢ surface and (c) mapping of the 2°Pb element at the surface
of Perogy cs. Adapted with permission from [432]

In addition an overlay of the 133Cs distribution and the surface morphology was made
and is depicted in Figure G.4 of appendix chapter 7G.3. This further proved the link
between specific grains and Cs-deficient regions but it also showed that higher Cs con-
tent was accumulating at certain grain boundaries. Addition of Cs into a FAPbI, rich
perovskite has already been reported to reduce the trap density in the bulk and poten-
tially at the grain boundaries [436], which are known to include a higher density of defect
sites [437, 438]. Besides, the KPFM measurements presented a pronounced downward
band bending at the grain boundaries (Figure 7.10), which could therefore be one of the
consequences of the Cs accumulation at the grain boundaries.

The previous section gave an overview of the surfaces of mixed halide perovskites.
These composition are the basis of highly efficient devices due to the substitution of MA
by FA and the incorporation of different cations such as Cs and Rb and halide such
as Br. It showed that preliminary studies of the surface properties can help in finding
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the routes for optimization towards even higher performances. As an example, Perog,
exhibited large grain boundary band bending, which could reduce the charge transport
and extraction and therefore one possibility would be to passivate the grain boundaries
or the surface by means of an additional layer on top of the perovskite, which will be
discussed in the next section.

7.3 Surface passivation of mixed halide perovskites

Even if Perog, exhibited a high efficiency of 22.4% with good device performances, the
solar cell lacked of stability under standard operating conditions [344]. Passivation via
tailored molecular modulators using Lewis acids and bases and other chemistry-based
techniques proved to be successful for multiple groups [188, 189, 190, 439]. Therefore
a multifunctional ligand 2,5-Thiophenedicarboxylic acid, which is rigid, and highly ther-
mally stable, was spin-coated on top of the Perog, perovskite. From now on, the as-grown
Perop, will be referred to as control while the same sample treated with the ligand so-
lution will be referred to as target. More information concerning the ligand and its
deposition procedure can be found in [344].

KPFM measurements of the target sample were carried out and compared to the
already discussed control sample (Figure 7.10(a,c)). Figure 7.12(b,d) represent the to-
pography and WF maps of the target sample. The grain size remains overall the same
but very small features (dot-like) appear on the ligand-treated target sample, most likely
resulting from the spin-coated solution.

Control

—— Control
Target

(a)

4.0 41 4.2 4.3 4.4
Work function [eV]

401 <0 upward >0 downward
.. g] band bending band bending
§ 61 "

O 4]

2,

0,

012 -0.08 -0.04 000 004 0.08

10 ‘ ‘ ‘ ‘ ‘

8,

5 6
8 4

2

0

-0.12  -0.08 -0.04 0.00 0.04 0.08

¢grain - ¢GB [eV]

Figure 7.12: AFM topography of solution-based (a) control sample and (b) target with
their respective WF maps in (c¢) and (d). (e) WF distribution of the WF maps and (f)
GB band bending for the two samples.

Compared to the surface of the control perovskite, which exhibited variations of its
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WF by ~ 250 meV, the target sample with the ligand deposited on top provided a
slightly broader distribution (~ 350 meV), as suggested also by the visible WF map,
where different contrasts could be discerned within single grains. Besides, the deposition
of the ligand had the effect of decreasing the overall WF of the sample, from 4.28 eV
for the control to 4.05 eV for the target. This variation in WF was also observed in the
UPS measurements and could play a role in the interfacial alignment with the top hole
extraction layer, spiro-OMeTAD (either better hole extraction or electron repelling).

Additionally, the GB-BB was measured (Figure 7.12f) for the two samples. While, the
control perovskite presented a 50/50 distribution of upward/downward BB with a range
of £ 100 meV, the target perovskite displayed almost exclusively upward band bending
(90%) with a residual 10% of downward BB with a range of 0-40 meV, which made it
negligible. The upward band bending however extended from 0 to 120 meV and was
synonym of an accumulation of negative charge at the GBs, which can also be referred
to as a small electron barrier. Therefore the surface treatment with the ligand enabled
to suppress the previously-observed hole extraction barrier of the control sample, which

should be beneficial and improve the hole extraction at the interface perovskite/spiro-
OMeTAD.

Scanning tunneling spectroscopy (STS) is also of great use to study a purposely-altered
surface (see Chapter 4). Therefore current imaging tunneling spectroscopy (CITS) was
carried out on both samples in UHV. The case of the control perovskite was already
discussed in the section 4.6 of Chapter 4 but as a reminder, the surface bandgap of
the control sample was extracted to be 1.6 ¢V 4 0.1 from the broadened (dI/dV)/I/V.
Besides, a defect signature (likely a Pb; antisite) was discerned in the conduction band
(positive voltages) as (dI/dV)/I/V is a representative measure of the local density of
states (LDOS) (Figure 7.13).

By comparison, the logarithmic (dI/dV)/I/V (inset of Figure 7.13) of the target sam-
ple did not present the defect signature of the control sample. Density functional theory
(DFT) calculations were then used to model the most stable configurations of the ligand
molecule interacting with the Pb; defect. The passivating ligand showed an interaction
energy of -0.98 eV confirming a favorable interaction with the surface antisite defect,
which suggested an improvement of the surface thermodynamical properties after spin-
coating the ligand on top of the control sample. Also the removal of a defect at this
interface would reduce the surface recombination velocity and result in an improvement
of the Vo, which was the case [344].

In addition, the (dI/dV) /I/_V of the target sample exhibited a larger surface bandgap
of 1.9 eV £ 0.1 compared to the surface bandgap of the control sample. An increased
surface bandgap can suppress interfacial recombination at the perovskite/HTL interface
and was already identified as one of the key properties of high-efficiency Cu(In,Ga)Ses
solar cells [440, 441]. On a side note, the down-shift (lower conductance) of the logarith-
mic (dI/dV)/I/V of the target sample (inset) was coherent with the reduction of the WF
observed in the KPFM measurements. In complement to the KPFM and STS measure-
ments, PL. and TRPL were carried out as means of rapid stability tests. After the UHV
measurements that lasted a few days, both the PL yield and the lifetime (Figure G.5(a,c)
of Appendix G.4) of the control sample decreased (from 570 ns to 380 ns) whereas the
PL yield of the target sample, treated with the ligand, increased and the decay curve
(Figure G.5(b,d) of Appendix G.4) remained mainly the same (450 ns to 440 ns). This
proved that the stability of the target sample was improved due to the passivation with
the ligand.
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Figure 7.13: STM topography of solution-based (a) control sample and (b) target with
their respective conductance (dI/dV) maps obtained with a voltage of -2V in (c) and
(d). (e) Average broadened conductance curves of the control and target sample. The
linear extrapolations of the curves (dotted lines) depict different bandgaps for the different
samples. The inset represents the same curves plotted on a logarithmic scale. The control
sample shows a defect response at a positive applied voltage.

Therefore, the treatment of the mixed perovskite surface with a spin-coated ligand
enabled the suppression of surface defects in the vicinity of the conduction band, homog-
enized the grain boundary band bending by yielding a sole electron barrier resulting in an
effective extraction of the charges towards the hole extraction layer and lastly increased
the surface bandgap, which reduced the interface recombination between the perovskite
and the extraction layer. These passivation techniques led to an increase in device effi-
ciency and an improvement of the long-term operational stability as shown by Anurag et
al. [344]. This proves that a thorough investigation of the surface is essential and that
improvement of the devices can thereby be carried out through surface treatment and
passivation.

Similarly, the passivation of the surface of the same control perovskite (Perop,) can
originate from the use of different materials. As an example, a Rubidium complex (Rb™)
was incorporated in Perog, through a gradient configuration (from the surface to deeper
into the bulk). In addition, further surface passivation was performed by coating a two-
dimensional halide salt, namely phenylethylammonium iodide (PEAI), which is a bulk
cation with a large radius whose purpose is to isolate the anionic layers of the 3D perovskite
structure and transform it into a 2D perovskite [442]. The Rb and Rb/PEAI passivation
both led to a reduction of the WF'| a suppression of the GB downward BB, a suppression
of the defect visible in STS and an increase surface bandgap. The reader can find the
results and discussions in details in section G.5 of appendix Chapter 7 but the results
resemble the ones from the ligand passivation previously discussed.
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7.4 Varying the bottom layer to improve the effi-
ciency

As discussed in section 1.3.5 of Chapter 1, the bottom layer is also a crucial part of
the perovskite solar cell. Its nature will structure the perovskite lattice and growth
conditions, which can eventually result in reduced defects for certain grain orientations and
thereby higher efficiencies [307]. In addition, the choice of the bottom layer should reduce
the resistive losses and number of defects, in order to reduce interfacial recombination.
Mesoporous and planar TiO, are the most used electron transport layers for high-efficiency
perovskite solar cells but resistive losses are still present [432, 443] and reproducing the
efficiencies of small area (lab-scale) perovskite devices on larger areas, either for mini-
module or module, remains challenging using these electron transport layer [444, 445, 446).

To remedy this issue, TiOy nanoparticles (NP) and single-crystalline TiOs rhombus-
like nanoparticles (SC) with higher conductivity and fewer trap states were used and their
effect on the surface of Perog, ¢s were investigated using KPFM and other techniques, the
latter being discussed extensively in the work of Yong Ding, who provided the samples
[432]. Compared to the commercially-available and commonly-used NP-TiO,, devices
using SC-TiO; yielded PCE up to 24.05% compared to 22.7% for the NP-TiOy. In
addition, the SC-TiOq presented exposed (001) facets while the NP-TiOy (101) facets
[432], and it was therefore interesting to study whether this difference in facet orientation
could alter the surface of the perovskite spin-coated on top.

The substrates were first measured using KPFM in UHV to access their WF as de-
picted in Figure 7.14. The SC-TiOy exhibited a WF of 4.25 eV, which was higher by
150 meV compared to the WF of NP-TiO,, which was of 4.1 eV. This change in WF
could potentially be linked to the different surface terminations. Besides, a change of 150
meV could additionally benefit the interface alignment with Perog, ¢ either by improving
electron extraction or hole repelling.

Figure 7.14: workfunction maps of (a) SC-TiOy and (b) NP-TiO, using KPFM.

Peropgy, ¢s was then spin-coated on top of each substrate, following the procedure of
[432] and the samples were measured using UHV KPFM without air exposure. At first
sight, both samples looked very similar, in terms of grain size (Figure 7.15(a,d)) but also
concerning their WF maps (Figure 7.15(b,e)). In both cases, they exhibited grains with
much higher WF than the rest of the surface (about 8% coverage for both samples), which
was already discussed before and attributed to Pbls- rich or Pbl; grains using HIM-SIMS.

However, some differences could also be observed, such as a slightly rougher sample
when the perovskite was spin-coated on the NP-TiOy (RMS of 27 £+ 6 nm) compared to
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Sc-TiOy (RMS of 22 + 5 nm). The HIM-SIMS also revealed that Cs accumulation (very
bright /yellow signal in Figure 7.15¢) at the grain boundaries did not seem to be present
when Peropy, ¢s was fabricated on the SC-TiOs.

Perovskite/NP-TiO2

0 2.0

Figure 7.15: (a) AFM topography, (b) KPFM workfunction map and (c¢) HIM-SIMS
133Cs elemental map of Perog, s deposited on NP-TiO,. (d), (e) and (f) are the same
measurements carried out on Perog, o5 deposited on SC-TiOs.

Most importantly, the WF increased from 4.21 eV to 4.36 eV when changing the
substrate from NP- to SC-TiO,. This difference of about 150 meV was already observed
for the substrates themselves and could be the consequence of either a substrate-induced
doping, as already reported in the literature [169, 332], or the different facet orientation of
the substrates, that induced different growth and thereby different surface terminations
of the perovskite. Besides the change in WF, the distribution also varied as is better
highlighted by Figure 7.16a. Both samples displayed a similar distribution, with a major
peak associated to more than 50% of their surface, and a long tail in the positive values,
associated to the Pbly-rich or Pbl, grains. However, the WF range of the Perovskite/NP
was of 800 meV, much larger than the one of the Perovskite/SC (close to 500 meV).
A careful analysis of all acquired images revealed that in average, the Pbl,-rich grains
had a WF 340 meV higher compared to the rest of the surface for the Perovskite/NP
while it was only of 260 meV for the Perovskite/SC. Additionally, the Perovskite/NP had
only 37% of its WF centered at its average value £ 0.03 eV whereas it was 52% for the
Perovskite/SC. These numbers showed a better homogeneity of the grains when using
SC-TiO4 instead of NP-TiOs.
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Figure 7.16: (a) Distribution of the workfunction and (b) grain boundary band bending
for Peropy, ¢s spin-coated on NP-TiOs and SC-TiOs.

The grain boundary band bending was measured for both samples. The NP /perovskite
exhibited a large predominance of downward BB (more than 80%) with 50% of its val-
ues exceeding 40 meV, which suggested a hard barrier for holes, which could severely
reduce the extraction efficiency of the charges towards the hole transport layer. On the
other hand, the use of SC-TiO, resulted in the large reduction of this downward BB. As
depicted in Figure 7.16b, the BB was homogeneous with an almost 50/50 distribution
of both types of BB and with 80% of the overall BB in a 0 + 40 meV range, which is
negligible. It remains however to investigate whether the Cs accumulation at the grain
boundaries observed for the NP /perovskite is responsible for the pronounced downward
band bending, as it was not visible on the HIM-SIMS mapping of the SC/perovskite. If
that would be the case, a following question would be to understand if the change of
facet orientation, induced by the change of the substrate from NP-TiO5 to SC-TiOs, pro-
moted a better incorporation of Cs into the lattice, avoiding this accumulation at the GBs.

In addition, the Perogy, ¢s did not present a surface photovoltage when illumination was
used during the KPFM measurements but a continuous decay of its CPD upon prolonged
illumination (Figure 7.17a) when the NP-TiO, was used as a substrate.
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Figure 7.17: CPD in the dark, upon illumination and in the dark again for the (a)
SC/perovskite and (b) NP /perovskite.
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This is synonym of desorption of halide species towards the vacuum, caused by the
light-induced degradation of the surface. On the other hand, the use of SC-TiO led to
a stabilization of the CPD decay upon prolonged illumination after about 30 minutes as
depicted in Figure 7.17b, which proved the better stability of the structure compared to the
Perovskite/SC. These results were in coherence with the stability tests performed on the
unencapsulated devices, where the SC-based devices retained 90% of their initial efficiency
for 1400 hours at maximum power point under continuous AM1.5G light illumination,
while the NP-based devices dropped to 60% of their initial efficiency [432]. This also
proved that testing the stability of the CPD upon prolonged illumination with KPFM
can be a preliminary stability test for perovskite absorbers.

Lastly, the Perovskite/SC sample was air exposed for approximately 24 hours to in-
vestigate the influence of oxygen and water exposure on the surface properties of the
mixed perovskite compared to the previously discussed case of air-exposed co-evaporated
MAPDI;. Figure 7.18(a,b) represent the topography of both non air-exposed and air-
exposed samples, where no change could be observed in terms of grain size but the air-
exposed sample displayed a slightly rougher surface (RMS of 31 + 6 nm) compared to
the non air-exposed case (RMS of 22 £ 5 nm) as was also the case for the co-evaporated
MAPDI3 and was most likely the result of contamination. The air exposure however in-
creased the average WF of the Perovskite/SC by about 140 meV (4.36 eV compared to
4.5 eV after air exposure), which is in accordance with oxygen-induced p-doping, already
reported in the literature [114, 404, 406].
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Figure 7.18: AFM topography of (a) non-air exposed Perovskite/SC and (b) air-exposed
Perovskite/SC with their respective workfunction maps in (c¢) and (d). (e) workfunction
distribution of the workfunction maps and (f) grain boundary bending for the two samples.

Besides the increase of the WF, its distribution drastically increased as well from a
500 meV range to 950 meV range, related to a much longer tail in the high WF values, as
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depicted in Figure 7.18e. High WF grains, linked to Pbly-rich grains were still present after
air exposure, however an additional feature appeared specifically after the air exposure.
As displayed in Figure 7.18d, the grain boundaries almost all presented a much higher WF
than their adjacent grains. This is even more visible in the large-area images of Figure
G.10 of the appendix Chapter 7G.7. Therefore an analysis of the GB band bending was
carried out (Figure 7.18f). While the non-air exposed Perovskite/SC presented negligible
band bending with 80% of its BB within 0 & 40 meV, the air exposure had for effect
to completely change that behavior. The air-exposed sample exhibited a predominance
of upward band bending (more than 90%) with values ranging from only a few meV
to hundreds of meV, and as depicted by the distribution, an average value close to 100
meV. The direct consequence is a strong barrier for electrons at the surface and potential
pathways at the GBs for holes either for efficient charge extraction or recombination. The
oxygen exposure in that specific case could be a potential passivation technique and be
beneficial for the device performances as previous reports discussed the benefits of a small
amount of moisture, which improved the film quality [100, 101, 102]. However to confirm
or refute this, further measurements with the light switched on should also be carried out
in order to determine if the air exposure also induced surface states that would take part
in the creation of a SPV, which was not the case for the non-air exposed one (using a
light intensity of 10 mW /cm?).

Once again, these last results proved how essential the knowledge of the sample con-
ditioning, such as the use of solvents or the exposure to air, and the sample composition,
Pbls-rich or MAI-rich for example, were in order to understand the observed features and
their impact on the solar cell performances.
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7.5 Summary of Chapter 7

In this chapter the sensitivity of the surfaces of MAPbI; and mixed perovskites was
investigated through KPFM in the dark but also under different stimuli such as light, air-
exposure or solvent-treatment. For co-evaporated MAPDI;3, air-exposure proved to alter
its WF, the facet contrast, the density and/or type of surface states, as demonstrated by
the large change in surface photovoltage, and the stability upon prolonged illumination.
The use of solvent was also demonstrated to seriously alter the surface of co-evaporated
MAPDI; by affecting its WF as well as its surface photovoltage, synonym of potential
variations of the surface band bending and interface alignment.

Solution-based mixed perovskites were also studied as they are one of the ways to
improve the overall device efficiency. Compared to the methylammonium tri-iodide per-
ovskites, a much greater contrast at the grain boundaries was discerned. Depending on
the composition, a type of grain boundary band bending was predominant, resulting in
either hole or electron barrier, potential reducer of charge extraction or inducer of recom-
bination, limiting the solar cell’s performances. Therefore passivation methods were used
in order to overcome these limitations. Deposition of a ligand, a rubidium complex and a
2D material (PEAI) on top of the surface were carried out. They resulted in the change
of the WF together with, either a reduction of the grain boundary band bending or a
predominance towards a beneficial band bending. Scanning tunneling spectroscopy ad-
ditionally unveiled that these passivation techniques suppressed potential surface defects
and increased the surface bandgap, reducing the interfacial recombination. Surface passi-
vation were therefore demonstrated to be effective ways to improve the power conversion
efficiency of mixed perovskites.

Alternatively, varying the bottom layer, where the mixed perovskite directly forms
onto, proved to also influence the surface. The use of single crystal-based TiOy sub-
strates, with higher mobility and reduced trap densities, compared to the commonly used
nanoparticles-based TiO, was demonstrated to change the WF, suppress harmful grain
boundary band bending and improve the absorber stability upon illumination. Lastly,
KPFM combined with elemental mapping through HIM-SIMS enabled the discernment
of Pbls-rich grains. The air exposure of the mixed perovskites led to a change of the
average WF, in coherence with a p-type induced doping from oxygen and a large upward
band bending from the grains to the grain boundaries, potentially further passivating the
surface.

These results highlighted the importance of monitoring the conditioning history of
the sample after fabrication, such as the use of solvents, air exposure or post-treatments
(annealing or light-quenching) as they will ultimately alter the surface properties of per-
ovskites, such as their surface states and WF, or their stability. Determining the intrinsic
surface properties of perovskites is crucial in order to understand the interaction of its
surface with the extraction layer deposited on top, to further optimize these interfaces
through passivation techniques for example, and to improve the perovskite solar cell effi-
ciencies.
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Hybrid organic-inorganic perovskites (HOIPs) have been for the last ten years the most
studied material system in the photovoltaic community, due to their promising solar cell
efficiencies. Besides, their association with silicon in a tandem configuration is most
likely bound to be the next generation of commercialized solar panels. Several routes
to improve the efficiency of HOIP solar cells have been investigated, such as mixing the
elements (cations and anions) in the composition, varying the extraction layers or using
surface passivation strategies. For the latter, a clear understanding of the intrinsic surface
properties is required. However, researchers have mainly focused on using solution-based
fabrication techniques due to their low cost and practicability. Two issues stem from
such methods: the impossibility to upscale them for the fabrication of large-area solar
cells, and the use of solvents, that can be toxic, and are incompatible with large-scale
manufacturing and alter the intrinsic surface properties of HOIPs.

The thesis had two aims: the first one was to grow HOIPs with a scalable technique
that would not alter their intrinsic surface properties, which was achieved using physical
vapor deposition (PVD). The second one was to characterize the HOIP intrinsic surface
properties using scanning probe microscopy (SPM) techniques to understand how the
HOIP surfaces differ from other semiconductors and find ways to control and optimize
these surfaces. To avoid oxygen and water contamination, the HOIPs were evaporated
in a nitrogen-filled glovebox and ultra-high-vacuum (UHV) SPM as well as an inert-gas
transfer suitcase were used. On a side note, solution-based samples were still studied in
this thesis as the evaporated ones, via PVD, proved to be unfit for scanning tunneling
microscopy (STM), and also to compare different fabrication techniques and HOIP com-
positions.

In the first part of this thesis, the local density of states (LDOS) of solution-based
HOIPs, both MAPbI3 and mixed halide perovskites, were investigaed through STM and
scanning tunneling spectroscopy (STS). The surface band gap was first extracted using
the normalized dI/dV curves and a broadening technique, and presented a similar value as
reported in the literature. The lateral variations of the LDOS of MAPbI3 on the nanome-
ter scale were first investigated and combined with simulations of the dI/dV curves, that
led to a quantification of the density of surface states. The simulations demonstrated an
average density of surface states of 10 cm™2 eV ™!, that pinned the Fermi level at the
surface. Additionally, these simulations proved that both the density of surface states and
the workfunction (WF) varied between grains and for different facets of a grain. These
surface fluctuations were attributed to different surface terminations and not to the degra-
dation of MAPbI3 in a UHV environment. The grain boundaries, which are often referred
to as centers of non-radiative recombinations and detrimental to solar cells, did not show
any differences in terms of density of surface states and band bending compared to the
grains, which differed from what is often reported in the literature. Lastly, as mixed
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halide HOIPs are currently the record efficiency holders, they were similarly analyzed and
also displayed lateral variations of their density of surface states and WFs but also sur-
face bandgaps, which was this time attributed to a degradation of the perovskite towards
metallic Pb (Pb?).

The second part of this thesis focused on the intrinsic surface properties and degrada-
tion of co-evaporated MAPbDI3 thin films using both surface-sensitive and bulk characteri-
zation techniques. The volatile nature of the organic compound methylammonium iodine
(MAI) of MAPDI; created challenges in using the evaporation temperature as a control
parameter in the PVD set-up. The growth of the HOIP films was therefore controlled by
the chamber pressure, dominated by the MAI partial pressure. The effects of varying this
pressure on the bulk and surface properties of MAPbI3 were investigated. Increasing the
MALI partial pressure proved to change the composition (I/Pb ratio) of MAPbI; from a
Pbly-rich composition to a MAl-rich composition (over-stoichiometric). This increase of
MALI partial pressure also induced a structural transition from a MAPDbI; crystal struc-
ture with Pbls secondary phases at low pressures to a differently textured structure with
additional strain at high pressures. The use of a high MAI pressure led to better opto-
electronic performances but worse solar cell efficiencies, thus the surface properties were
characterized with Kelvin probe force microscopy (KPEFM).

KPFM demonstrated the occurrence of areas with much lower WF compared to the
rest of the surface when over-stoichiometric (high MAI pressure) samples were grown.
In comparison, the WF maps of near-stoichiometric samples were homogeneous. X-
ray diffraction and literature reports linked these low WF areas to the incorporation
of low dimensional (2D) perovskites (LDPs) and stacked perovskite sheets (SPSs) in the
3D MAPDI3 structure. Annealing at different temperatures were carried out to remove
these LDPs from the MAPDI; lattice, which was successful but severely degraded the
over-stoichiometric samples. On the other hand, the near-stoichiometric MAPbI; were
much more stable. Illuminating the over-stoichiometric MAPDbI; films led to a photo-
striction effect, i.e. a lattice expansion, which is not desirable, and does not exist for
near-stoichiometric films. Using high MAI pressure also resulted in a noisy KPFM signal
when using light, which was linked to an increased ion migration. Lastly, prolonged illumi-
nation on over-stoichiometric films led to their degradation in both nitrogen and ambient
environments, while the near-stoichiometric ones proved to be highly stable. Therefore
the use of high MAI partial pressure, that led to the introduction of LDPs and SPSs in
the MAPDI; lattice, was demonstrated to be detrimental to the perovskite performances
and to reduce its stability against heat and light.

X-ray photoelectron spectroscopy (XPS) and KPFM were then combined on near-
stoichiometric MAPDbI; films to determine the origin of the multi-component variations
of the WF upon prolonged illumination. Several substrates (n- and p- types) were used
to additionally observe how these variations differ on different device configurations. The
first fast increase of the WF was attributed to the surface photovoltage effect (SPV), in
which photo-generated charge carriers screen the surface states and reduce the surface
band bending. This increase of the WF was coherent with an observed fast collective
decrease of the binding energies (BE) of MAPbI3 core elements. The second slow transient
of the WF upon prolonged illumination was either a slow decrease for MAPbI3 on n-
type substrates or a slow increase on p-type substrates. XPS measurements showed a
similar behavior with a slow decrease of the BE and a slow increase of the BE of the core
elements on n- and p-type substrates respectively. The interpretation of the calibrated
KPFM and the XPS measurements led to the conclusion that photo-induced degradation
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occurred at the surface of MAPDI3, which resulted in the evaporation of I, in the vacuum,
contaminating the KPFM tip and inducing chemical variations as well as an increased
formation of Pb?. For MAPbI; on p-type substrates, other phenomena should exist and
further measurements should be carried out to explain the continuous increase of the WF
and BEs upon prolonged illumination.

KPFM of MAPDbI3 on these different substrates was also used in conjunction with cali-
brated PL and time-resolved PL (TRPL) for different thicknesses to draw band diagrams.
The surface band bending, via SPV measurements, proved to be much higher on p-type
substrates than on n-type substrates. This led to a downward band bending, indicative of
surface donors and either weak n-type doping or p-type doping, which did not work with
flat band conditions. The WF extracted from KPFM and the doping densities calculated
from combining PL and TRPL led to the conclusion that the conduction and valence
bands had to bend within the bulk of MAPbI3. This part of the thesis would require
further measurements to confirm the trends on each substrate.

The last part of this thesis investigated the sensitivity of co-evaporated MAPDI; films
and solution-based mixed halide HOIP films. KPFM and STM/STS were used to study
the effects of extrinsic factors such as oxygen exposure, solvents or passivation layers on
the workfunction, GB band bending (BB), surface bandgap and LDOS on the surface
of these different HOIPs. Oxygen exposure was demonstrated to change the average
WF and suppress the initially observable facet features of as-grown MAPDI; films, and
to completely alter the GB-BB of mixed halide perovskites. The use of solvents on co-
evaporated MAPDI3 altered the average WF but also the surface states, depicted by large
variations of the SPV for different dipping times. The surface of mixed halide perovskite
was shown to be quite different from co-evaporated MAPDbI; with either large variations
of WF between grains, linked to Pbly grains, or pronounced GB band bending. STM
and STS demonstrated the existence of a surface defect, and that surface passivation
strategies were used to suppress it. The latter also completely changed the GB band
bending towards a more beneficial one (reduction of the hole barrier) and increased the
surface bandgap close to 2 eV, which reduced the interface recombinations. Lastly, the
use of different substrates with different surface terminations also resulted in observable
surface variations of the GB band bending and average WF values. This part of the thesis
proved the need to know the sample conditioning history (use of solvents, air exposure...)
before interpreting data acquired from surface-sensitive measurements.

In addition, this thesis demonstrated that a clear understanding of the intrinsic surface
properties of HOIPs is crucial in order to optimize the solar cell stack via the use of charge

transport layers or passivation strategies for example. Besides, the intrinsic stability of
HOIPs can already be tested through techniques such as KPFM, PL and TRPL.

As any work, this thesis brought its share of questions and perspectives. First, solution-
based fabrication processes do not look viable as scalable methods for the fabrication of
large-area solar cells, yet their efficiencies exceed the ones of perovskites made from ther-
mal evaporation, which is more likely to be used in a manufacturing company. Therefore,
the research should intensify on the thermal evaporation of mixed halide perovskites,
which present a much higher intrinsic stability compared to MAPbI3, and on lead-free
perovskites. Secondly, as a general note, great care should be taken when interpreting re-
sults from surface-sensitive measurements such as KPFM, STM/STS, XPS. The sample’s
history, such as the fabrication method used, how it was stored and if it was exposed to
different environments, has to be clearly laid out to facilitate a common understanding of
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the surface properties of HOIPs.

The STM/STS measurements presented in this thesis showed that lateral variations
of the surface properties existed, both on MAPbI; and mixed halide HOIPs. It would be
interesting to investigate how these lateral fluctuations affect the interface with a charge-
transport layer. As an example, calculations could be used to simulate how a change of
the density of surface states from one facet of a grain to another translate into different
interaction energies with molecules from the top layer, and which surface termination
would be the most favorable. When this is known, one could vary the fabrication pa-
rameters in order to reduce these lateral variations, if they were found to be detrimental.
Besides, further STM/STS measurements should be performed to study and clarify the
role of the GBs in HOIPs, which are still highly debated. In this thesis, no extrinsic factor
such as oxygen or water molecules were used during STM/STS, but it would be crucial
to see if the density of surface states at the GBs vary with an intentional contamination.
In addition, STM/STS on co-evaporated HOIPs, which was not successful in this thesis,
would be highly interesting to observe how the surface differ from solution-based HOIPs.

Concerning the co-evaporated MAPbDI3, one question that remains to be answered is
how the low-dimensional perovskites, introduced in the lattice with a high MAI partial
pressure, alter the structure and stability of MAPbI3. To that end, density functional
theory (DFT) calculations or other techniques could be used to model the interactions
between the 3D and 2D perovskites. 2D perovskite are often reported to improve devices
efficiencies as they offer a certain degree of passivation or can be used to strengthen the
perovskite structure, but this was not the case in this thesis. It would be interesting
to know if these non-intentionally formed 2D perovskites could be used in a different
way such that they improve the intrinsic stability of MAPbI3 and not the opposite. In
addition, AFM showed to be a reasonable technique to observe if photostriction exists in
perovskite films and should used more extensively, such that it can finally be understood
whether photostriction is beneficial or detrimental for the PV performances.

XPS and KPFM measurements showed the occurrence of photo-induced degradation
of co-evaporated MAPbI;. However further characterization using other techniques should
be used to disentangle this from any other phenomena, such as ion migration or surface
trapping/detrapping via defect states, especially on p-types substrates where no conclu-
sion could be drawn. Besides, combining KPFM, calibrated PL. and TRPL proved to be
efficient in defining a first simplified draft of the energy band diagram of MAPbI3 on an
extraction layer. However, these techniques have to be used systematically and the effect
of such bending of the bands should be investigated by simulating the electric field in
such structures and observed how it affects for example the transport of charges carriers,
their recombinations and the migration of ions.

Lastly, passivation strategies seem to be one of the best solutions to improve device
efficiencies. This work has proved that using passivation layers, the GB band bending was
changed and the surface band gap increased. Simulations and computations would need to
be used to see how such changes impact the recombination mechanisms and the transport
of charge carriers. Models could therefore be defined on how to actually improve the
surface such that they do not stay the limiting factor in the improvement of the efficiency
of perovskite solar cells.

A lot of topics are still to be investigated, and every day, tens to hundreds of new
questions arise, but the ultimate goal to keep in mind for all researchers is to make the
commercialization of perovskite solar cells possible rapidly, and make it such that recycling
them remains doable.
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Appendix Chapter 1

A.1 Structure and working principle of a solar cell

A solar cell is itself subdivided in different layers that have all different purposes. To
generate an electrical power, a photovoltaic device needs first to absorb light, convert
it into charge carriers (electrons and holes) and transport these charge carriers towards
electrodes, leading to the creation of a current. To that end, the most classical architecture
of a solar cell uses a combination of an n-type semiconductor with a p-type semiconductor
of the same material, which leads to the formation of a so-called p-n homojunction when
brought in contact together. A simplified energy band diagram is depicted in Figure A.la
when the two doped semiconductors are not in contact and their respective Fermi energy
levels are close to the CB for the n-type and close to the VB for the p-type.
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Figure A.1: (a) Energy band diagram of an n-type semiconductor and a p-type semicon-
ductor, with their respective Fermi energy level before the formation of a contact. (b)
Formation of a p-n homojunction inducing alignment of the Fermi energy levels, bending
of the conduction and valence bands at the interface, formation of a space charge region
(SCR) and quasi neutral regions (QNR), and formation of a built-in voltage (V4;).

In Figure A.1b, when the semiconductors are brought in contact, free electrons from
the n-type semiconductor diffuse into the p-type semiconductor and recombine with holes
in the p-type semiconductors. Similarly, free holes in the p-type semiconductor diffuse
into the n-type side and recombine with electrons. The ionized impurities on both side
cannot diffuse as they are bound to the crystal lattice. After diffusion, the Fermi energy
level align and there is the formation of a depleted region in both semiconductors, near
the junction. In the n-type side, a positively charged region is created while in the p-type

187



188 Appendix A. Appendix Chapter 1

side, a negatively charged region is formed. The outcome is the creation of an electric
field within the region, which is also called space charge region (SCR) or depletion layer.
Ultimately a built-in voltage V}; is formed at the junction due to the electric field, and the
drift current derived from it is opposite to the diffusion current. In thermal equilibrium,
the majority of the electrons stay in the n-type side and similarly for the holes in the
p-type side, forming quasi-neutral regions (QNR).

The built-in potential is either a barrier or facilitator for carriers and can be either
reduced or increased by for example applying an external voltage V, (forward or reverse
bias), which will also change the total width w of the space region, as follows:
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-7, and z, are respectively the space charge regions in the n-side and the p-type, €
and €p are the dielectric constants of the material and of the vacuum respectively. The
total net current density across the junction, combining the drift and diffusion currents
of both holes and electrons is defined by equation (A.2):
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Jo is the saturation current density and A the diode quality factor. Not only external
voltages can vary the built-in potential, but also other external stimuli, such as illumina-
tion from the light. Photons coming into the junction with an energy hv > E, can be
absorbed and electrons-hole pairs are created (electrons from the VB have enough energy
to go to the CB leaving a hole behind). There is consequently an additional concentration
of electrons An and holes Ap. It stems from this generation of extra charge carriers, that
the minority-carrier densities on each side of the pn junction are changed but the majority
carrier densities remain the same (except if the illumination used induces a generation
of holes and electrons superior to the majority carrier densities). Therefore the product
np = (ng + An)(po + Ap) is no longer equal to n?. The explanation is that as both
the electrons and holes are represented in quasi-thermal equilibrium by a Fermi-Dirac
distribution, two Fermi energy levels have to be defined, and this as follows:
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Er, and Ep, are the quasi Fermi-level for the electrons and holes respectively, and
the product np then becomes:
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Epn — Ep, = Ap is called the quasi-Fermi level splitting (QFLS) and can be used to
describe the maximum energy that can be extracted from the system, and is used as an
upper limit for the performance for the open-circuit voltage of a solar cell, that will be
defined later.

So far the main part of a solar cell, the p-n junction, where the absorption of photons
and the generation of electrons-holes pairs take place have been discussed. To finish up
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the solar cell, electrodes are needed on each side of the p-n junction in order to collect
the photo-generated charge carriers. Several other layers are used in order to optimize a
solar cell. Figure A.2 displays for example the common structure of an exemplary silicon
solar cell, which is the most used material nowadays to fabricate a photovoltaic device.
The emitter is the front semiconductor layer forming the p-n junction (often n-type for
silicon solar cells). It will absorb most of the photons and is fabricated thin enough that
it can reduce charge recombination, which will be discussed later. The front electrodes
do not fully cover the n-side to let the light come in, and an additional anti-reflection
coating is deposited on top to avoid reflection of light and loss of incoming photons
inside the p-n junction. The commercialized solar cells have now a much more complex
structure than the one here, with further layers used to improve the overall efficiency of
the devices, such as the passivated emitter and rear contact (PERC) configuration [447]
or the heterojunction with intrinsic thin layer (HIT) configuration [448].
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Figure A.2: Structure of a classic solar cell, for example a silicon-based one.

Upon illumination, the current across the solar cell changes from the one in equation
(A.2). If the photo-generated holes and electrons are efficiently collected by the electrode
(which depends on several factors), then an additional photocurrent density J,;, is gener-
ated and flows in the opposite direction of the current calculated in the dark. Therefore

J becomes:
. qVa .
7= <exp (AkBT — 1)) — Jph (A.5)

When an external load is connected to the above-mentioned structure, a potential
builds up between the two terminals. Without that load, but only with connected elec-
trodes, a short-circuit occurs, and ultimately a short-circuit current Jg¢ is created. From
the equation A.5, one can see that in that case, when V =0, J = Jg¢ = Jp,. Additionally,
when no current density flows throughout the device, the device is in a situation known
to be as open-circuit and the resulting voltage is called open-circuit voltage, following
equation (A.6):

AkgT '
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Both the open-circuit voltage Voo and the short-circuit current Jgo are crucial param-

eters when discussing solar cell performances. Measuring the current density as a function
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of the applied voltage is therefore one of the main measurements to determine the solar
cell efficiency, and both the Voo and the Jg¢o can be extracted from the commonly called
J-V (current density-voltage) curves, as depicted in Figure A.3.
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Figure A.3: Sketch of a current density - voltage (J-V) curve of a solar cell in the dark and
under illumination, as well as the powder-density - voltage (P-V) curve. The fill factor
(FF) is also depicted as the fraction of the two yellow zones.

In addition to the J-V curve, it is important and interesting to look at the power
density (current density x voltage) as a function of the applied voltage, that is the P-
V curve, as it gives access to the maximum power density the solar cell can deliver.
This maximum, P,,, comes with the characteristic pair (Jy,p,Vinp). This introduces the
last figure of merit of the JV curve, that is the fill factor (FF), which is a measure of
the “squareness” of the J-V curve. With all these parameters, it becomes possible to
calculate the power conversion efficiency 7 of a solar cell. The latter corresponds to the
ratio between the power it can deliver and the power it collected initially through the
light and can be written as follows:

Prp  JopVip FF JscVoc
ERE?) = 2 (A.7)
The solar cell efficiency therefore depends on the fill factor F'F', the V¢, the Js¢ and
the P;, which can all be deduced when performing J-V measurements and knowing the
incoming power. As the power conversion efficiency (PCE) also varies with the incoming
illumination power, it was for the best interest of all to have a standardized value so
that solar cells could be easily compared. A complete set of standard testing conditions
have actually emerged, where the illumination used is the so-called AM1.5 solar spectrum
with a power density of 1000 W/m? with a cell temperature of 25°C. The highest PCE
to date for a single p-n junction solar cell without light concentration is of 29.1% for an
epitaxially-grown GaAs-based thin film by Alta Devices [301]. Better efficiencies can be
obtained by stacking solar cells with different materials. The overall record efficiency to
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date is of 47.1% by using 6 p-n junctions and concentrating light [449]. A detailed list
of the record efficiencies over the years can be found on the NREL best efficiency chart
[8] and the current highest PCE for each technology can also be found in the solar cell
efficiency tables by Green et al. [301]. Converting light from electricity is therefore far
away from being 100%, and this because of multiple types of losses in solar cells, which
will be discussed thereafter.

A.2 Fundamental losses in a solar cell

Firstly, all the photons from the solar radiation spectrum do not reach the device as
absorption bands from oxygen, hydrogen or carbon dioxide reduce the spectral irradiance
and therefore the incoming photons. A few fundamental solar cell losses then occur and
the efficiency drops quite rapidly. In terms of thermodynamics, the solar cells acts as a
Carnot engine and therefore the PCE drops by a few percent. Boltzmann losses then come
into place to further reduce the PCE due to angular inequality of incident and emitted
radiation. Then all photons with a lower energy than the bandgap are not absorbed
and all photons with energy greater than the bandgap create carriers with high kinetic
energies, which are called hot electrons and holes, and which induce thermalization losses
[450]. These losses are represented in Figure A .4a.
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Figure A.4: (a) Representation of the losses in a solar cell from the starting point of
incident photons to the Shockley-Queisser limit. Adapted from Nelson et al. with per-
mission from the Royal Society of Chemistry. (b) Shockley-Queisser limit (black line) as
a function of the bandgap energy. Some characteristic efficiencies of different material
systems are also plotted. Reprinted from [451].

In addition, calculations have been performed in order to find the maximum and ideal
PCE of a solar cell depending on its bandgap. The model is called the Shockley-Queisser
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(SQ) model and takes into consideration that the solar cell acts as a grey body where
all the photons equal or above the bandgap are absorbed, that each of these photons
create one electron-hole pair and that all generated carriers are collected by the electrical
contacts. Lastly, the model assumes only one type of recombination as discussed in the
following. When an electron is excited in the conduction band and has reached its lower
energy position, it will eventually stabilize to a lower energy position in the valence band
and move into an empty valence band state, which removes a hole. This whole process is
called recombination and is sub-divided into different recombination processes. However
the SQ model only takes into consideration the radiative recombination, that is when an
electron and a hole recombine and emit a photon with the associated bandgap energy.
This gives an upper limit of the PCE as depicted in Figure A.4b [451, 452]. As previously
mentioned, the SQ model gives the maximum PCE a solar cell can have depending on
the material used, or an upper limit for an ideal single-junction solar cell. The bandgap
of MAPDIj3 is of ~ 1.6 eV, which directly gives a SQ efficiency of 30.14% [86].

A.3 Recombination mechanisms, rates and lifetimes

Radiative recombination

Radiative recombination, which cannot be avoided, comes with a recombination rate R, .4
in cm~3s~!, which is a material property, determined by the radiative coefficient k,,q and
the doping density. R,.q is a key value that defines how fast and efficiently the charge
carrier collection needs to be before carriers recombine. It is defined as follows [321]:

Ryaa = Ry — Rgad = krad(l - pr)(np - n?) (A8>
K,qq is specific to MAPbI3. R? . is the radiative recombination rate at equilibrium, Ry

the radiative recombination rate when the perovskite is excited with light and p, is the re-
absorption probability of photons emitted for radiative recombination and are re-absorbed
in the active area. n = An+ng and p = Ap — pg are the electron and holes densities with
An and Ap the photo-generated charge carriers densities. When the number of photo-
generated carriers does not exceed the doping, called low-injection regime, and assuming
a p-type MAPDI;, it results in p = py and py > n and the radiative recombination rate
becomes:

An
Rrad = kraa(1 — pr)poAn = )

This equation introduces the radiative lifetime 7,,4 which gives the average time before
a charge carrier recombines radiatively and is not the limiting factor in a poly-cristalline
solar cell. Typical radiative lifetime for MAPbI3 ranges from a few nanoseconds when the
doping density is very high to microseconds, and is usually the longest for single-crystal
perovskites. Dang et al. have for example reported lifetimes exceeding 80 ps for single-
crystal MAPbDI3 using techniques such as transient photovoltaic (TPV) and impedance
spectroscopy (IS) [453]. As this type of recombination is defined by the material proper-
ties and is fixed, it is not the type of recombination that limits the device performance.
However other types of recombination exist that can reduce the performance of the per-
ovskite solar cell, they are called non-radiative recombinations.

(A.9)

Auger recombination
Auger recombination is a process involving three charge carriers. The recombination of
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an electron-hole pair does not yield to the creation of a photon, additional heat to the
systems or a phonon but it excites a third electron of the CB. Therefore this electron
will thermalize again to its lower energy level in the CB. Auger recombination happens
mostly in highly-doped semiconductors or under high injection of charge carriers, and is
therefore often neglected in low-injection regime. The Auger recombination rate can be
described by the following equation [321]:

Raug = (Con + Cyp)(np — n) (A.10)

C,, and C, are the Auger coefficients for the electrons and holes respectively.

Shockley-Read-Hall recombination

When defect states are introduced within the bandgap of the absorber, the charge carriers
can get trapped in that state and can recombine with a hole moving up to the same energy
state before the electron has a possibility to be re-emitted thermally in the CB. This type
of non-radiative recombination is called Shockley-Read-Hall (SRH) recombination and
comes with a recombination rate denoted Rgry and depends on different aspects of a
defect, which are its energy level and activation energy. The reader is brought to read
section A.4 of Appendix Chapter 1 for a discussion of points defects in MAPbI3. The
recombination rate is written as follows [321]:

(np —n?)
n+n)7,+ (p+ p1)T

Rsry = ( (A.11)
n; and p; are the carrier densities that describe their emission from the defect state
situated at the energy level Ep. 7, and 7, represent the SRH lifetime for electrons and
holes respectively with 7sgpy = 7, + 7,. Again, in the case of a p-type MAPbI3 with
po > n, in the low-injection regime, and considering only deep defects as recombination
centers (and np > n?), Rgry becomes [321]:

A
Repy = — (A.12)

n
In the bulk, 7, can be associated to a recombination cross section oy, an electron thermal
velocity vy, and the trap density Np at the energy state Ep, as follows:

1
= A.13
7 o,VshNp ( )
Typical values for the product of the capture cross-section and the defect density for
MAPDI; ranges from ~ 10! to 107 em™! [454]. SRH lifetimes vary from a few hundreds
of nanoseconds to a few microseconds depending on the doping and defect densities of the

perovskite [455].

Total bulk recombination
Combining all these recombination rates and assuming only deep defects, a total recom-
bination rate R, can be obtained as follows [321]:

1
Riot = kraa(1 — »p —+C, C —n? A.14
tot a( p >+nTp+an+ n+ Cpp (np —n;) ( )



194 Appendix A. Appendix Chapter 1

When assuming, as in the previous cases, a p-type MAPDI; in a low-injection regime,
equation A.14 becomes [321]:

1 1 1 1 A
Riot = |Kraa(1 — pr)po + - + Cppg} An = ( + + ) An =" (A.15)

n Trad  TSRH T Aug Thulk

This introduces the bulk lifetime 73, which combines all the different lifetimes in the
bulk. In addition to the bulk lifetime, bare surfaces are also prone to defects and the
deposition of layers on top can also induce interface defects or recombination.

Surface and interface recombination

The last types of recombination are the ones occurring at the surfaces or interfaces with
the layers, and they are most of the time the ones limiting the overall lifetime of a device.
A simplified definition of the surface lifetime, assuming a p-type MAPbI3 and a low-
injection regime, is described following equation A.16

_ 4
T S,+8,  Dur?

S, and S,, are the surface recombination velocities at the interface MAPbI;/HTL and
MAPDI;/ETL respectively, d is the thickness of the absorber and D,, the diffusion con-
stant. S, and S,, fulfill a similar role as the inverse electron and hole lifetimes in bulk
SRH recombination. S, ,, mainly depend on the density of surface defects that can act as
recombination centers [456]. This makes the surface recombination mainly defect-driven
but, in addition, interface recombination can happen as depicted by R; in Figure 1.13 of
Chapter 1, which represents the recombination of a charge within the transport layer with
a charge of the absorber. These interface recombinations are also referred to as front and
back recombination, depending on where they happen. Additionally to the intrinsic point
defects and the back/front recombination, dangling bonds and grain boundaries are also
sources of non-radiative recombination centers and the extraction layers and electrodes
have much more complex role and effects in the effective lifetime.

(A.16)

Ts

Finally, the total lifetime, which takes into account both bulk and surface lifetimes
can be written as follows:

1 11
= + = (A.17)

Ttot Toulk Ts

A.4 Point defetcs of MAPI

SRH recombination in MAPDIj3 is linked to intrinsic point defects that exist in this per-
ovskite lattice. First-principles calculations like DE'T are tools that can reveal the defect
levels and defect formation energies of these point defects, that can occur as vacancies,
antisites, interstitials. Yin et al. were one of the first groups to look into these point de-
fects and reported that the dominant defects with the lowest formation energies, namely
lead vacancy (Vpp) and MA interstitial (MA;) were mostly forming shallow traps within
0.05 eV of the bands [373]. In recent studies however, it has been reported that spin-
orbit coupling (SOC) in DFT calculations should be used to simulate the point defects
and that the latter also strongly depend on the processing conditions and composition
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of the perovskite (I-rich/I-poor, MA-rich...). For instance, the fact that perovskite can
self-dope to either n- or p-type depending on its composition (I-rich / MA-rich) can be
the consequence of intrinsic point defects acting as electron acceptor or hole donor. In
any case, this led to various reports suggesting for example that iodide vacancy (V;),
iodide interstitial (I;) and lead substitution by iodide (Ip,) were forming deep traps with
low formation energies [457, 458, 459]. Figure A.5 depicts one of the pioneer studies by
Yin et al. [373] and more recent calculations by Meggiolaro et al. [460].
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Figure A.5: (a) Transition level of point defects in MAPbI3 from DFT calculations with
intrinsic acceptors (left) and donors (right). Reprinted from [373], with the permission of
ATP Publishing. (b) Thermodynamic ionization levels calculated at the PBE, HSE06-SOC
and PBEO-SOC levels of theory for the most stable defects. Reprinted with permission
from [460]. Copyright 2021 American Chemical Society.

The nature of the intrinsic point defects in MAPDI;3 is important as they contribute
to the electrical doping. As an example, in perovskites, there is a large amount of shallow

defects, which are known to ionize more easily at room temperature and therefore can act
as efficient dopants.
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A.5 Water-intercalated and mono-hydrated phase of
MAPI

(b

Figure A.6: Polyhedral view of (a) water intercalated phase MAPbI3_H;O and (b) mono-
hydrated phase MAPbI3-H,O. Hydrogen bonds are marked with dotted lines and the bond
lengths are presented in units of angstrom (dark grey: Pb; purple: I; brown: C; light blue:
N; red: O; light pink: H). Reprinted from [461] under a Creative Commons Attribution
3.0 Unported Licence. Copyright The Royal Society of Chemistry 2018.

A.6 The debate behind the hysteresis of perovskite

Li et al. have reported that migration of iodine ions and interstitials are the main causes
for hysteresis without however completely ruling out the MA cation [172], but several
reports have demonstrated the role of I” and MA™ in the migration process [462, 463].
Azpiroz et al. have on the other hand suggested that migration of iodine defects was too
fast and could not explain the slow hysteresis response, and that MA and Pb vacancies
could be responsible for this behavior [464]. The channel for these species to migrate
are multiple, from bulk point defects, to surface defects and grain boundaries, as well as
local lattice distortion and strains [462]. For ease of understanding, Figure A.7 reprinted
from [465] depicts the working principle of hysteresis caused by ion migration and charge
accumulation.

In the case of a forward scan (Figure A.7a), where no bias is applied (V' = 0) as the pre-
scan condition is short-circuit, ions migrate and accumulate at the interfaces due to the
driving force of the built-in field. The direct consequence from that accumulation of ionic
charges is the screening of the former built-in field, reducing the extraction efficiency of the
photogenerated charge carriers and thus the fill factor and open-circuit voltage, and also
increasing the recombination of photogenerated carriers at the wrong interface. However
in the reverse scan (Figure A.7b), where there is a pre-bias which overcomes the built-in
potential (V' > V), the ions will migrate in the opposite direction, which will reinforce
the built-in field and improve charge carrier extraction. Additionally, this reduces non-
radiative recombination at the wrong interface and this ionic accumulation can induce
local doping at the interfaces resulting in improvement of the interface energetics and
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Figure A.7: Explanation of hysteresis. (a) In the case of a forward scan, with a short-
circuit as a pre-scan condition. (b) In the case of a reverse scan, with an applied bias as
a pre-scan condition. Reprinted with permission from [465]. Copyright 2021 American
Chemical Society.

beneficial trap filling [465]. In any case, hysteresis is still highly controversial and even
if most groups have found that ion migration and reduction of charge carrier efficiency
are the dominant causes, one cannot underrate the effects of modification of the interface
band alignment, alteration of the chemical surface, trapping and detrapping via defect
sites, ferroelectricity... Reducing hysteresis could therefore be performed by changing
the device architecture, where new HTM and ETL would passivate these trap states,
or improve the interface alignment. It could also be enabled by improving the material
quality and stability by the incorporation of mixed cations and anions structure. However,
when no hysteresis is visible, it does not mean that ion migration has been suppressed,
but rather that the charge extraction is not affected by the redistribution of ions. Ion
migration is not only activated by applying a bias, but can also be photo-induced and
linked to changes in electric field due to filling of traps by photogenerated carriers and
migrations of iodine [384], or can also be thermally-activated [466, 467].

A.7 Grain boundaries in semiconductors used in so-
lar cells
In semiconductors used for solar cells, it is known that GBs are regions where recombina-

tion is high due to the introduction of defect states in the bandgap. In addition, transport
of carriers can be affected as GBs can block the lateral carrier flow and can also provide
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shunt paths for current flows in a device. If carriers get trapped at the grain boundaries, a
potential energy barrier can build up which can result in a reduction of carriers from grain
to grain. In that sense, increasing the grain size to limit the number of GBs seems to be
the way forward, but it was also recently reported that using smaller grains in silicon solar
cells could reduce the stress at the GBs, which would in the end lead to less electrically
active defects and less recombination [468]. Passivation of grain boundaries has also been
one of the goals to improve device performances. In cadmium telluride (CdTe) absorbers,
heat treatment with CdCl, can be for example used to segregate Cl atoms into the GBs,
changing the doping and helping carrier collection [469, 470]. The improved collection
at the GBs in this technology actually makes it better than its single-crystal counterpart
[471]. In copper indium gallium diselenide (CIGSe), Nicoara et al. have demonstrated
that heavy alkali elements can induce better passivation at the grain boundaries by re-
ducing the density of charged defects [472]. Even though it sometimes occurs that grain
boundaries lead to improvement of the final device, it is in general not the case and thus
care must be taken to investigate these interfaces and understand the role they play in
the absorber and solar cell stack. In the end, the questions to be answered are whether
grain boundaries are beneficial and if not, how can one reduce or suppress their effect
of acting as recombination centers or altering the material properties such as band edge
positions [473].
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A.8 HTL and ETL improvement

TiO, was originally used as an ETL for the bottom layer due to its high conductiv-
ity, however it introduced a high trap-state density. Therefore, [6,6]-phenyl-C61-butyric
acid methyl ester (PCBM) was inserted in between to act as the ETL and had the ef-
fect of mitigating the TiOs trap states, reducing the non-radiative recombination channel
[474, 475]. Not only did PCBM reduce the trap states on the TiO, surface, it was also
reported to passivate the iodine-rich trap sites at the grain and grain boundaries of the
MAPDI3, making it also useful as a top ETL in a p-i-n architecture [476, 477]. In terms
of HTM, spiro-OMeTAD was one of the first organic layers to be used due to its ease
of deposition. However, it was also noticed that this HTM was inducing degradation
at the interface with the perovskite at high temperature, which made it not desirable
for a stable and commercial-friendly solar cells [466, 478]. The polymer layer poly(3,4-
ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) has also been one of the
most used HTM in perovskite devices due to its good processibility, high thermal sta-
bility, transparency and suitable energy levels [479, 480, 481]. Poly(bis(4-phenyl)(2,4,6-
trimethylphenyl)amine) (PTAA) was then preferred due to its even better thermal sta-
bility compared to PEDOT:PSS [482]. Ultra-thin layers of PTAA were also reported
to suppress interfacial recombination and accelerate hole transfer at the interface per-
ovskite/PEDOT:PSS [483].

When using the ETL as a bottom layer, one of the strategies used to passivate the po-
tential defective surface was through the deposition of self-assembled monolayers (SAMs).
Zuo et al. have for example used 3-aminopropanoic acid self-assembled monolayers (C3-
SAM) to reduce the pin-holes and interface recombination with the ZnO ETL [484]. More
recently, Al-Ashouri et al. have used 2PACz and MeO-2PACz as SAMs on ITO to both
create an optimal energy alignment as well as suppress non-radiative losses at the inter-
face [419]. SAMs can also be used on top of bottom HTM as well, as demonstrated by
Bai et al. where a diethanolamine SAM was deposited on top of an NiO substrate to yield
pinhole-free perovskite [485].

A.9 The techniques to characterize the surface prop-
erties of MAPI

Surface-sensitive techniques can be divided in different categories: structural, chem-
ical, electronic and optical characterization. As perovskite absorber have typically a
microstructure, their surface features range from several microns (sometimes tens or hun-
dreds of micrometers) to atomic scale. Therefore the techniques used require spatial
resolution enabling the observations of such small features. The following discussion is
based on review papers from Xue et al. [136], Hidalgo et al. [486] and Rothmann et al.
[487] if not referenced otherwise. For a detailed overview of all the techniques, the readers
are referred to the books by Abou-Ras et al. [488] and Pazoki et al. [489].

Structural

Scanning electron microscopy (SEM) and atomic force microscopy (AFM) are the most
known techniques to access the surface morphology of perovskite thin films as they can
retrieve information about homogeneity, grain size, grain and grain boundaries popula-
tion, surface roughness, and they are already a first good step to optimize the absorber
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fabrication process. The lateral resolution for these techniques is around a few nanome-
ters (for AFM it depends on the tip apex) and the limitations are mostly the degradation
of the perovskite due to the high-energy electron-beam for SEM and distortion due to
lateral forces as well light-induced degradation due to absorption of the laser emission for
the AFM (depending on the bandgap of the perovskite and the wavelength of the laser).
Compared to AFM, SEM only gives information on a two-dimensional level, and therefore
roughness and depth profile cannot be accessed using this technique. AFM can also be
used to observe if the surface does not present differences in mechanical properties, using
the phase signal. In order to get atomic resolution of the perovskite surface, scanning
tunneling microscopy (STM) can be used as it has the highest spatial resolution, however
roughness is the limitation as only ultra-smooth surfaces can be resolved at the atomic
scale. STM can nevertheless also be used on rough samples for topography measurements
but AFM is often preferred as STM requires conductive samples and is based on tun-
nelling of charges into either occupied or unoccupied states, which differs from AFM (see
Chapter 2 for more information on these techniques). Transmission electron microscopy
(TEM) and high-resolution TEM (HRTEM) enable a much higher resolution than SEM.
Besides, atomic-scale imaging can also be achieved but the degradation of the surface
is also enhanced due to the transmitted electron-beam. In addition, the crystal struc-
ture of the perovskite surface can be determined using grazing-incidence X-ray scattering
(GIXS), giving additional information on the crystallographic orientation of the crystal
lattice. Compared to X-ray diffraction (XRD) technique, small incident angles of the
incoming X-rays are used. Besides, using varying the incident angles during the measure-
ment, as with grazing-incidence wide-angle X-ray scattering (GIWAXS), depth profile of
the lattice structure from the surface down can be carried out. However the surface sensi-
tivity of such techniques is relatively low as the detection depth ranges from 50 to 500 nm.

Chemical

Often used combined with SEM or TEM, energy-dispersive X-ray spectroscopy (EDX or
EDS) enables the determination of the elemental distribution in the perovskite material.
Mostly referred to as a bulk technique, surface-sensitivity can be approached by using
low energy electrons but this requires a machine with high-resolution. Similarly, elec-
tron energy-loss spectroscopy (EELS) can provide chemical information depending on the
energy used. The surface chemistry is however mostly studied by X-ray photo-electron
spectroscopy (XPS), which not only gives information about the elemental distribution
within the first 10 nm of the surface, but also indicates molecular interaction amongst
other properties based on the shift of the binding energy of core levels. Like EDX, the
analysis of XPS is quantitative and damage can be dealt on the sample due to X-ray
exposure. Secondary ion mass spectroscopy (SIMS) is also another technique to measure
the composition at the surface by sputtering the surface using a focused ion beam (FIB)
and by collecting the ejected secondary electrons. Time-of-flight SIMS (ToF-SIMS) is
usually the standard type of mass analyzer of ionized species sputtered from the surface.
Depth profile can also be carried out. Helium ion microscope SIMS (HIM-SIMS) is a
recently-developed instrument enabling to image with great spatial resolution the com-
position at the surface, which enables to obtain chemical information at the micrometer
and nanometer scale [490]. These techniques are however qualitative and limited by the
destruction of the perovskite samples by the FIB. Lastly, synchrotron infrared nanospec-
troscopy (nano-FTIR) is another scanning probe technique to retrieve information about
molecular structures and chemical information spatially-resolved, with however a lower
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resolution than STM.

Optical

Photoluminescence (PL) mapping can be of use to determine critical features of a surface,
such as grain boundaires, pin holes or secondary phases present at the surface, that would
have a different luminescence of energy bandgap. Similarly, time-resolved PL (TRPL)
mapping can be used in the same way to determine the carrier dynamics (lifetime), which
is more electronic-related. However, to study features down the micro- or nano-scale,
micro-PL mapping is preferred and enable by the use of focusing lenses. PL. and TRPL
mapping are most of the time useful for surface characterization when combined with to-
pography measurements such as SEM or AFM, and have a limited spatial resolution and
a large contribution from the bulk. Cathodoluminesnce (CL) mapping can also be men-
tioned as the working principle are very close to PL with a subtle difference concerning
the excitation source, which is based on electrons rather than photons. Lastly, transient
absorption (TA) mapping, or pump-probe spectroscopy is used to retrieve information
about absorption and transmittance data of the perovskite spatially and in time, and is
also used to understand carrier dynamics. However, once again all these techniques are of
much better use as a surface technique when combined with microstructure characteriza-
tion techniques (SEM, AFM) or chemical and electronic techniques that involve mapping.

Electronic

In addition to XPS, ultraviolet photoelectron spectroscopy (UPS) and inverse photoemis-
sion spectroscopy (IPES) can be used to determine quantitatively the electronic-energy
levels at the surface of perovskite, such as WF, electron affinity and electronic states above
Er. No spatial resolution can be achieved (strictly-speaking) and the resolution depth
of these techniques is within 1 to 5 nm. However, the extraction of the VBM and CBM
is not extremely reliable and damage to the perovskite sample is often observed. X-ray
beam induced current (XBIC) and electron beam induced current (EBIC) are useful for
strudying the current collection at surfaces but also between interfaces.
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B.1 Working principle of PID controller

The principle of the PID controller is that it continuously calculates error signal in SPM
and applies a correction based on the proportional (P), integral (I), and derivative (D)
terms. The P component depends on the difference between I,,..s and I4; and uses a P
gain to determine the ratio of the output response to the error signal. If I,,,c.s is 10 times
greater than I,; and the P gain is set to 5, this will lead to a proportional response of
50. Increasing the P gain has for effect to increase the response of the feedback unit and
therefore results in a faster change in tip-sample distance. However increasing the P gain
too much can result in larger oscillation of the measured current and instability of the
control system. The I component is the integral and sums the error term over time, and
therefore the goal of the I component is to drive the steady state error to zero. Increasing
or reducing too much the I gain will result in an increase of the error. Lastly, the D
component has, for example, for role to decrease the output of the feedback loop if the
Lneas increases rapidly. However most systems do not use D gains as it is highly sensitive
to noise in I,,,.4s but use a combination of P and T [491].

B.2 STM auto-approach working principle

In the auto-approach mode, the electronics measured the tunneling current flowing be-
tween tip and sample and adjusted the tip-sample distance in a step by step approach
in order to reach the set value for the tunneling current. To that end, the Z piezo was
expanded to its maximum and the current was continuously measured. If the measured
current was lower than the set value, the electronics would move the piezodrive closer to
the tip by about a micrometer and again simultaneously expand the piezo while measur-
ing the current. These steps were carried out until the measured value equaled the set
value.

B.3 CITS working principle

For current imaging tunneling spectroscopy (CITS), more parameters were required as
displayed by the diagram in Figure B.1. First, as the goal is to image the tunneling
current at different voltages, a voltage range has to be set (Vg and Veng). As CITS
delivers a map of I for different V, a grid (x lines by y pixels) has to be set as well, which
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can be the same as the topography resolution or different. For example, a I-V curve could
be acquired every two pixels and every two lines instead of every pixel and line for a gain
of time.

Feedback loop Feedback loop
A off on
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Figure B.1: Principle and important parameters for STS in a VT-AFM from Scienta
Omicron.

The CITS then works as follows: the first x line(s) are scanned to acquire topography,
where x depends on the grid resolution from the CITS. At the end of the x topography
line, the tip is brought back to the beginning of this line and the feedback loop (used for
keeping a constant current during topography) is turned off in order for the system to not
change the tip-sample distance during the I-V spectroscopy. A time T1 is then waited
before the gap voltage V, set for the topography, changes to V,,+ with a certain slew rate
(in V/s). Afterwards, a time T2 is waited before the beginning of the I-V spectroscopy.
These values are important to give a bit of time for the system to stabilize and not
induce artifact at the beginning of the spectroscopy. The current is then measured at the
voltage V' = Vi, then the voltage is changed to the next value (which depends on the
step size defined by the user) and then a time T-raster is waited before measuring the
tunneling current at this new value. The same procedure is applied until V reaches V4.
Afterwards the system changes the voltage back from Vg, to V. A time T3 is waited
before the feedback loop is turned on and an additional time T4 is waited before the tip
moves to the next pixel where the same previous procedure will be performed again.

Vaart Vena Slew rate Points T-raster T1 T2 T3 T4
\Y \Y V/s a.u us ms ms ms IS

| 27 27 20 130 600 20 2 2 300 ]

Table B.1: CITS parameters used to scan perovskite thin films.

This enables the acquisition of tunneling current maps at different voltages, which can
then be extracted pixel by pixel, area by area or in average for the whole image in order
to obtain an I-V curve, which can be further exploited as dI/dV or normalized dI/dV
curves for the determination of the local density of states. An example of working CITS
parameters for perovskite is given in table B.1



Appendix C

Appendix Chapter 3

C.1 PCE losses of perovskites when upscaling solu-
tion based techniques

The losses of PCE when upscaling solution-based techniques are mostly linked to three
factors: resistances, dead areas and inhomogeneity [492]. Resistive losses are commonly
arising from the semi-transparent electrodes, which have lower conductivity than metallic
contacts and induce energy losses through heat. Dead areas are also common to modules
as they require the reduction of the active area due to device patterning. These first
two factors can be dealt with by using highly transparent conductive layers and laser
patterning for example [492]. However, the inhomogeneity is the most crucial factor when
considering commercial-scale modules, as each layer should be homogeneous (in thickness
and material properties) within a certain specifications range. However, spin-coating,
which is the method currently used for the highest-efficient lab-scale devices, does not
enable the deposition of a fully-homogeneous perovskite absorber layer on areas above 4
cm?. To date, the highest efficiency for a perovskite solar cell is 25.5% [8, 301] with a
0.095 cm? active area and is based on solution processes. The highest achievable PCE
for an area larger than 1 cm? is 22.6% [301, 493], the highest PCE for a mini-module is
20.1% with an area of 63.98 cm? [301, 494] and the largest PCE for a non-concentrating
module is 17.9% for an area of 804 cm? achieved by inkjet printing [301, 495], which is
still quite far away from the 24.4% of the Si-crystalline standard modules [301, 496], the
19% of the thin-film CdTe large modules [301, 497] or the 19.2 % of the thin-film CIGS
small modules [301, 498]. From blade coating and spray coating to slot die coating and
hot casting, the methods used to deposit high-quality perovskite absorbers on large areas
are numerous [499, 274] but still did not yield modules that are comparable with other
technologies in terms of efficiency.
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C.2 PVD, turbo pump and protective baffle

4
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Figure C.1: Picture of the backside of the PVD with the turbo pump and the protective
baffle. Courtesy of Ricardo Poeira.
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D.1 Synthesis of the M APDI samples

All chemicals used were purchased from Sigma Aldrich except for PbAcy, which was syn-
thesized. The perovskite films were processed on 8 x 8 mm? indium tin oxide (ITO) coated
substrates (10 Ohm/sq., Prézisions Glas & Optik GmbH, Germany). The substrates were
cleaned and afterwards ozone-treated before use. The solution for the perovskite layer was
prepared by dissolving 0.8 mmol of PbAcsy, 0.2 mmol of PbCl,; and 3 mmol of methylam-
monium iodide (MAI) to 1.66 ml of DMF. The solution was stirred at 70 °C for 30 mins
and then filtered (0.45 pm PTFE) before use. The films were formed via spin coating at
4000 rpm for 60 s and subsequently annealed at 80 °C for 10 mins. The samples were then
stored inside a glovebox (0.4 ppm of Hy0 and <0.1 ppm of Os) where they were mounted
on a custom-made sample holder suitable for an Omicron VT SPM machine. They were
then transferred under inert gas inside a “suitcase”. The final step was the transfer of the
sample from the latter suitcase to the SPM under ultra-high vacuum.

D.2 Measurement parameters for the CITS

Vgap | Scan speed  V,gmp T1 T2 T3 T4 Slew rate T-raster
\Y% pA nm/s \Y% ms ms ms IS V/s ms
| -2 10to 200 600 to 1000 -2to4+2 400 20 20 950 100 35 |

Table D.1: Standard CITS parameters.
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D.3 SEM images of the solution-based M API

Figure D.1: SEM of solution-based MAPI at 7 kV with (a) x10,(b) x20 and (c) x50 zoom.

D.4 Photoluminescence and time-resolved Photolu-
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Figure D.2: PL spectra of the same MAPDbI3 absorber stored under different conditions.

D.5 STM of poylcrystalline MAPI and its GBs

Figure D.3: STM topography at a smaller scale to resolve the grain boundaries.

0
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D.6 Efficiency of mixed cation-halide perovskites
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Figure D.4: Summary of photovoltaic metric of the mixed cation-halide perovskite
from two best batches (without anti-reflection coating) [344]. (a) Open-circuit voltage
(Voc), (b) short-circuit current (Js¢), (c) fill factor (FF), (d) power conversion efficiency
(PCE). Reproduced with permission from [344] under a Creative Commons Attribution-
NonCommercial 3.0 Unported Licence.

D.7 Effect of UHV SPM on the PL of mixed halide

perovskites
(a) [ T v T v T v T (b)
Control = » Control
8.0x10™ F Control after UHV exposure 1 s » Control after UHV measurements
g 14 g
. 6.0x10" - 1
= =
O 4.0x10M| 15 S
7 § 107
2.0x10™ 1 g S
B »® oq.‘%‘hfm
zZ °
0.0 &~ . L . L . . . : . : T .
1.4 1.5 16 1.7 500 1000 1500 2000

Energy [eV] Time (ns)

Figure D.5: (a) Photoluminescence and (b) time-resolved photoluminescence before and
after UHV measurements of the mixed cation-halide perovskite absorber.
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D.8 Conductance at the grain boundaries of mixed
perovskites

The investigation of the GBs was performed to determine if any fluctuations in the density
of states would be visible, compared to the grains. To that end, a scan resolution of 8-10
nm per pixel for the spectroscopy was used to access, if not the GBs themselves, the
close vicinity of the GBs. The surface bandgap (Figure D.6a) at the GBs did not differ
from the one extracted at the average grains (and by excluding the low bandgap grains).
In addition, the visible defect or bump in the conduction band at the grains was not
observed at the GBs, which are often referred to as recombination centers due to the
high probability of defect formation there. In comparison to the MAPbI; absorber, the
GBs of the mixed cation-halide perovskite did exhibit a slight shift of the valence band
compared to the grains and a very subtle decrease of the WF, which would indicate a
very low upward band bending, which was also corroborated with KPFM measurements
presented in this thesis, where 60% of upward band bending and 40% of downward band
bending were observed (see section 7.2). The small asymmetry in the variation of the
dI/dV of the GBs suggests a weak change in the density of surface states, combined with
the aforementioned change in WF. However, overall, CITS remains a very qualitative tool
for GBs characterization when, as in this case, the resolution lies between 8 to 10 nm and
the adjacent grains might contribute to some tunneling of current to the tip. FM-KPFM
is therefore preferred and recommended to study these features.

(a) T T T T T (b) . T T T T T T T T
107k ;
Sl | £
2 |
= g 0
2l | 3
Z o I
107
!‘ - .
0 Grains ! 1.64 eV A g':ms
——GBs | 1.6 eV . —GBs
L S f T e. > 1 s 10-3 1 s 1 s s 1 s 1
-2 -1 0 1 2 -2 -1 0 1 2
Tip voltage [V] Tip voltage [V]

Figure D.6: (a) (dI/dV)/I/V curves at the grains and at the GBs and (b) dI/dV curves

on a semi-log scale.
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E.1 Presence of MAI precipitation in XRD after long
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Figure E.1: Occurrence of MAI precipitation near the 20 angle
in the nitrogen glovebox.

211

at 10° after long storage



212 Appendix E. Appendix Chapter 5

E.2 SEM and XRD of samples with different I/Pb
ratios
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Figure E.2: SEM images of MAPbI3 samples with an I/Pb ratio of (a) 2.7, (b) 3.0 and
(c) 3.2. (d) XRD diffractogram of the same samples and (d) zoom-in near the (002) and
(110) peaks.
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E.3 TRPL of samples grown at different pressures on
glass substrates
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Figure E.3: TRPL of MAPDbI; on (a) 2 mm-thick and (b) 1 mm-thick glass substrates
with a laser power density of 1.8x1072 W cm ™2 and a frequency of 1MHz, corresponding

to an injected carrier density of 7.9x10% cm™3.

E.4 Fabrication and characterization of M API solar
cells

For the fabrication of devices, the hole transport layer PTAA was spin-coated on 16x16
mm? glass substrates covered by pre-patterned I'TO (Luminescence Technology) and used
as the bottom electrode. MAPDI3 films of about 400 nm were then co-evaporated with
a constant temperature of 330 °C applied to the Pbly crucible and the chamber pressure
was kept constant either at 3x107% mbar or 1x10~° mbar, corresponding to pje,, and Dhigh
respectively. The absorbers deposited on the hole transport layer were then transferred
into a glovebox where they were treated in an IPA bath for 30 s. 25 nm of Cg, with a
rate of 0.2 angstroms/s followed by 3 nm of BCP with a rate of 0.25 angstroms/s were
then thermally evaporated on top of the IPA-treated perovskites. Scribing of the samples
was then performed to access the bottom ITO electrodes by using a small amount of
dimethylformamide (DMF) on a cotton bud and the isopropanol (IPA) to dry the solvent
and stop the etching reaction. The samples were then transferred to a thermal evaporator
where 75 nm of gold was evaporated at a rate of 2 angstroms/s using a mask to obtain an
L-shape gold contact. The characterization of the devices was performed in a nitrogen-
filled glovebox, using a solar simulator and automated pins to measure the 4 cells per
sample (active area of about 4 cm?). The voltages used ranged from -0.2 V to 1.2 V, and
backward then forward bias scans were performed to study the hysteresis, with a sweeping
rate of 0.6 V/s and samples kept at 25 °C. Maximum power point (MPP) tracking was
only performed for the best two devices for 5 minutes.
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E.5 Extracting band bending at the GBs
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Figure E.4: Representation of the method used to extract the average CPD of two adjacent
grains and the CPD of the GB that separates them to calculate the grain boundary band
bending Agp.

As can be observed, sometimes the CPD signal aligns perfectly with the topography
(Figure E.4b) such that at the GB a minimum (or maximum) is found. However, other
extraction of curves indicated either that the CPD minimum or maximum was not at
the GB itself but for example at a facet, or that a shift existed between the signal of
the CPD and the topography (Figure E.4a). A visible shift between the CPD and the
topography could have different reasons. First, if the scan speed is set to high values and
the feedback loop of the setpoint is not adjusted correctly (see section 2.2 of Chapter 2),
the pre-amplifier used to access the CPD will have difficulty in acquiring the CPD values
exactly at the topography position and a delay could occur. However in the images, the
shift would not always appear and therefore other reasons should prevail. A second reason
could be that depending on the dimensions of the grain boundary, which are the slope of
the GB (its steepness), its width and its depth, the contribution of the KPFM tip differs.
It has already been reported that in frequency-modulated KPFM (FM-KPFM), the apex
of the KPFM tip contributes to 75-95% of the CPD signal, while the cone contributes to
5-25% [500, 227]. But, depending on the dimensions of the GB studied, the cone-facet
distance could be smaller than the apex-GB distance, which would induce a stronger
electrostatic contribution of the cone and therefore a shift in the CPD signal compared
to the topograhy. Even if Agp was extracted with great caution, it remains a qualitative
value and an upper bound of the grain boundary band bending.
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E.6 XRD of low and high pressure absorbers after
annealing
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Figure E.5: XRD measurements as a function of annealing temperature for the (a) low
and (b) high pressure absorbers.
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E.7 TRPL and PL of high pressure samples in nitro-
gen after annealing
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Figure E.6: (a) TRPL and (b) PL measurements of a p;;, MAPDI3 absorber performed

under nitrogen after different annealing steps. The laser power density used was 8.0x 1073

cm™? with a frequency of 1 MHz, corresponding to a charge carrier injection of 3.5x10'°
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Figure E.7: External quantum efficiency, effective lifetime and doping density at room
temperature and after annealing at 100 °C and 120 °C. The laser power density used was
8.0x107% ecm~2 with a frequency of 1 MHz, corresponding to a charge carrier injection of
3.5x10% cm~3,
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E.8 Change of height upon illumination studied with
KPFM
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Figure E.8: AFM topography and extracted average line profiles in dark and light con-
ditions for (a) HOPG, (b) post-deposited potassium on gold (Au:K), CIGSe and low
pressure MAPDbI;. The arrows represent the direction of the AFM scan and the dashed
lines the moment where the light was switched on and off, unless written otherwise.

Figure E.9: (a) AFM topography and (b) CPD map of the 870 nm py;,, MAPbI3 absorber
measured in the dark. (¢) AFM topography and (d) CPD map at the same position under
white LED illumination. The arrows represent the direction of the scan and the dashed
lines the moment where the light was switched on and off.
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E.9 Short review of the origins of photostriction

Photostriction is the lattice expansion upon illumination and has already been observed
in perovskites [116, 202, 386, 387]. Tsai et al. reported that lattice expansion upon il-
lumination had a positive effect on the device performance of their mixed halide-cation
perovskites [387]. B. Kundys has reviewed the different causes of photostriction for sev-
eral material categories (ferroelectric, polar and non-polar semiconductors and organic
polymercs) [390]. For example, the volume of a semiconductor, like germanium (Ge), can
vary depending on the occupation of its electronic energy levels, i.e. in the conduction
and valence bands. The illumination of a semiconductor (with an energy exceeding the
bandgap energy) induces the generation of electron-hole pairs, and their separation in
both conduction and valence bands. The electrons in the conduction band can contribute
to the atomic bonding energy while the holes in the valence band will decrease the energy
of the covalent bonds. As the photo-generated charges will change the occupation of the
electronic energy levels, the volume of the semiconductor can change, resulting in the
effect called photostriction [390]. In non-polar semiconductors, this photostriction, and
its sign (dilation or contraction) depends on the pressure susceptibility of the energy gap.
For organic materials, the deformation of the lattice upon illumination was related to the
light-induced movement of a photosensitive cluster of atoms which induces a change in
chemical bonding and the production of a twist in a polymer chain, which results in a
nematic order-disorder transition [115]. Zhou et al. have simplified the explanation for
organic materials, saying that the photostriction was the consequence of the variations of
intermolecular spacing as polymer chains are glued by hydrogen bonds and van der Waals
interaction [116].
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E.10 TRPL degradation of absorbers on glass
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Figure E.10: TRPL measurements of (&) pjow and (b) ppign absorbers co-evaporated on
glass substrates, performed at a laser power density of 4.65x10~* W cm~2 with a repetition
rate of 1 MHz, corresponding to a carrier injection of 2.0x10* ¢cm™3. The samples
were first measured without prior light exposition and then were exposed for prolonged
times using a laser power density of 6.0x1072 W cm~2s. The insets represent the visible
degradation of the samples after laser exposition.

E.11 PLQY, lifetime and doping in air and after ni-
trogen storage

The features observed in Figure 5.18 of Chapter 5 (double peak) are often observed in low-
temperature PL measurements when transitioning through different phases of MAPDI;,
which was not the case here. This could however be caused by the resolution of the
liquid crystal wavelength filter and the step size of the PL measurements. In any case,
exposure to oxygen demonstrated the improvement of the PL yield, as already reported
by several groups [501, 405, 502]. The origin of the light-induced improvement in the PL
has been debated, some referring to a deactivation of deep hole traps, caused by iodine
interstitials [502], or the formation of a superoxide (O ) at the perovskite surface, due
to the capture of electrons by oxygen molecules, together with the migration of halide
interstitials in the bulk which will reduce the non radiative trap density [405]. Lastly
others have reported that diffusion of O, in the bulk was already possible in the dark but
accelerated upon illumination, occupying iodide vacancy sites and reducing non-radiative
recombination [114, 405, 503]. However, the increase in the PL yield, which could be
the consequence of the reduction of the non-radiative recombination due to a potential
oxygen-induced passivation, did not translate into an increase of the effective lifetime
for the pj,, absorbers, where the transients remained mainly the same upon the whole
illumination time series, with a negligible continuous decrease in the effective lifetime from
90 ns to 60 ns.

In addition, the calculated PLQY and extracted effective lifetime were combined to
access the doping density for each step of the illumination study carried out in air (Figure
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E.11). For the py,, absorber, prolonged illumination resulted in a doping density that
more than tripled (from 4.1x10' ¢cm™ to 1.4x10'® ¢cm™?), whereas it more than doubled
for the ppign absorber (from 3.3x10'° cm™ to 8.6x10' cm™3).
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Figure E.11: (a) PLQY, effective lifetime and (b) doping density for p;,,, MAPbI3 absorber
as a function of illumination time in air. (c¢) PLQY, effective lifetime and (d) doping
density for pyign MAPDI3 absorber as a function of illumination time in air.

Szemjonov et al. have reported that oxygen promoted p-type doping in triple-cation
halide perovskites and caused the occupation of iodide vacancies by the oxygen molecules,
which resulted in acceptor-like states. They additionally observed increase of the PL yield
upon air exposure, and that upon high vacuum conditions, the WF of the perovskite,
measured by KPFM, decreased, reversing the p-doping into the intrinsic behavior of the
perovskite [406]. Senocrate et al. also demonstrated that when oxygen is introduced
in the MAPDI; lattice, which can be accelerated by illumination, the molecule acts as
an acceptor dopant by substituting I~ by O?~ [114]. More recently, Shin et al. studied
the impact of different environments on the bulk and surface properties of MAPbI3 using
UPS and DFT calculations. They showed that in nitrogen, MAPbI; is essentially intrinsic,
whereas upon air and oxygen-controlled exposure, a clear p-type doping was occurring,
due to diffusion of oxygen exposure in the bulk, which was reversible when exposing
the sample in UHV, where the WF recovered its initial value before air exposure. They
explained the intrinsic property due to the balance of both I vacancies (donors) and I
interstitials (acceptors), and the oxygen-induced p-doping by the combination of oxygen
molecules with T vacancies, which enhances the p-type behavior of MAPbI3 [404]. The
increased doping density calculated for both pi,, and ppig, absorbers therefore agrees
with the previously-discussed work in the literature, and demonstrated the promotion of
p-type doping when exposing the sample to air. The magnitude of the changes in PLQY
and doping as a function of oxygen exposure and illumination time is approximately the
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same, but only the effective lifetime of the ppig, absorber shows a clear increase.

In order to observe if the oxygen-induced p-type doping was reversible in the different
MAPDI;3 absorbers, they were stored in a nitrogen-filled glovebox for 2 months, and re-
measured with PL and TRPL at the same laser power density after this period. PL
spectra and TRPL transients for the pj,, and ppe, samples measured in nitrogen and in
air after deposition, after the illumination study and after the 2-month storage period, are
depicted in Figure E.13 and E.14 of appendix chapter 5E.12. In addition, the calculated
PLQY, extracted effective lifetime and calculated doping density after deposition, after
each illumination step and after the 2-month storage are summarized in Figure E.12. The
storage in nitrogen showed to be beneficial for the p;,, absorber, independently of the
environment conditions of the measurements (air or nitrogen). Both the PLQY and the
effective lifetime clearly increased, with the improvement in lifetimes being substantial.
For the ppign absorber, the PLQY in nitrogen was similar to the one measured at the
end of the illumination study, and therefore quite close to the as-grown one. However
after being exposed to air, the nitrogen storage enabled to recover partially the original
as-grown sample’s PLQY. Concerning the effective lifetime, it reduced after the storage
for the non-air exposed sample, whereas it remained the same as after the illumination
study for the air-exposed sample.

By combining these PLQY and effective lifetime values, the doping density was eval-
uated. For the p,, absorber, the doping density after storage of the non-air exposed
sample was mainly the same as after deposition, while the doping density of the air-
exposed sample managed to almost fully recover its initial value. For the pp;q, case, the
non-air exposed sample saw its doping density continue to increase even after nitrogen
storage, whereas it dropped for non air-exposed sample. These measurements are in good
agreement with Shin et al. and show that the intrinsic doping of MAPDbI; can be recovered
after oxygen-induced p-type doping [404]. Tt is important to note that in this specific case
only storage in nitrogen was carried out, which might explain the partial recovery of the
doping, whereas UHV storage should potentially induce full recovery, due to an enhanced
sublimation and out-diffusion of the oxygen molecules from the MAPbI3 bulk.
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Figure E.12: (a) PLQY, (b) effective lifetime, (c) doping density for the pj,, and ppign
absorber, exposed to nitrogen or air, after deposition, after each illumination step and
after the 2-month storage.
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E.12 PL and TRPL after nitrogen storage
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Figure E.13: PL measurements on pj,, absorber in (a) nitrogen, (b) in air, and on ppign
absorber in (c) nitrogen and (b) in air. The measurements were performed at a laser
power density of 2.81x1072 W c¢cm~2 with a repetition rate of 1 MHz.
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Figure E.14: TRPL measurements on pj,, absorber in (a) nitrogen, (b) in air, and on
Phigh, absorber in (c) nitrogen and (b) in air. The measurements were performed at a laser
power density of 2.81x107% W cm~2 with a repetition rate of 1 MHz, corresponding to a
carrier injection for TRPL of 1.24x10% ¢cm=3.
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F.1 Individual CPD profile in the dark and illumina-
tion
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Figure F.1: Average CPD profile, extracted from a CPD map, of MAPDbI; thin films under
different conditions (light, dark, and light again) for different substrates: (a) TiOa, (b)
Sn0O., (c¢) FTO, (d) AZO, (e) NiO and (f) PTAA. The dashed lines represent the sepa-
ration between dark and light periods and the light-yellow area depicts the illumination
period.
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F.2 CPD instability in the dark of PTAA after light
exposure

Figure F.2 represents successive KPFM measurements of MAPbI3/PTAA on different
spots of the samples. The first one was already discussed with the illumination study
(sub-section 6.1.1 of Chapter 6). At the end of the measurement in the dark, the CPD
signal had still not reached an equilibrium state with a stabilized CPD. The measurement
was ended and a new one was directly carried out on a new spot of the sample. Ideally,
the CPD should have started either at the initial value in the dark or at the last value
recorded in the last image, as the sample is homogeneous. However, the CPD value
on the second spot was higher and kept on decreasing over time in the dark. After 45
minutes, the measurement was stopped, and the sample was kept at rest in the dark for
8 hours before measuring a new spot on the sample in the dark. The first CPD value was
even higher than previously recorded, and decayed for a prolonged time until a potential
stabilization. Interestingly in all cases the final CPD value seemed to reach a value of
-0.36 V and could potentially be linked to a reached equilibrium after ionic migration due
to the electric field induced by the KPFM tip, or a charging effect at the surface. This
also indicated a worse intrinsic stability against light of MAPbI3 co-evaporated on PTAA.
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Figure F.2: CPD evolution of MAPbI3 on PTAA for different consecutive spots or images.

A continuous decay of the CPD is visible after having exposed the sample to illumination,
which does not stabilize in the range of the scanning time.

F.3 XPS equipment, parameters and procedure

XPS spectra were acquired using a Thermofisher Scientific Nexsa Spectrometer in ultra-
high vacuum with a mono-chromated X-ray source of Aluminium (Al K, = 1486.68 eV).
The spot size was of 400 pm. For the survey spectra, the pass energy used was 200 eV
with a dwell time of 50 ms and an energy step of 1 eV. For the studied core level spectra,
a pass energy of 20 eV was used with a dwell time of 100 ms and an energy step of 0.1
eV. The first measurement in the dark was acquired in 3 min and 24 s and the second
measurement to study the influence of the X-ray lasted 2 min and 02 s. The times for
each core elements are detailed in table F.1.
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| Core levels Scanning time (s) Number of scans |

13d 30 1
Pbaf 20 1
Nis 72 4
Cls 114 6
Ols 80 4
Survey 68 1

Table F.1: List of the core elements (and survey) scanned together with the scanning time
used.

The samples, after being co-evaporated, were sent in a nitrogen-filled sealed bag and
opened in a nitrogen-filled glovebox where they were mounted in the XPS sample holder
(Figure F.3) and electrically connected with a carbon tape for the back contact and a
clip for the front contact. The sample holder was transferred to the load-lock of the XPS
without air exposure.

A gold sample was used as the reference sample by measuring the Au4f;/,; core level.
The first measurement of the MAPbI3 samples in the dark consisted in measuring all the
spectra of the aforementioned core elements and the full spectra (survey). The second
measurement in the dark consisted in measuring the core elements 13d, Pb4f and N1s just
after the first measurement to estimate the X-ray beam effects on the binding energies.

Figure F.3: The XPS sample holder with the 6 samples previously mounted in a nitrogen-
filled glovebox and electrically connected by means of carbon tape for the back contact
and clip for the front contact. The transfer between the glovebox and the XPS load lock
was carried out without air exposure.
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F.4 Changes in binding energies upon illumination
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Figure F.4: Changes in binding energies for the I3ds/, and Pb4f;/; core elements of
MAPDI; deposited on different substrates (a,b) TiOq, (c,d) FTO, (e,f) AZO and (g,h)
PTAA. The dashed lines represent the moment were the light was switched on and off.
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Figure F.5: XPS measurements of the Pb4f core level for (a) MAPbI;/TiOs, (b)
MAPDI3/FTO, (¢) MAPbI3/AZO and (d) MAPbI;/PTAA as a function of illumination

time.

F.6 Changes in peak intensities for 13d and Pb4f core
levels with light
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Figure F.6: Evolution of the peak intensities in the dark and after prolonged illumination
for the core levels (a) I3ds/, and (b) Pbdf;/, for MAPbI; co-evaporated on different sub-
strates.
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F.7 XPS investigation in the dark after illumination

The Pb?/Pb and I/Pb ratios were extracted on the same spot after the light was switched
off, as well as on a fresh spot, close to the one used during the illumination study, which
was exposed to light but not to X-rays. Figure F.7 represents the evolution of these ratios
upon the different stages of the XPS measurements, starting with the first dark spectra.
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Figure F.7: (a) PbY/Pb ratio and (b) I/Pb ratio extracted from XPS measurements for
MAPDI3 co-evaporated on different substrates and for different conditions: in the dark,
at the end of the illumination study, in the dark after the illumination study and in the
dark on a fresh spot next to the one measured under illumination.

After the last light iteration cycle, the white LED was switched off and a new XPS
spectrum, together with additional measurements at the main core levels, were performed
again. The Pb’/Pb ratio for MAPDbI; deposited on n-type substrates further increased
even if direct illumination was not present, suggesting that the use of X-rays was still
enough to induce further degradation. On the other hand, the perovskite films deposited
on p-type substrates displayed a direct decrease of their Pb®/Pb ratio as soon as the light
was switched off (circled region in Figure F.7b), which could indicate a better stability
and resistance to degradation of MAPbI3 on the p-type substrates, or a slower recovery or
non-reversible degradation for MAPbI3 deposited on n-type substrates. When measuring
on a close spot, not exposed to X-rays but exposed to light, no Pb® was observed on all
samples, suggesting that the light itself did not seem to produce Pb? but the combination
of X-rays and light did.

Additionally, the I/Pb ratios were extracted but did not show trends that depended
on the substrate’s type, as some samples showed a further decrease of the I/Pb ratio
(SnOy, FTO and PTAA) whereas others an increase (TiOy, AZO, NiO) when the light
was switched off (Figure F.7b). However, when measured on a fresh spot, the I/Pb ratio of
MAPDI; co-evaporated on n-type substrates were always higher than the initial I/Pb ratio
in the dark, whereas they were lower for p-type substrates. One explanation could be that
different lateral ion migrations occur, strongly linked to the degradation mechanism and
the type of species lost from the surface in the vacuum upon illumination [384]. However,
the measurement error in the determination of the atomic percentage of the elements is
such that the second digit after the decimal can be neglected, and therefore the different
I/Pb ratios on the fresh spots could just be caused by small inhomogeneities at the surface
of the perovskite absorber.
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Figure F.8: (a) PL yield and (b) TRPL of MAPbI; co-evaporated on different substrates.
The laser power used was 2.81x1072 W/cm? with a pulsed laser at a frequency of 1 MHz,
yielding an injection for the TRPL of 1.2x10% carriers/cm?.

F.9 PL bandgap of MAPI on FTO as a function of
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Figure F.9: PL peak position of MAPbI3 co-evaporated on an FTO substrate with differ-
ent absorber thicknesses. Reproduced with permission from [424].
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G.1 UHYV KPFM images of MAPI after air exposure
and annealing

A MAPDbDI3 absorber co-evaporated on an FTO substrate was exposed to air for a few
minutes, then introduced back in the glovebox where it was annealed under nitrogen
atmosphere at 90 °C for 10 minutes. It was then introduced and measured in the UHV
KPFM and compared to a sibling non-air exposed MAPbI3 absorber, similarly annealed
at 90 °C. As a side note, the samples were co-evaporated with a high MAI partial pressure,
leading to the appearance of low-dimensional perovskites as low WF regions as depicted
in Figure G.1b. The extraction of line profiles showed that these regions had CPD values
of 110 mV lower than the rest of the surface for this specific features, and could not be
specifically linked to a feature in the topography map. The occurrence of low-dimensional
perovskites was extensively discussed in Chapter 5.

In comparison, the air-exposed and annealed sample directly presented visible large
and high features on the topography map (Figure G.1d), about 150 nm higher than the
rest of the surface, which were nicely linked to features with lower CPD in the CPD map
(Figure G.1le). The CPD values of these features were almost 400 mV lower than the rest
of the surface (at its lowest), suggesting by its large difference in WF and clear grain-like
structure, a different material than MAPDbI; at the surface.

Light was also used to observe how the air exposed and annealed sample would behave
upon prolonged illumination. As a reminder (Figure F.1 of appendix chapter 6F.1), the
non-air exposed annealed MAPDI; is likely to behave like the as-grown sample (with-
out annealing), that is to have negligible SPV and a continuous decrease of the CPD
upon illumination, as annealing of the as-grown sample did not lead to a change of its
surface topography, its WF or its optoelectronic properties. For the air-exposed and
annealed sample (Figure G.2), first a continuous decay of the CPD in the dark was ob-
served, suggesting some instability at the surface, either due to continuous degradation
and evaporation of halide species, or charging. Upon illumination, a SPV of -100 mV
was calculated, followed by a further decrease of the CPD until a continuous prolonged
increase of the CPD was observed. The cause of these effects will not be discussed here,
but it clearly showed that the contamination of the sample in air before annealing is likely
to induce additional and different surface states, resulting in a larger band bending and
greater SPV magnitude but also instability of the absorber’s surface, highlighted by the
regions 1 and 3 in Figure G.2.
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Figure G.1: (a) Topography and (b) CPD maps of a MAPDbI; as-grown absorber co-
evaporated on FTO and annealed for 10 minutes in a nitrogen environment at 90 °C. (c)
Extracted height and CPD profiles from the black and red dashed lines of (a) and (b). (d)
Topography and (e) CPD maps of a MAPbI3 as-grown absorber co-evaporated on FTO,
air exposed for a few minutes and annealed for 10 minutes in a nitrogen environment at
90 °C. (f) Extracted height and CPD profiles from the black and red dashed lines of (d)
and (e).

G.2 SPYV of mixed halide perovskites

Upon illumination, the mixed perovskites studied did not present a visible SPV using the
15 ms resolution of the KPFM where the MAPbI3/TiO, displayed a slight increase of its
WF followed by a further increase and continuous decrease of the CPD. As represented
by the average CPD in dark and illuminated conditions of Figure G.3, no sudden change
of the CPD could be discerned for the Perog,cs spin-coated on TiO,, however after
prolonged illumination a continuous decrease of the CPD was observed, coherent with a
light-induced degradation of the perovskite and evaporation of I, altering the KPFM tip
WF as discussed in Chapter 6. Similarly, Perog, did not exhibit a sudden change of its WF
upon illumination but the effect of prolonged illumination was not studied. The difference
in SPV could be coming from a difference in the preparation of the solution-based TiO,
but it has to be noted that when monitoring the average CPD upon illumination for co-
evaporated MAPbDI3, there would always be a clear, visible and sudden change of the CPD
independent of the substrates, whereas no change of the CPD was observed for both mixed
perovskites. This could suggest reduced surface states (donor or acceptor-like) induced
by the use of several cations or halides, as it has previously been reported that the proper
elemental substitution (in this case Br) could reduce trap states [504], but could also be
caused by the different polarization for FAT and Cs™ compared to MA™ [505, 506]. In
addition, the use of Cs™ and Rb* was demonstrated to promote the uniform distribution
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Figure G.2: Average extracted CPD in the dark, upon illumination and in the dark again.
The region denoted 1 corresponds to the continuous decrease of the CPD in the dark. The
region 2 corresponds to the SPV and the continuous decrease of the CPD directly after
illumination. The region 3 corresponds to the continuous increase of the CPD upon
prolonged illumination.

of halides, preventing the formation of segregated halide- or cation-rich phases [507] that
would bring additional surface states and therefore a larger SPV.
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Figure G.3: CPD in different conditions: dark, during illumination and in the dark again
for (a) MAPbDI; co-evaporated on TiOy and (b) Perogy ¢ spin-coated on TiOs.
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G.3 HIM-SIMS overlay of the mixed perovskite

Figure G.4: Overlay of the elemental distribution of #3C with its helium ion microscope
morphology image at the surface of Perogy, cs
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G.4 PL and TRPL measurements of control and tar-
get samples

In complement to the KPFM and STS measurements, PL. and TRPL were carried out as
means of rapid stability tests. After the UHV measurements that lasted a few days, both
the PL yield and the lifetime (Figure G.5(a,c)) of the control sample decreased (from
570 ns to 380 ns) whereas the PL yield of the target sample, treated with the ligand,
increased and the decay curve (Figure G.5(b,d)) remained mainly the same (450 ns to
440 ns). The second test was a 45 minutes exposure to a laser with a power density of
2.8x1073 W/cm?. Both samples presented an increase of their PL yield with the same
magnitude, suggesting the quenching of defects by photogenerated carriers.
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Figure G.5: (a,b) PL measurements for the control and target samples before, after the
UHV measurements and after a 45 min laser-exposure. (¢,d) TRPL measurements for the
control and target samples before and after the UHV measurements.
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G.5 Passivation of perovskite with Rb and Rb/PEAI

The first sample will be referred to as Rb-passivated and the second as Rb/PEAI-
passivated. KPFM and STS measurements were carried out to determine the differences
in the surface energetics and local density of states of both samples compared to the control
sample.

After both treatments (Rb complex only or the Rb complex and the PEAT solutions),
small elongated grains appeared on top of the larger original grains in the AFM topog-
raphy (red dotted circles or spheres in Figure G.6(b,c)). These smaller grains displayed
on both WF maps a much lower WF than the rest of the surface (160 meV lower for the
Rb-passivated perovskite and 200 meV lower for the Rb/PEAI-passivated perovskite).
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Figure G.6: AFM topography of (a) the control perovskite, (b) post-treated with the Rb
complex and (c) post-treated with the Rb complex and the PEAI 2D layer. (d), (e), (f) are
the respective workfunction maps of (a), (b), (¢). (g) Distribution of the workfunction for
all samples. (h) Grain boundary band bending distribution for all three samples. The red
dotted circles represent the smaller elongated grains on top of the large grains appearing
after the post-deposition treatments.

The distribution of the WF complemented this visual approach with a double-peak
and longer tails in the negative WF values (Figure G.6g). These grains were most likely
resulting either from a Rb-perovskite secondary phase or from the result of the formation
of low dimensional perovskite when the PEAI molecules interacted with the Rb-passivated
perovskite surface (for the last sample). Grazing-incidence wide-angle X-ray scattering
(GIWAXS) and elemental mapping at the surface would be ideal characterization tech-
niques in order to determine the exact nature of these grains. There was an observable
difference between the average WF values after the different treatments, with a WF of
4.28 eV for the control sample that decreased to 3.96 eV for the Rb-passivated perovskite
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to 3.82 eV for the Rb/PEAI-passivated perovskite. This change of the WF could already
help by either inducing better hole extraction or electron repelling at the interface per-
ovskite/HTL. XPS and UPS measurements would help complement these findings. In
addition, the GB band bending was measured for the treated perovskite and compared
to the control sample. As already discussed, the control sample exhibited both hole and
electron barriers at the grain boundaries (upward and downward BB), which was counter-
productive with respect to hole extraction. The Rb-passivated perovskite displayed 60%
of upward BB and 40% of downward BB (compared to the 50/50 of the control sample)
but the major point was the reduction in the magnitude as all the values of the down-
ward BB were below or equal to 40 meV, which is negligible. The Rb/PEAI-passivated
perovskite on the other hand almost entirely exhibited upward band bending (90%) and
again with the 10 remaining percent of downward BB in the 40 meV range. Therefore,
the KPFM measurements again demonstrated that the passivation with either the Rb
complex or the combination of Rb™ and PEAI solutions enables the suppression of the
hole barrier at the grain boundaries, by only keeping the electron barrier.

CITS maps were then acquired for each sample and are depicted in Figure G.7(a to f).
The (dI/dV)/1/V again showed that by using passivation techniques, the surface bandgap
could be increased. The Rb-passivation induced a shift of the LDOS, at the conduction
band onset, which resulted in an increased surface bandgap of 2.11 £+ 0.1 eV compared
to the 1.6 £ 0.1 eV of the control sample.
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Figure G.7: STM topography of the (a) control sample, (b) Rb-passivated sample and (c)
Rb/PEAl-passivated sample with their respective conductance (dI/dV) maps obtained
with a voltage of -2V in (d),(e) and (f). (g) Average broadened conductance curves of the
control and target samples. The linear extrapolations of the curves (dotted lines) depict
different bandgaps for the different samples. (h) represents the same curves plotted on
a logarithmic scale. The control sample shows a defect response at a positive applied
voltage.

On the other hand the Rb/PEAI passivation led to the shift of both valence and con-
duction bands onsets and resulted in a surface bandgap of 1.98 + 0.1 eV. In addition, the
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logarithmic plots of the dI/dV curves again demonstrated that the use of the different
passivation techniques suppressed the defect signature observed for the control sample
near the conduction band (positive voltages). Lastly, the overall down shift of the con-
ductance (to lower conductance values) for the Rb-passivated perovskite and even futher
down for the Rb/PEAI-passivated perovskite were coherent with the reduction of the WF
previously measured with KPFM.

The previous STS measurements once again proved that the use of passivation agents
after the fabrication of perovskite can be used to reduce interfacial recombination by
increasing the surface bandgap, remove potential surface defects by enabling the favorable
interaction between for example organic or inorganic molecules and the lead iodide antisite
in this specific case. In addition, the KPFM measurements proved that the grain boundary
band bending could be altered in a favorable way, such that only the occurrence of an
electron barrier would prevail, improving the hole extraction towards the HTL. Lastly,
reducing the WF could help in the interface alignment by either improving the hole
extraction or repelling electrons in a more efficient way, which remained to be proved.

These surface passivations led to an overall improvement of the device performance.
Combining the incorporation of a Rb complex through a gradient configuration followed
by the deposition of a 2D material on top led to a change in efficiency of 22.4% to
25.01%. Both the Voo and the FF exhibited improvement (1.13 V to 1.19 V and 78.5%
to 82.6%) which were the proof of a reduction of surface and interface recombination and
an improved carrier extraction and collection. In addition, the surface treatment also
induced an improvement of the absorber stability as depicted in Figure G.8 and G.9 of
appendix Chapter 7G.6 where the PL yield of the Rb/PEAI sample improved after the
UHV exposure and almost did not change after the 45 minutes illumination, suggesting
for the latter a potential reduction of defects that would ohterwise contribute to the
quenching of the PL upon prolonged light exposure. In addition, the TRPL decay curves
were very stable compared to the rest of the samples. The device stability should follow
these trends and will need to be further investigated under different standard conditions
and stimuli.
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G.6 PL and TRPL of Rb- and Rb/PEAI-passivated

kites
(a) ~_ Control ‘ ‘ (D) ¢ oxr0t | —Ropassivated ~1(0) ——Rb/PEAI-passivated ‘
8.0x10™" - Control after UHV exposure 4 ’ —— Rb-passivated after UHV exposure 6.0x10™ —— Rb/PEAI-passivated after UHV exposure

E) £ E)

< 14 © S,

— 6.0x10™ - 4 = 14

g g 400 @ 4.0x10"

c c =]

3 S S

8 40x10™t 1 8 S

T T 2.0x10" & 20x10™

2.0x10™ - 4
005, : w — 0.0 ‘ ‘ P— 0.0E% s ‘ =
14 1.5 1.6 1.7 14 1.5 1.6 1.7 14 1.5 1.6 1.7
Energy [eV] Energy [eV] Energy [eV]

(d) e) (") _

= Control = ’ s Rb-passivated = ° Rb/PEAI-pass!vated

E. 1004 Control after UHV measurements .ﬁ 1004 Rb-passi after UHV E. 1004 Rb/PEAl-passivated after UHV measurements

R

2 2 2

2 2 8 "

£ £ E -

= 1 —_ o

T T & \

2 0] 3 B 1074 iy, s

N N N o

8 N T © thg%

£ € £

= £
S S 5
=z P4 =z
T T T 102 T T T T T T
500 1000 1500 2000 500 1000 1500 2000 500 1000 1500 2000
Time [ns] Time [ns] Time [ns]

Figure G.8: PL before and after UHV KPFM/STS of (a) control Perog,, (b) control
perovskite treated with the Rb complex and (c) control perovskite treated with the Rb
complex and the PEAI 2D material. (e), (f) and (g) are the TRPL measurements of the
same samples under the same conditions. The laser power density used was 2.8x1073
W/em? at 1 MHz, corresponding to an injection of 1.2x10% carriers/c® for the TRPL.
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Figure G.9: PL before and after 45 minutes continuous laser exposure of (a) control
Perog,, (b) control perovskite treated with the Rb complex and (c) control perovskite
treated with the Rb complex and the PEAI 2D material. The laser power density used
was 2.8x107* W /cm? at 1 MHz.
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G.7 Large-area KPFM images of air-exposed mixed
perovskites

Figure G.10: Large area (a) AFM topography and (b) workfunction map of the air exposed
Perovskite/SC.
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